


Lecture Notes in Computer Science 4224
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Moshe Y. Vardi
Rice University, Houston, TX, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Emilio Corchado Hujun Yin
Vicente Botti Colin Fyfe (Eds.)

Intelligent
Data Engineering and
Automated Learning –
IDEAL 2006

7th International Conference
Burgos, Spain, September 20-23, 2006
Proceedings

13



Volume Editors

Emilio Corchado
Universidad de Burgos
09001 Burgos, Spain
E-mail: escorchado@ubu.es

Hujun Yin*
The University of Manchester
Manchester, M60 1QD, UK
E-mail: hujun.yin@manchester.ac.uk

Vicente Botti
Universidad Politécnica de Valencia, Camino de Vera s/n
46022 Valencia, Spain
E-mail: vbotti@dsic.upv.es

Colin Fyfe
University of Paisley, PA1 2BE
Scotland
E-mail: FYFE-CI0@wpmail.paisley.ac.uk

* Corresponding editor

Library of Congress Control Number: 2006932576

CR Subject Classification (1998): H.2.8, F.2.2, I.2, F.4, K.4.4, H.3, H.4

LNCS Sublibrary: SL 3 – Information Systems and Application, incl. Internet/Web
and HCI

ISSN 0302-9743
ISBN-10 3-540-45485-3 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-45485-4 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springer.com

© Springer-Verlag Berlin Heidelberg 2006
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 11875581 06/3142 5 4 3 2 1 0



Preface

Since its establishment in Hong Kong in 1998, the international Intelligent Data
Engineering and Automated Learning (IDEAL) conference has become a ref-
erence for researchers in both theoretical and practical aspects of learning and
information processing, data mining, retrieval and management, bioinformatics
and bio-inspired models, agents and hybrid systems and financial engineering.
The purpose of IDEAL conferences has been to provide a broad and interdis-
ciplinary forum for scientists, researchers, and practitioners in these areas from
around the world. A special feature of IDEAL conferences is cross-disciplinary
exchange of ideas in emerging topics and application in these areas. Data analy-
sis and engineering and associated learning paradigms are playing increasingly
important roles in an increasing number of applications and fields. The multi-
disciplinary nature of contemporary research is pushing the boundaries and one
of the principal aims of the IDEAL conferences is to promote interactions and
collaborations across disciplines.

This volume of Lecture Notes in Computer Science contains accepted pa-
pers presented at IDEAL 2006 held at the University of Burgos, Spain, during,
September 20–23, 2006. The conference received 557 submissions from over 40
countries around the world, which were subsequently refereed by the Programme
Committee and many additional reviewers. After rigorous review, 170 top-quality
papers were accepted and included in the proceedings. The acceptance rate was
only 30%, which ensured an extremely high-quality standard of the conference.
The buoyant number of submitted papers is a clear proof of the vitality and
increased importance of the fields related to IDEAL, and is also an indication of
the rising popularity of the IDEAL conferences.

IDEAL 2006 enjoyed outstanding keynote speeches by distinguished guest
speakers: José Mira of the Universidad Nacional de Educación a Distancia, Spain,
Xin Yao of the University of Birmingham, UK, Hojjat Adeli of Ohio State Uni-
versity, USA and Nigel Allinson of the University of Sheffield, UK. Delegates also
enjoyed a special session on “Nature -Inspired Data Technologies” sponsored by
NISIS.

This year IDEAL also teamed up with three international journals, namely,
the International Journal of Neural Systems, Integrated Computer-Aided En-
gineering and the Journal of Mathematical Modelling and Algorithms. Three
special issues on Bioinformatics and Bio-inspired Models, Soft Computing and
Hybrid Systems and Algorithms for Mining Large Data Sets, respectively, have
been scheduled from selected papers from IDEAL 2006. The extended papers,
together with contributed articles received in response to subsequent open calls,
will go through further rounds of peer refereeing in the remits of these three
journals.
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José F. Mart́ınez INAOE, Mexico
Simon Miles University of Southampton, UK
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Ma José Ramirez Polytechnic University of Valencia, Spain
Omer Rana University of Wales, Cardiff, UK
Vic Rayward-Smith University of East Anglia, UK
Perfecto Reguera University of León, Spain
Bernardete Ribeiro University of Coimbra, Portugal
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Daniel González Universidad de Vigo, Spain
Dante Israel Tapia Universidad de Salamanca, Spain
Dymitr Ruta British Telecom, UK
Eva Lorenzo Universidad de Vigo, Spain
Fernando Dı́az Universidad de Valladolid, Spain
Florentino Fernández Universidad de Vigo, Spain
Javier Bajo Universidad Pontificia de Salamanca, Spain
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Speech and Gesture Recognition-Based Robust Language Processing
Interface in Noise Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 338

Jung-Hyun Kim, Kwang-Seok Hong

Heterogeneous Answer Acquisition Methods in Encyclopedia QA . . . . . . . . 346
Hyo-Jung Oh, Chung-Hee Lee, Changki Lee, Ji-Hyun Wang,
Yi-Gyu Hwang, Hyeon-Jin Kim, Myung-Gil Jang

Face Recognition Using DCT and Hierarchical RBF Model . . . . . . . . . . . . . 355
Yuehui Chen, Yaou Zhao

Chaotic Dynamics for Avoiding Congestion in the Computer Network . . . 363
Takayuki Kimura, Tohru Ikeguchi

Combined Effects of Class Imbalance and Class Overlap
on Instance-Based Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
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Abstract. After a summary of AI development, from its neurocyber-
netic origins to present paradigms, we establish the distinction between
the description-based “top-down” approach and the mechanism-based
“bottom-up” approach. Then we analyze the different types of neural
circuits that repeatedly appear in the sensory, motor and association re-
gions of the nervous system. Finally, we propose an abstraction process
that allows us to interpret the functions of these circuits at knowledge
level.

1 Introduction

In “Finality and Form in Nervous Activity” W.S. McCulloch wrote: “Problems in
the theory of knowledge and of value must be stated and resolved as questions
concerning the anatomy and the physiology of the nervous system (NS). In those
terms we are inquiring into the a priori forms and limitations of knowing and
willing determined by the structure of the NS and by the mode of action of its
elements” [1].

This mechanist and functional view of intelligence was dominant during the
Neurocybernetic era, before the official birth of Artificial Intelligence (AI) in
the summer of 1956. Fifty years of scientific and technical work have elapsed
which have been dominated mainly by the symbolic view (representational) of
AI [2] in which the initial objectives of “synthesizing general intelligence in ma-
chines” have not been achieved and some of the scientific community is again
considering the AI issue from a bottom-up view. Works on situated robotics
[3,4] and recognition of the excessively abstract and pre-scientific nature of the
term intelligence makes us look to the classical cybernetic proposals and consider
intelligence as a gradual concept, as an emerging property of the cooperation-
competition of a large number of adaptation mechanisms of an organism that
interacts dynamically with its environment [5,6]. At different levels, this idea
of intelligence as an emerging property of the interaction of a network of non-
intelligent agents is present in Minsky’s “Society of Mind ” [7], in Varela’s “self
made of self-less components”, and in all the current movement on “multi-agent
systems” (MAS) [8].

Some of the criticisms of the bottom-up view (functional and mechanism-
based) of AI are based on its apparent reductionist nature that prevents it from
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handling high-level linguistic and cognitive concepts such as intention, purpose,
representation, diagnosis, reasoning, classification, learning, perception, mem-
ory or planning [9]. In this work we argue that the apparent justification of
this criticism disappears at the moment when we consider the different adapta-
tion mechanisms in the methodological context of the theory of levels (physical,
symbolic and knowledge) and domains (own and the external observer’s) of a
calculus description performed by a neural mechanism, where the figure of the
observer is essential who interprets in his natural language what this calculus
“means”, using cognitive terms that have no causal effect on the mechanism’s
own operation domain. From this perspective it is easy to see that what we call
“purposes” are closed loop feedback mechanisms, for example.

The rest of the work is organized as follows. In the second section we briefly
review AI development from its neurocybernetic origins and its baptism in 1956
to present paradigms. In the third section we introduce the mechanism idea and
its relation with the agent concept. In the fourth section we view the functional
paradigm proposed by Newell and Simon to describe “intelligent agent” behav-
ior. This diagram includes perception, action, association and learning tasks in
terms of which neurophysiology and psychology describe the interaction of a
living creature with its environment. Section fourth also includes a set of basic
mechanisms that appear in one or more of these tasks. Section five is devoted
to adaptation and learning. The sixth section has two examples to interpret the
meaning of the calculus performed by these mechanisms (lateral inhibition and
reflex arches) at knowledge level. Finally, the tenth section is the conclusion.

2 From Neurocybernetics to Present AI Paradigms

The interest in simulating nervous system functions and animal behavior elec-
tronically and computationally stems from neurocybernetics, which aims to un-
derstand the cerebral function in terms of the network of neural mechanisms from
which it emerges. “Minds are simply what brains do”, Minsky says [7]. The foun-
dation works by McCulloch-Pitts [1] and Rosemblueth, Wiener and Bigelow [10]
gave rise to formal neuron models and modular finite state automata, pattern
recognition, associative memory, learning by reinforcement, information theory
and self-organization and self- reproduction, among others [11,12].

From 1956 the connectionist view was overshadowed by the symbolic approach
(top-down), which tackles the AI problem in terms of declarative and modular
descriptions in natural language of entities (concepts) and relations between
these entities (inferential rules). It thus forgets that all calculus emerges from
a mechanism that calculates (all knowing depends on the structure that knows,
Maturana says) and nervous system functions are interpreted in terms of manip-
ulations of symbolic descriptions, confusing the map with the territory. Clancey,
Searle, Edelman, Dreyfus and Gibson, among others criticise this view of AI
[5]. In the late 1980s the interest in connectionism and the cybernetic view of
intelligence now called situated paradigm [3] and before embodiments of mind
[1] and epistemological physiology reappeared.
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We thus reach the present state in which the three paradigms coexist: (1)
the symbolic, obviously useful in knowledge engineering where it begins with a
description in natural language of the task and the method used to develop a
knowledge-based system (KBS), irrespective of its validity to explain cognitive
processes, (2) the connectionist with its two aspects (adaptive numeric classi-
fiers with fixed architecture and special-purpose neural mechanisms) and (3)
the situated, also with two aspects (the ethological and the mechanism based).
The approach that we defend in this work coincides with the mechanism-based
aspects of the connectionist and situated paradigms, as illustrated in figure 1.

 

System Environment 

Ethology 

(Behaviors) 

Conventional ANNs 

(PLPs, BP, RBF, ...) 
MECHANISMS 

External Observer 
Modeling 

Frames 

Formal 

Tools 

Symbolic 

(Rules) 
Situated Connectionist 

Fig. 1. AI paradigms

In fact there are only two paradigms with different paths: (1) the paradigm
based on program descriptions that run on a general-purpose machine and (2)
the paradigm based on mechanisms of a special-purpose machine. The first type
stresses the external observer domain (EOD) and takes for granted that there
is a set of organizations interposed between the description of a calculus and
its final hardware implementation. This approach includes the symbolic one, the
conventional ANNs and the descriptions of behaviors in situated robotic. The
second type stresses own domain (OD), in the direct causality of the mechanisms,
and only uses the EOD as a framework of interpretation. This approach includes
bioinspired connectionism and the branch of situated robotics which is concerned
with the mechanisms from which the observed behaviors emerge. In terms of the
agent theory, in the first approach the agent implementation is software, in the
second it is special-purpose hardware.

We conclude this summary of the historical development of AI remembering
the concept of “knowledge level” introduced by Newell [13] and Marr [14] and the
external observer figure proposed by Maturana [15] and Varela [16] in biology and
Mira and Delgado in computation [17]. The superposition of both contributions
has given rise to the three-level methodological framework (signals, symbols and
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knowledge) and two description domains for each level, own domain (OD) and
that of the external observer’s (EOD), which we will use to interpret the meaning
of the calculus performed by a specific neural mechanism.

3 Mechanisms Versus Agents

Every mechanism (OD entity) is the structural support (internal implementa-
tion) of an agent (EOD entity) and, seen from outside, every agent is the func-
tional description (external) of the behavior that emerges from a mechanism or
an organized set of mechanisms (an organism) structurally coupled to its envi-
ronment. In figure 2 we show a simple example proposed by W.S. McCulloch to
establish this distinction. In part (a) of the figure the correspondence between
the input and output values of an oddness detection neural agent is shown. Part
(b) shows the neural mechanism from which this behavior emerges. It is a formal
neuron with threshold θ = 1, which receives the state of activity of an exter-
nal signal, x, and the feedback of a recurrent collateral branch of its own axon
as inputs. This collateral inhibits x and a collateral of x inhibits the recurrent
feedback. This mutual inhibition is the core of the even/odd mechanism. In the
words of McCulloch “... in its functioning this neuron says, the number that has
been is odd.”

 

 θ(t) 

x 

Δt 
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x 

y 

Oddness  

detection 

“agent” 

 

x(t) y(t) y(t+Δt) 

0 0 0 

0 1 1 

1 0 1 

1 1 0 

 

Neural 

mechanism 

Fig. 2. External description versus internal mechanism in McCullochs formal neuron
for oddness detection example

Both the mechanisms and their associated agents can be considered simple
or composed. A mechanism is considered simple when it decides not to continue
delving deeper into its analysis and it accepts for itself a single external de-
scription (functional). Conversely, a mechanism is considered composed when
we accept the need to know its internal structure to obtain a satisfactory expla-
nation of its function. This internal structure is described in terms of a network
of interconnections between other mechanisms that we have accepted as simple.
Obviously, the process is recursive.
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4 Functional Systems Underlying Reflex and Voluntary
Motor Acts

Luria distinguishes between function of a specific tissue (a photoreceptor that
detects light), which can have a highly specific location, and functional system
(FS) that requires the coordinated action of different neural structures and dis-
tinguishes four basic types: (1) sensor functional system (SFS), (2) motor (MFS),
(3) association and decision (ADFS) and (4) adaptation and learning (ALFS),
on which another system is superimposed responsible for regulating the state of
tone and supervises all the rest (figure 3). If we call these functional systems
proposed by Luria agents, the scheme in figure 3 coincides with the “intelligent-
agent” proposal made by Newell and Simon in 1974 and currently reactivated
by situated robotics and the multi-agent system theory [8,18].

 

Adaptation & Learning FS 

External Environment 

Association & Decision 

ADFS-Memory SFS-Memory MFS-Memory 

General Tone  

& 

Wakefulness Regulator 

Internal Environment (Rest of the Body) 

Motor  Sensory 

CNS 

loops I loops I 

loops I loops I loops I loops I 

type II feedback loops 

type III feedback loops 

Fig. 3. Functional systems and feedback loops involved in reflex and voluntary motor
acts

The system interacts with the rest of the body (internal environment) and
with the external environment via a set of sensors and effectors that close many
feedback loops. W.S. McCulloch [1] distinguished three types of loops. Type
(I) loops are those that close inside an FS or among different FS, within the
nervous system. Type (II) loops close via the rest of the body (internal environ-
ment) and type (III) close via the external environment, using the specific set
of sensors and effectors developed in every living creature to structurally con-
nect its body with its environment. Type (I) loops have to do with the timing,
control-memory, sequential -association and decision-making, motor-planning
and output-pattern-generation mechanisms. Type (II) loops are associated with
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homeostasis and reflex actions. Finally, type (III) loops have to do with the inte-
gration of perception-action and the control of voluntary acts, based on values,
purposes and intentions. The large number of type I, II and III feedback loops
is the first family of neural mechanisms on which adaptive behavior is based
[19,20,21].

Now let us view a description of the function that we associate with each
of these functional systems in relation to their anatomical support and the new
types of mechanism that are appearing, in addition to the feedback loops already
mentioned. We will stress the SFS and the ADFS habituation, sensitization and
conditioning mechanisms more, because they are the most well known and in-
clude the lateral inhibition circuits and reflex arches that we will later use to
illustrate the abstraction process that allows us to interpret the neural func-
tion at knowledge level. The construction of a more complete library of neural
mechanisms is a long-term objective.

An ingenuous view of how we believe the voluntary motor act is organized
from the cooperation between the different SFS in figure 3 which organize the
afferent and efferent data (spatial and temporal) is the following: (1) in the
ADFS the mechanisms associated with an action are activated. (2) This state of
activity in the ADFS generates activation of the corresponding kinetic melody
in SFS which, in turn, activates in a coordinated way the associated motor
pattern in the MFS. (3) In the MFS, each time that a motor pattern is activated
subsequent activation of the associated synergisms and “vedette” movements and
the connections via the pyramidal and extra-pyramidal pathways of the sets of
corresponding motoneurons takes place. (4) From the start of the process in the
ADFS the type I (with cerebellum), type II (propioception) and type III (via
the external environment and the SFS) control loops are active. Moreover, the
sensory reafferences carry the data to the cerebellum where they are compared
with the movement coordination patterns, already learnt to control the execution
of the movement rectifying where appropriate the position-force correlations in
space and time.

It is important to highlight that we are not so concerned about the specific
aspects of this description of the voluntary motor act as pinpointing the dif-
ficulty inherent in every “bottom-up” approach. It is not easy to pass from an
anastomotic network of local mechanisms to a coherent explanation of the global
organization of the motor act, which, moreover, is experimentally verifiable.

The function of the sensor functional system (SFS) is to construct a represen-
tation of the external and internal environment dynamically in three stages: (1)
sensation (2) perception and (3) conceptualization by plurisensorial association
(integration of the different sensory modalities).

The first stage is repeated for each sensory modality and includes receptor,
corresponding thalamic nucleus and primary cortical area. Here the stimulus is
detected but not identified. For example, for the visual pathway it would be:

1. Receptor (retina, optic nerve and chiasma)
2. Thalamic nucleus (external geniculate body)
3. Primary cortical area
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The second stage (perception) constitutes the first gnostic level. Here there is
already semantics. It is where the stimulus is coded and identified. It is the
process that the sensory information undergoes from the thalamic nucleus of the
previous level to the secondary cortical areas, passing through the corresponding
associative thalamic nucleus.

The third stage (plurisensorial association and stimulus conceptualization)
includes the confluence and interaction of secondary areas corresponding to the
different sensory modalities. Here the supramodal (symbolic) scheme take place,
the base for the complex forms of activity.

Observe that advancing from the receptor to the cortex in each sensory path-
way, modal specificity is combined with the capacity to integrate, associate and
generalise. Moving up towards the cortex, integration increases (stimulus seman-
tics) and modal specificity decreases.

When the SFS is analysed from the peripheric receptors to cortex, we find, at
least, the following types of mechanisms (figure 4):

1. Monotonic (linear and non linear) and non-monotonic transducers, tuned to
different types and intervals of stimuli quality and intensity.

2. Divergent and convergent processes.
3. Modulated, delayed and thresholded transmission lines.
4. Lateral inhibition (contrast enhancement) and other spatio-temporal feature

extraction circuits.
5. Intersensorial transformations that increase the discriminant power in those

situations that are indistinguishable using a single sensory modality. The
mechanisms underlying intersensorial transformation are the same as (2),
(3) and (4), but now in the cortex, at the third level of semantics.

Of all the mechanisms mentioned in this section, except the non-linear ones,
the one that has the greatest capacity for integration is lateral inhibition (LI)
because since the shape of its nuclei changes it allows us to formulate practi-
cally all the relevant processes, first in the feature extraction and after in the
discrimination and classification tasks. In the visual pathway of higher mammals
we find LI circuits in the retina (photoreceptor feet, amacrines in the external
and internal plexiform layers, horizontal, bipolar and ganglion cells). There is
also LI in the lateral geniculate body (LGB) and in the connections that the
LGB projects in the cortex, where LI is responsible for the formation of ocular
dominance columns and the preference for certain orientations in the stimuli.

There are two basic connectivity schemes: (1) non-recurrent LI, and (2) re-
current LI with feedback. In both instances the shape and size of the receptive
fields (RFs) specifies the network connectivity (cooperation-competition area)
and calculation details (tuning, orientations, shapes, speeds, etc.). The most
usual shape these RFs is an approximation of a Laplace Gaussian obtained from
subtracting two Gaussians.

The motor functional system (MFS) structure is similar to the SFS specular
image. There it started from the external data and its semantics increased until
it reached the cortex where it constituted the input of the association and de-
cision system. Here, it starts from the action decision and is broken down first
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Fig. 4. Sensorial mechanism. (a) Monotonic and non-monotonic transference functions.
(b) Excitation levels of two hypothetical receptors responding to stimuli of equal energy
but different quality (i.e. sound frequency). The overlapping area is a function of the
intensity level. (c) Hypothetical transmission line including convergence, delay, mod-
ulation, and divergence. (d) Recurrent and non-recurrent LI circuits. (e) Continuous
case formulation.

in terms of a plan, and after in terms of a set of elementary actions until it
reaches the effector level (medula) that links again with the external environ-
ment, thus closing the perception-action loop. This FS embraces the following
areas: primary motor area, sensor module (postcentral cortex), premotor areas,
nuclei (subcortical system) and cerebellum.

All the mechanisms that intervene in the most central part of the MFS are still
not known. Those in the peripheral part, nearest to the motoneurons, are: (1)
convergent and divergent connections integrated in reflex pathways, (2) groups
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of interneurons coordinating timing processes and opposite muscle innervation,
(3) rhythmic locomotion pattern generators, (4) oscillatory loops, (5) cerebellar
PROM-like mechanisms, and (6) spinal reflexes.

The association and decision functional system (ASFS), also called psycho-
emotive, basically corresponds to Lurias third functional unit, from which we
have separated its executive level (the MSF). It is usually associated with the
task of programming, regulating and verifying the action. Based on experiments
on the functional deficit and the residual function after local traumatic or sur-
gical injuries, it is accepted that this FS houses the mechanisms underlying our
purposes and intentions, the activation of plans and decision processes on the
motor actions relevant to each stimulus configuration and each internal state.
Their circuits are activated by sensory and motor memories and their efferent
pathways act on the MFS to control the analysis and execution of the motor
planes.

It also includes the levels of psychic activity, intellectual content and emotive
coloring of feeling and response. It is decision system for voluntary activities.
The cerebral organization of this functional unit is located in the front regions
of the hemispheres (prefrontal cortex). Its output channel is the MFS and its
most distinctive characteristics are:

1. Its wealth of bi-directional connections with the rest of the cortical and
subcortical structures (MSF and SFC), and with the reticular formation.

2. Its superstructure on the rest of the cortex suggests a much more general
function to regulate planned, purpose-directed rational behavior.

The destruction of the prefrontal cortex alters the behavior programs and causes
lack of inhibition of immediate responses to irrelevant stimuli, slows down the
decision processes and deteriorates motor coordination. It is easy to understand,
faced with this pathology, that the mission of the prefrontal cortex is very exten-
sive. It collaborates in the regulation of the cortical tone, in the decision of the
behavior mode and in all action based on language and higher forms of voluntary
activity.

Identification and description of the specific neural mechanisms of the ASFS
do not fall within the scope of this work. It is however obvious that the ASFS
includes all the mechanisms mentioned earlier when describing the SFS and
MFS.

5 Adaptation and Learning Functional System (ALFS)

The learning mechanisms, the same as memory, are distributed on all the struc-
tures of the brain and appear in the different levels of integration, from the
cellular to global behavior, passing through the different functional systems de-
scribed above.

Starting with the cellular level, and in accordance with Kandel [20], the most
elementary forms of learning are the processes of: (1) Habituation, (2) sensiti-
zation, and (3) conditioning. Habituation is a mechanism whereby the response
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of a neural unit is diminished when the eliciting stimulus is repeatedly pre-
sented. Its mission is to distinguish between what is known and what is new in
a stimulus and in the second instance, activate the orientation reflexes. It is the
basis of selective attention mechanisms. In a complementary way, sensitization
is a mechanism that increases the response of a neural unit as a result of the
presentation of a strong or noxious stimulus. It mission, once more, is to mod-
ulate attention but now focusing it on potentially dangerous or painful stimuli.
Figure 5(a) shows the composition of both mechanisms from Kandel and his
collaborators’ proposals for the aplixia. Part b of the figure shows their inter-
pretation of classical conditioning as an “associative enhancement of presynaptic
facilitation”.

(a) (b) 

Fig. 5. (a) Elementary learning mechanisms in Aplixia. Habituation and Sensitisation.
(b) Classical conditioning (adapted from Kandel [20]).

In both instances, habituation and sensitization, the same as in Hebbs conjec-
ture, the physiological support of the elementary learning processes at cellular
level is the temporal modification of synaptic effectiveness which modifies in
turn the function and/or the structure of the neural network into which this
synapsis is integrated. The mechanism whereby the value of the magnitude and
sign of change is controlled in this synaptic parameter is the one that gives the
name to the process. Thus, in habituation it is the temporal persistence of a
stimulus, in sensitization it is the presence of strong or noxious stimuli and in
self-organizational or Hebbian learning it is the persistence in the temporal co-
incidence between the states of pre- and postsynaptic activity. The same occurs
with classical conditioning, only that here the event controlling the change has
to do with the relational structure of the environment since what is associated is
not so much the spatio-temporal coincidence of the unconditioned stimuli (US)
with the conditioned stimuli (CS), as the relation between the two. This rela-
tion is used by animals to predict the occurrence of US from the presence of
CS because both, CS and US, seem to form “a unitary and significant whole” in
this animals environment. It is because of this that extinction is so important,
because it makes the response stop to “cues that are no longer significant”.

This idea of modifying the value of a set of parameters that determines the
calculus of a neural network has given rise to virtually all the field of “Artificial
Neural Nets”, which are adaptive numerical classifiers where the value of their
parameters, the weights matrix is modified in accordance with “supervised” pro-
cedures (BP and reinforcement) or non-supervised (hebbian mechanisms). For
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the higher forms of learning (induction, abduction, and learning for insight) their
neurophysiological support is still not precisely known.

Paulov extended the idea of an organization based on the creation and modi-
fication of a wide network of sensory-motor connections via the creation of new
pathways between the cortical areas that are simultaneously active to the cor-
tex. Thus, the US become previous reflex signals and trigger their response. As a
result of these associations, any agent active on the receptors can become a stim-
ulus integrated into the animals experience and evoke the appropriate activity
of the organism to match this stimulus. This makes it possible to multiply the
number of “congruent interactions” between an organism and its environment.

From our point of view, the important thing is to find a series of mechanisms
that enable the association, the creation of connecting pathways between main
lines related to animal survival, and secondary lines. This necessarily implies
the existence of a mechanism to compare the states of activity of both lines, of
another mechanism to integrate the result of this comparison and a third mecha-
nism to forget the associations that are no longer significant. It is not important
at this level if these processes for creating/destroying lines of association are bi-
ologically supported by changes in synaptic effectiveness or by irradiation of cor-
tex excitement and subsequent raising of tone (excitement facility) in the areas
near to the excited point, making possible the firing of these areas via temporal
connections. Nor is it relevant now if we implement these processes analogically
(controlled charge and discharge of a condenser), digitally (reversible counter)
or with a program (algorithm). The relevant thing is the proposal underlying
all connectionism which tells us that the general learning mechanism consists of
dynamically creating and modifying a network of associations that provide an in-
creasingly wealthier relational structure of our representation of the environment
and the connections of this representation with our repertory of actions in this
environment. Learning is constructing and updating a hierarchy of significant
associations in a specific environment.

6 Neural Mechanisms Interpreted at the Knowledge
Level: Two Case Studies

When a neural circuit is analyzed outside the organism it can give the impression
that its function is not particularly important. For example, to say that lateral
inhibition (LI) circuits are detectors of contrasts or that reflex arches (RA)
are elementary learning mechanisms, does not highlight their capacity to adapt.
Braitenberg says that behaviors always seem more complex than the mechanisms
from which they emerge.

The purpose of this section is to illustrate a way of interpreting neural mecha-
nisms as inferential schemes at knowledge level. For this we have taken the usual
route in reverse neurophysiology for two basic mechanisms, LI and RA. We start
with their anatomical description in own domain (OD) of the physical level. After
we propose an abstraction process consisting of substituting the circuit elements
with verbs that best describe their function (comparing, selecting, evaluating,
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...) and the physical signals with dynamic roles. Thus the mechanism becomes
a multi-agent system (MAS) and the local processes simple agents (inferences).
Finally, the initial circuits are now instantiations of an inferential scheme. In
other words, a specific implementation of MAS. In fact, if we now do direct en-
gineering starting from these models we obtain a set of different programs and
circuits, which include the initial ones.

This abstraction process, regarding recurrent LI, generates the inferential
scheme in figure 6 where data in the center (C) and the periphery (P) of the re-
ceptive field are evaluated, the results of these evaluations are compared (match
inference) and dialogue is entered into with the proposals of the neighboring
agents in a cooperation process that generates a consensued result.
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Fig. 6. A knowledge level interpretation of the recurrent LI circuit function

If we now repeat the process for an RA circuit, (figure 7) we see that the infer-
ential scheme corresponding to this neural mechanism consists of: (1) detecting
several relevant perceptual schemes, (2) calculating the temporal persistence of
the associations between these schemes, (3) activating (creating) new functional
pathways of sensorimotor association and (4) deactivating (destroying) these
pathways when the association ceases or decreases. The process is also recurrent.
Once an association has been created it acts as a base for creating other new ones.

In this work we are not so interested in stressing the details of the abstraction
process followed in two types of specific neural mechanisms as the underlying
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Fig. 7. Inferential scheme of the RA at knowledge level

idea that provides us with a way of looking at neural circuits as a support of
a calculus whose meaning is only complete when complementary descriptions
of an external observer are added to the obvious description of the physical
level. The external observer with his own semantics injects the symbol level and
knowledge level knowledge. Just pausing one moment to reflect makes us realize
that this is what occurs in all computation. In a specific program, it will be
difficult for us to understand the meaning of what a digital mechanism does
(register, ALU, FIFO memory, ...) unless we add computer architecture and
programming language knowledge. These examples for interpreting mechanisms
at knowledge level can also be used to reason in the other direction. In other
words, behind many behaviors that we label cognitive or intelligent, there are
relatively simple neural mechanisms. What complicates them is the semantics
used by the external observer to interpret their function.

7 Conclusions

A key point to understand the distinction between the symbolic paradigm of AI
and the mechanism-based approach that we have presented in this work is to
remember the difference between the calculus performed by a special-purpose cir-
cuit, where the correlation between structure and function or the meaning of the
different signals and their transformations are never lost, and the calculus pro-
grammed, starting from a description in natural language, in a general-purpose
machine where conventional users only know the syntax and the semantics of
the programming language that they use.
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Another important point of this distinction has to do with short and medium-
term modesty and feasibility of the basic objectives in both approaches. In the
representational view of AI the objectives are more ambitious (“synthesizing gen-
eral intelligence in machines”) but the results of the last fifty years are not exces-
sively optimistic. On the contrary, the objectives of the mechanism-based view
(constructing adaptive systems), are more modest and feasible and still splendid.

Moreover, those professionals that are only interested in the applied part of
AI, always have the solution of the hybrid architectures, which integrate both
views (descriptions and mechanisms) according to the type of application, the
specific balance between data and knowledge and the nature of this knowledge.
It is currently like this in most applications in the artificial vision and robotic
fields, for example.

Conversely, for those other professionals who are more interested in under-
standing the functioning of biological systems and using this understanding as a
source of inspiration to design new robots, we believe that the mechanism-based
approach is much more appropriate. The long-term objective of this approach is
to achieve a complete library of neural circuits underlying the adaptive behav-
ior of a living creature in its environment. The reduction of high-level cognitive
processes to mechanisms is still a much longer long-term objective.

Acknowledgments. I acknowledge the support of the CICYT project TIN2004-
07661-C02-01.
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Abstract. The intuitionistic fuzzy set, developed by Atanassov [1], is a useful 
tool to deal with vagueness and uncertainty. Correlation analysis of intuitionis-
tic fuzzy sets is an important research topic in the intuitionistic fuzzy set theory 
and has great practical potential in a variety of areas, such as engineering, deci-
sion making, medical diagnosis, pattern recognition, etc. In this paper, we pro-
pose a new method for deriving the correlation coefficients of intuitionistic 
fuzzy sets, which has some advantages over the existing methods. Furthermore, 
we extend the developed method to the interval-valued intuitionistic fuzzy set 
theory, and show its application in medical diagnosis. 

1   Introduction 

In the conventional fuzzy set theory of Zadeh [2], there is only a membership degree 
of an element in a fuzzy set, and the non-membership degree equals one minus the 
membership degree. In real life, however, a person may assume that an object belongs 
to a set to a certain degree, but it is possible that he/she is not so sure about it [3]. The 
fuzzy set theory is somewhat unsuitable for dealing with this situation. In [1], 
Atanassov extended this theory, and defined the notion of intuitionistic fuzzy set 
(IFS), which assigns to each element a membership degree and a non-membership 
degree with a hesitation degree. Thus, the IFSs are very interesting and useful and 
give us the possibility to model hesitation and uncertainty by using an additional de-
gree [4]. Later, Atanassov and Gargov [5] further introduced the interval-valued in-
tuitionistic fuzzy set (IVIFS), which is a generalization of the IFS. The fundamental 
characteristic of the IVIFS is that the values of its membership function and non-
membership function are intervals rather than exact numbers. Over the last two dec-
ades, the IFS theory has been widely studied and applied in a variety of fields, such as 
decision making [6,7], logic programming [8], medical diagnosis [9,10], machine 
learning and market prediction [11], etc. Correlation analysis of IFSs is an important 
research topic in the IFS theory, which has received much attention from researchers 
[12-18]. Gerstenkorn and Manko [12] defined a function measuring the correlation of 
IFSs, and introduced a coefficient of such a correlation and examined its properties. 
Hong and Hwang [13] studied the concepts of correlation and correlation coefficient 
of IFSs in probability spaces. Hung [14] and Mitchell [15] derived the correlation 
coefficient of IFSs from a statistical viewpoint by interpreting an IFS as an ensemble 
of ordinary fuzzy sets. Hung and Wu [16] proposed a method to calculate the correla-
tion coefficient of IFSs by means of “centroid”. Furthermore, they extended the  
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“centroid” method to the IVIFS theory. Bustince and Burillo [17] introduced the con-
cepts of correlation and correlation coefficient of IVIFSs and gave two decomposition 
theorems of the correlation of IVIFSs in terms of the correlation of interval-valued 
fuzzy sets and the entropy of IFSs. Hong [18] generalized the concepts of correlation 
and correlation coefficient of IVIFSs in a general probability space. However, all the 
existing methods can’t guarantee that the correlation coefficient of any two IFSs (or 
IVIFSs) equals one if and only if these two IFSs (or IVIFSs) are the same. To over-
come this drawback, in this paper, we propose a new method for deriving the correla-
tion coefficient of IFSs, and then extend the developed method to the IVIFS theory. 
Finally, we show its application in medical diagnosis.  

2   Basic Concepts  

In the following, we review some basic concepts related to IFSs and IVIFSs: 

Definition 2.1 [2]. Let X  be a universe of discourse, then a fuzzy set is defined as: 
                                            }|)(,{ XxxxA A ∈><= μ                                           (1) 

which is characterized by a membership function ]1,0[: →XAμ , where )(xAμ  

denotes the degree of membership of the element x  to the set A .  

Atanassov [1] extended the fuzzy set to the IFS, shown as follows:  

Definition 2.2 [1].  An IFS A  in X  is given by 
                                        }|)(),(,{ XxxvxxA AA ∈><= μ                                     (2) 

where ]1,0[: →XAμ  and ]1,0[: →XvA
, with the condition 

                                      1)()(0 ≤+≤ xvx AAμ , Xx ∈∀                                    (3) 

The numbers )(xAμ  and )(xvA  represent, respectively, the membership degree and 

non-membership degree of the element x  to the set A .  

Definition 2.3 [1].  For each IFS A  in X , if  

                                    )()(1)( xvxx AAA −−= μπ , for all Xx ∈                          (4) 

then )(xAπ  is called the degree of indeterminacy of x  to A .  

However, sometime it is not approximate to assume that the membership degrees for 
certain elements of A  are exactly defined, but a value range can be given. In such 
cases, Atanassov and Gargov [5] introduced the notion of IVIFS as follows: 

Definition 2.4 [5]. Let X  be a universe of discourse. An IVIFS A
~

 over X  is an 
object having the form: 

                                        }|)(~),(~,{
~

~~ XxxvxxA
AA

∈><= μ                                       (5) 

where ]1,0[)(~
~ ⊂x
A

μ  and ]1,0[)(~
~ ⊂xv
A

 are intervals, and 
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                             1)(~sup)(~sup ~~ ≤+ xvx
AA

μ , for each Xx ∈                         (6) 

Especially, if )(~sup)(~inf)( ~~~ xxx
AAA

μμμ ==  and )(~sup)(~inf)( ~~~ xvxvxv
AAA

== , 

then the IVIFS A
~

 is reduced to an ordinary IFS.    

3   Correlation Measures 

Let }|)(),(,{ XxxvxxA iiAiAi ∈><= μ  and }|)(),(,{ XxxvxxB iiBiBi ∈><= μ  be two 

IFSs, and let },...,,{ 21 nxxxX =  be a finite universe of discourse. In [12], Ger-

stenkorn and Manko introduced the concept of correlation coefficient of the IFSs A  
and B  as below:  

                                   
( ) 21

11

1
1

),(),(

)),(
),(

BBcAAc

BAc
BA

⋅
=ρ                                           (7) 

where ( )∑
=

⋅+⋅=
n

i
iBiAiBiA xvxvxxBAc

1
1 )()()()(),( μμ  is the correlation of the IFSs A  and 

B . Furthermore, they proved that:  

Theorem 3.1 [12]. The correlation coefficient ),(1 BAρ  satisfies the following prop-

erties: 1) 1),(0 1 ≤≤ BAρ ;  2) 1),(1 =⇒= BABA ρ ; and 3) ),(),( 11 ABBA ρρ = . 

Hong and Hwang [13] further considered the situations in which X  is an infinite 
universe of discourse, and defined  

                                  
( ) 21

22

2
2

),(),(

)),(
),(

BBcAAc

BAc
BA

⋅
=ρ                                              (8) 

as a correlation coefficient of the IFSs A  and B , where  

                          ( )∫ +=
X BABA dxxvxvxxBAc )()()()(),(2 μμ                                    (9) 

is the correlation of the IFSs A  and B .   
Clearly, ),(2 BAρ  has also all the properties in Theorem 3.1.  

Hung [14] gave another correlation coefficient of the IFSs A  and B  as: =),(3 BAρ   

2)( 2,21,1 ρρ + , where 1,1ρ  and 2,2ρ  are, respectively, the correlation coefficients of 

)(xAμ  and )(xBμ  and of )(xvA
 and )(xvB

: 

( ) ,
))(())((

))(())((
2122

1,1

∫∫
∫

−−

−×−
=

X BBX AA

X BBAA

dxxdxx

dxxx

μμμμ

μμμμ
ρ   

( ) 2122
2,2

))(())((

))(())((

∫∫
∫

−−

−×−
=

X BBX AA

X BBAA

dxvxvdxvxv

dxvxvvxv
ρ     (10)  
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where Aμ  and Bμ  are, respectively, the sample means of the membership functions 

)(xAμ  and )(xBμ ; Av  and Bv  are the sample means of the non-membership functions 

)(xvA
 and )(xvB

.  

Mitchell [15] gave an improved version of Hung’ results. He interpreted the IFSs 

A  and B  as the ensembles of the ordinary membership functions )()( xh
Aφ  and 

),()( xk
Bφ =kh, n,...,2,1 :  

           )()()()()( xpxxx hAA
h

A ×+= πμφ ,  )()()()()( xpxxx kBB
h

B ×+= πμφ           (11) 

where for each x , )(xph
 and )(xpk

 are two uniform random numbers chosen from 

the interval ]1,0[ , and then calculated the correlation coefficient kh,ρ  of each pair of 

membership functions )(h
Aφ  and )(h

Bφ  as: 

                     

( ) 212)()(2)()(

)()()()(

,

))(())((

))(())((

∫∫
∫

−−

−×−
=

X

k
B

k
BX

h
A

h
A

X

h
B

h
B

h
A

h
A

kh

dxxdxx

dxxx

φφφφ

φφφφ
ρ                          (12) 

where ]1,1[, −∈khρ , )(h
Aφ  and )(h

Bφ  are, respectively, the sample means of the ordinary 

membership functions )()( xh
Aφ  and ),()( xk

Bφ ,,...,2,1, nkh =  then he defined the cor-

relation coefficient of the IFSs A  and B  as: ),...,2,1,|(),( ,3 nkhFBA kh == ρρ  , 

where F  is a mean aggregation function. 
In [16], Huang and Wu proposed a method to calculate the correlation coefficient 

of the IFSs A  and B  by means of “centroid”, shown as: 

                                  
( ) 21

44

4
4

),(),(

)),(
),(

BBcAAc

BAc
BA

⋅
=ρ                                     (13) 

where )()()()(),(4 BABA vmvmmmBAc += μμ  is the correlation of A  and B , and 

                  

∫
∫=

X A

X A

A
dxx

dxxx
m

)(

)(
)(

μ

μ
μ ,   

∫
∫=

X A

X A

A
dxxv

dxxxv
vm

)(

)(
)(                              (14) 

                  

∫
∫=

X B

X B

B
dxx

dxxx
m

)(

)(
)(

μ

μ
μ ,   

∫
∫=

X B

X B

B
dxxv

dxxxv
vm

)(

)(
)(                            (15) 

are, respectively, the centroids of BAA v μμ ,,  and Bv . 

Huang and Wu [16] further extended the “centroid” method to the IVIFS theory: 

Let }|)(~),(~,{
~

~~ XxxvxxA
AA

∈><= μ  and }|)(~),(~,{
~

~~ XxxvxxB
BB

∈><= μ  be two 

IVIFSs, where )](~),(~[)(~
~~~ xxx U

A

L

AA
μμμ = , )](~),(~[)(~

~~~ xxx U
B

L
BB

μμμ = , =)(~
~ xv
A

)](~),(~[ ~~ xvxv U

A

L

A
, 
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)](~),(~[)(~
~~~ xvxvxv U
B

L
BB

= , )(~inf)(~
~~ xx
A

L

A
μμ = , )(~sup)(~

~~ xx
A

U
A

μμ = , )(~inf)(~
~~ xvxv
A

L

A
= , 

)(~sup)(~
~~ xvxv
A

U

A
= , )(~inf)(~

~~ iB
L
B

xx μμ = , )(~sup)(~
~~ xx
B

U
B

μμ = , )(~inf)(~
~~ xvxv
B

L
B

= , 

)(~sup)(~
~~ xvxv
B

U
B

= , and let the centroids of L
B

U
B

L
B

U

A

L

A

U

A

L

A
vvv ~~~~~~~
~,~,~,~,~,~,~ μμμμ  and 

U
B

v~
~  be ),~( ~

L

A
m μ ),~( ~

U

A
m μ ),~( ~

L
A

vm )~(),~(),~(),~( ~~~~
L

B
U
B

L
B

U

A
vmmmvm μμ  and )~( ~

U
B

vm , respec-

tively, then they defined the correlation coefficient of the IVIFSs A
~

 and B
~

 as: 

                             
( ) 21

55

5
5

)
~

,
~

()
~

,
~

(

))
~

,
~

(
)

~
,

~
(

BBcAAc

BAc
BA

⋅
=ρ                                     (16) 

where )~()~()~()~()~()~()~()~(),( ~~~~~~~~5
U

B

U

A

L

B

L

A

U

B

U

A

L

B

L

A
vmvmvmvmmmmmBAc +++= μμμμ is 

the correlation of the IVIFSs A
~

 and B
~ . 

Bustince and Burillo [17] also investigated the correlation coefficient of the IVIFSs 

A
~

 and B
~

, and defined it as: 

                                
( ) 21

66

6
6

)
~

,
~

()
~

,
~

(

))
~

,
~

(
)

~
,

~
(

BBcAAc

BAc
BA

⋅
=ρ                                       (17) 

where ( )∑
=

+++=
n

i
i

U
Bi

U

Ai
L
Bi

L

Ai
U
Bi

U

Ai
L
Bi

L

A
xvxvxvxvxxxxBAc

1

~~~~~~~~6 )(~)(~)(~)(~)(~)(~)(~)(~
2

1
),( μμμμ , Xxi ∈ is 

the correlation of the IVIFSs A
~

 and B
~

, and },...,,{ 21 nxxxX =  is a finite universe 

of discourse. Later, Hong [18] introduced the concept of correlation coefficient of the 

IVIFSs A
~

 and B
~

  in a general probability space, shown as: 

                        
( ) 21

77

7
7

)
~

,
~

()
~

,
~

(

))
~

,
~

(
)

~
,

~
(

BBcAAc

BAc
BA

⋅
=ρ                                         (18) 

where ( )dxxvxvxvxvxxxxBAc
X

U
B

U
A

L
B

L
A

U
B

U
A

L
B

L
A∫ +++= )(~)(~)(~)(~)(~)(~)(~)(~

2

1
)

~
,

~
( ~~~~~~~~5 μμμμ  is the 

correlation of the IVIFSs A
~

 and B
~

, and X  is an infinite universe of discourse. 
All the correlation coefficients ),( BAiρ  ( 4,3=i ) and )

~
,

~
( BAiρ  ( 7,6,5=i ) have 

the properties 2) and 3) in Theorem 3.1, and satisfy the following: 1) 1|),(| ≤BAiρ , 

4,3=i ;  2) 1|)
~

,
~

(| 5 ≤BAρ ;  and  3) 1)
~

,
~

(0 ≤≤ BAiρ , 7,6=i . 

However, from Theorem 3.1 we notice that all the above correlation coefficients 
can’t guarantee that the correlation coefficient of any two IFSs (or IVIFSs) equals one 
if and only if these two IFSs (or IVIFSs) are the same. Thus, how to derive the corre-
lation coefficients of the IFSs (or IVIFSs) satisfying this desirable property is an in-
teresting research topic. To solve this issue, in what follows, we develop a new 
method to calculate the correlation coefficient of the IFSs A  and B .  
 



 On Correlation Measures of Intuitionistic Fuzzy Sets 21 

Definition 3.1. Let A  and B  be two IFSs, and let },...,,{ 21 nxxxX =  be a finite 

universe of discourse, then we define 

                    ∑
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Δ+Δ
Δ+Δ

+
Δ+Δ
Δ+Δ

=
n

i ii vv

vv

n
BA

1 max

maxmin

max

maxmin

2

1
),(

μμ
μμρ                           (19) 

as a correlation coefficient of the IFSs A and B , where 

|)()(| iBiAi xx μμμ −=Δ , |)()(| iBiAi xvxvv −=Δ  

|})()({|minmin iBiA
i

xx μμμ −=Δ , |})()({|minmin iBiA
i

xvxvv −=Δ  

|})()({|maxmax iBiA
i

xx μμμ −=Δ , |})()({|maxmax iBiA
i

xvxvv −=Δ  

Obviously, the greater the value of ),( BAρ , the closer A  to B . By Definition 3.1, 

we have 

Theorem 3.2. The correlation coefficient ),( BAρ  satisfies the following properties: 

1) 1),(0 ≤≤ BAρ ;  2) 1),( =⇔= BABA ρ ; and 3) ),(),( ABBA ρρ = . 

In the following, we generalize Definition 3.1 to the IVIFS theory: 

Definition 3.2. Let A
~

 and B
~

 be two IVIFSs, then we define 

∑
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

Δ+Δ
Δ+Δ

+
Δ+Δ
Δ+Δ

+
Δ+Δ
Δ+Δ

+
Δ+Δ
Δ+Δ

=
n

i
UU

i

UU

LL
i

LL

UU
i

UU

LL
i

LL

vv

vv

vv

vv

n
BA

1 max

maxmin

max

maxmin

max

maxmin

max

maxmin

4

1
)

~
,

~
(

μμ
μμ

μμ
μμρ   (20) 

as a correlation coefficient of the IVIFSs A
~

 and B
~

, where 

|)()(| ~~ i
L
Bi

L

A

L
i xx μμμ −=Δ , |)()(| ~~ i

U
Bi

U
A

U
i xx μμμ −=Δ  

|)()(| ~~ i
L
Bi

L
A

L
i xvxvv −=Δ , |)()(| ~~ i

U
Bi

U
A

U
i xvxvv −=Δ  

|})()({|min ~~min i
L
Bi

L

Ai

L xx μμμ −=Δ , |})()({|min ~~min i
U
Bi

U
Ai

U xx μμμ −=Δ  

|})()({|min ~~min i
L
Bi

L
Ai

L xvxvv −=Δ , |})()({|min ~~min i
U

Bi
U

Ai

U xvxvv −=Δ  

|})()({|max ~~max i
L
Bi

L

Ai

L xx μμμ −=Δ , |})()({|max ~~max i
U
Bi

U
Ai

U xx μμμ −=Δ  

|})()({|max ~~max i
L
Bi

L
Ai

L xvxvv −=Δ , |})()({|max ~~max i
U
Bi

U
Ai

U xvxvv −=Δ  

Similar to Theorem 3.2, we have 

Theorem 3.3. The correlation coefficient )
~

,
~

( BAρ  satisfies the following properties: 

1) 1)
~

,
~

(0 ≤≤ BAρ ; 2) 1)
~

,
~

(
~~ =⇔= BABA ρ ; and 3) )

~
,

~
()

~
,

~
( ABBA ρρ = . 

4   Application of the Method in Medical Diagnosis 

In this section, we apply the developed method to medical diagnosis (adapted from 
[10]). To make a proper diagnosis ,,,{ TyphoidMalariafeverViralD =  
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problemStomach , }problemChest  for a patient with the given values of the symp-

toms ,{ etemperaturS = },,, painchestcoughpainstomachheadache a medical 
knowledge base is necessary that involves elements described in terms of IFSs. The 
data are given in Table 1—each symptom is described by two parameters ),( vμ , i.e., 

the membership μ  and non-membership v . The set of patients is =P  

},,,{ TedJoeBobAl . The symptoms are given in Table 2. We need to seek a diagnosis 

for each patient 4,3,2,1, =ipi . 

Table 1. Symptoms characteristic for the considered diagnoses 

 Viral fever Malaria Typhoid Stomach problem Chest Prob-
lem 

Temperature (0.4, 0.0) (0.7, 0.0) (0.3, 0.3) (0.1, 0.7) (0.1, 0.8) 
Headache (0.3, 0.5) (0.2, 0.6) (0.6, 0.1) (0.2, 0.4) (0.0, 0.8) 

Stomach pain (0.1, 0.7) (0.0, 0.9) (0.2, 0.7) (0.8, 0.0) (0.2, 0.8) 
Cough (0.4, 0.3) (0.7, 0.0) (0.2, 0.6) (0.2, 0.7) (0.2, 0.8) 

Chest pain (0.1, 0.7) (0.1, 0.8) (0.1, 0.9) (0.2, 0.7) (0.8, 0.1) 

Table 2. Symptoms characteristic for the considered patients 

 Temperature Headache Stomach pain Cough Chest pain 
Al (0.8, 0.1)) (0.6, 0.1) (0.2, 0.8) (0.6, 0.1) (0.1, 0.6) 

Bob (0.0, 0.8) (0.4, 0.4) (0.6, 0.1) (0.1, 0.7) (0.1, 0.8) 
Joe (0.8, 0.1) (0.8, 0.1) (0.0, 0.6) (0.2, 0.7) (0.0, 0.5) 
Ted (0.6, 0.1) (0.5, 0.4) (0.3, 0.4) (0.7, 0.2) (0.3, 0.4) 

We utilize the correlation measure (19) to derive a diagnosis for each patient ip , 

4,3,2,1=i . All the results for the considered patients are listed in Table 3. 

Table 3. Correlation coefficients of symptoms for each patient to the considered set of possible 
diagnoses 

 Viral fever Malaria Typhoid Stomach problem Chest Problem 
Al 0.8000 0.8224 0.7728 0.7308 0.6258 

Bob 0.7332 0.6688 0.7536 0.8000 0.7381 
Joe 0.8207 0.7459 0.7529 0.7121 0.7092 
Ted 0.9167 0.6977 0.8435 0.6862 0.7702 

From the arguments in Table 3, we derive a proper diagnosis as follows: 
Al suffers from malaria, Bob from a stomach problem, and both Joe and Ted from 

viral fever. 
If we utilize the correlation formulas (7) to derive a diagnosis, then we get the fol-

lowing results (Table 4):  
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Table 4. Correlation coefficients of symptoms for each patient to the considered  set of possible 
diagnoses 

 Viral fever Malaria Typhoid Stomach problem Chest Problem 
Al 0.8856 0.9003 0.8316 0.4546 0.4194 

Bob 0.6096 0.4258 0.7872 0.9714 0.6642 
Joe 0.8082 0.7066 0.8822 0.5083 0.4828 
Ted 0.8709 0.8645 0.7548 0.5997 0.5810 

The results in Table 4 show that Al suffers from malaria, Bob from a stomach 
problem, Joe from typhoid, and Ted from viral fever. The difference between the 
results derived by the above two methods is only the diagnosis for Joe.  

From the data in Table 3, we know that for Joe the correlation coefficient of his 
symptoms and the symptoms characteristic for viral fever is the largest one, while the 
correlation coefficient of his symptoms and the symptoms characteristic for typhoid 
ranks second. But in Table 4, the ranking is just reverse. The difference is because the 
results derived by using (7) are prone to the influence of unfair arguments with too 
high or too low values, while the method developed in this paper can relieve the in-
fluence of these unfair arguments by emphasizing the role of the considered argu-
ments as a whole.  

5   Conclusions 

In this work, we have developed a method for deriving the correlation coefficients of 
IFSs, and extended it to the IVIFS theory. The prominent characteristic of the method 
is that it can guarantee that the correlation coefficient of any two IFSs (or IVIFSs) 
equals one if and only if these two IFSs (or IVIFSs) are the same, and can relieve the 
influence of the unfair arguments on the final results.  
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Abstract. NEH (Nawaz et al., 1983) is an effective heuristic for solving
the permutation flowshop problem with the objective of makespan. It
includes two phases. PE-VM (Li et al., 2004), which is based on NEH, is
analyzed and we conclude that its good performance is partially due to
the priority rule it used in phase I. Then, we propose a new measure to
solve job insertion ties which may arise in phase II. The measure is based
on the idea of balancing the utilization among all machines. Finally, we
propose a heuristic NEH-D (NEH based on Deviation), which combines
the priority rule of PE-VM and the new measure. Computational results
show that the measure is effective and NEH-D is better than PE-VM.
There is one parameter in NEH-D, and we design an experiment to try to
find a near optimized value of it for tuning the performance of NEH-D.

1 Introduction

Permutation flowshop sequencing problem (PFSP) is one of the best known pro-
duction scheduling problems, which has a strong engineering background and has
been proved to be strongly NP-complete. Among desired objectives, makespan
minimization has attracted a lot of attention. Many approximate algorithms
have been developed to find good solutions in a short time. These algorithms can
be classified into two categories: improvement methods and constructive meth-
ods. Improvement methods are mainly metaheuristics, such as genetic algorithm
(GA), simulated annealing (SA) and tabu search (TS) algorithm. As for construc-
tive methods, several heuristics had been developed in relatively early decades,
e.g., heuristics by Palmer [1], Campbell et al. [2], Gupta [3], Dannenbring [4]
and Nawaz et al. (denoted by NEH) [5], and more recently, by Koulamas [6]
and Li et al. (denoted by PE-VM, which means Partial Enumeration method
based on Variance-Mean) [7]. All the above heuristics are designed for minimiz-
ing makespan. Recently heuristics about minimizing flowtime or flowtime and
makespan have been developed, e.g., heuristics by Woo [8] and Framinan et
al. [9, 10]. All these three heuristics use the search strategy of NEH heuristic.
Early comparisons among constructive heuristics aimed to minimize makespan
conclude that NEH heuristic is the most effective one [11]. Moreover, Koulamas
claimed that his heuristic performs as well as NEH, and Li et al. claimed that
their heuristic performs better than NEH. The search strategy of NEH is applied
in both heuristics.
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Generally speaking, improvement methods are quite time-consuming, so they
are not fit to solve large scale problems. On the other hand, constructive methods
are mainly simple heuristics. They can construct a solution very quickly, but
the solution is usually not so good as expected. Improvements of constructive
methods usually include the use of certain strategies or priority rules. Intuitively,
improvement can also be expected when such strategies or rules are used in
metaheuristics. Therefore, such strategies and priority rules are worthy to be
deep studied.

As mentioned above, NEH is the best among earlier heuristics, and PE-VM is
claimed better than NEH. NEH includes two phases: firstly, generate an initial
job sequence by decreasing sums of processing times of each job; secondly, insert
these jobs in sequence into a partial schedule to construct a complete schedule.
It’s easy to see that there exist a lot of priority rules which can be used in phase
I, and a lot of ties for job insertion in phase II. Then an issue arises naturally:
can we improve this search strategy by using a more effective priority rule in
phase I and a more reasonable measure to deal with these ties in phase II?

The remainder of this paper is organized as follows. In Section 2, we describe
the formulation of PFSP briefly. In Section 3, we analyze PE-VM algorithm,
and point out that the reason for its good performance is partially due to the
priority rule it uses in phase I. We illustrate our effective measure in Section 4
and propose an improved heuristic NEH-D in Section 5. Then we present some
computational results in Section 6 and conclude the paper in Section 7.

2 Problem Formulation

The PFSP can be formulated as follows. Each of n jobs from the job set J =
{1, 2, . . . , n} has to be processed on m machines. Job j ∈ J consists of a sequence
of m operations; each of them needs a slot of uninterrupted processing time
pij ≥ 0 on machine i. Machine i, i = 1, 2, . . . , m, can execute at most one job
at a time, and it is assumed that each machine processes the jobs in the same
order. All the jobs are available at time zero. We use π to denote a permutation,
which represents a job processing order, on the set J . In this paper, we only focus
on the objective of makespan (Cmax). Using the widely accepted triple notation
[12], it can be denoted by Fm|prmu|Cmax. Given π = (j1, j2, . . . , jn), then the
completion time of every job j1, . . . , jn on each machine i can be computed easily
through a set of recursive equations:

Ci,j1 =
∑i

l=1 pl,j1 i = 1, . . . , m (1)

C1,jk
=

∑k
l=1 p1,jl

k = 1, . . . , n (2)

Ci,jk
= max{Ci−1,jk

, Ci,jk−1} + pi,jk
i = 2, . . . , m; k = 2, . . . , n (3)

Then, Cmax = Cm,jn .
Although the two-machine problem F2|prmu|Cmax is polynomially solvable by

using Johnson’s rule [12,13], the general problem with more than two machines
is strongly NP-complete.
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3 Analysis of PE-VM

Firstly, we present the NEH algorithm as follows:

1. Order the n jobs by decreasing sums of processing times on the machines;
2. Take the first two jobs and schedule them in order to minimize the partial

makespan as if there were only two jobs;
3. For the kth job, k = 3, . . . , n, insert it at the place, among k possible ones,

which minimizes the partial makespan.

It is easy to see that NEH heuristic consists of two phases: firstly, the jobs are
sorted by descending sums of their processing times; secondly, a job sequence is
constructed by evaluating the partial schedules originating from the initial order
of phase I. In our implementation, we choose heap sort algorithm in phase I. For
the job insertion in phase II, we always insert a job at the first feasible position.

Li et al. [7] improve NEH by using a priority rule in phase I. The priority
rule is based on the following hypothesis: the larger deviation of processing time
of a job on every machine, the higher priority it should have. Then they use a
priority rule αAV Gj + (1 − α)Dj in phase I to sort the jobs in a descending
way, where α ∈ [0, 1], AV Gj = 1

m

∑m
i=1 pij means the average processing time of

job j, Dj = [
∑m

i=1(pij − AV Gj)2]1/2 reflects the deviation of processing time of
job j. For different α, different initial job sequence may be generated. In their
algorithm, they choose L + 1 different α (α = 0, 1

L , . . . , 1), then construct one
solution for each α and choose the best solution as the final output.

From the above description, we can guess the good performance of PE-VM is
partially due to the initial job sequence generated in phase I. In order to verify
this, we design an experiment to compare the effect of three priority rules used in
phase I on benchmarks of Taillard [14], while the phase II is identical with that
of NEH. Firstly, we define AV Gj as above, Devj = [ 1

m−1

∑m
i=1(pij −AV Gj)2]1/2

the standard deviation of processing time of job j. The three rules are Avg, Dev
and AvgDev, where Avg means ordering jobs according to AV Gj (the same as
NEH), Dev means ordering jobs according to Devj , and AvgDev means ordering
jobs according to AV Gj + Devj . The results are shown in Table 1 in terms of
average relative deviation (in percent). The relative deviation can be calculated
by 100% ∗ (CH

max − UB)/UB, where H ∈{Avg, Dev, AvgDev}, UB are the
upper bounds provided by Taillard [14]. From the table, we can see that the
NEH modified by using AvgDev performs the best, and the NEH modified by
using Dev performs the worst. So we can conclude that considering the deviation
in phase I is a reason for good performance of PE-VM.

4 New Measure

For the job insertion of NEH in phase II, there may be ties, i.e., there may exist
several partial sequences which have the same partial makespan. For example, as
shown in Fig. 1, the makespans of three partial sequences generated by inserting
job 3 at three different possible places are equal. But the original NEH algorithm
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Table 1. Effect of Priority Rules in Phase I on Taillard’s Benchmarks

Avg Dev AvgDev
20|5 3.091 3.107 2.662
20|10 5.025 4.576 4.084
20|20 3.668 4.571 3.816
50|5 0.776 1.514 1.107
50|10 4.226 4.656 3.971
50|20 5.219 5.691 5.154
100|5 0.379 0.592 0.378
100|10 2.281 2.437 1.887
100|20 3.675 3.841 3.889
200|10 1.078 1.372 1.052
200|20 2.514 2.660 2.649
500|20 1.257 1.439 1.279
all 2.766 3.038 2.661

does not provide a strategy to solve these ties. Considering the complexity of the
problem, we can conclude that there does not exist a single strategy which can
always solve these ties optimally, but we can hypothesize intuitively that there
may exist certain strategies which can solve these ties near optimally with great
probability. With this consideration, we propose the following new measure.

Firstly, we define several notes as follows. For a permutation π, let π(x) denote
the job in the xth position, Ci,π(x) denote the earliest possible completion time
of job π(x) on machine i, Si,π(x) denote the latest possible start time of job π(x)
on machine i, then the following two measures can be computed for job π(x) as
follows:

Eπ(x) =
1
m

m∑

i=1

pi,π(x)

Si,π(x+1) − Ci,π(x−1)
(4)

Dπ(x) =
m∑

i=1

(
pi,π(x)

Si,π(x+1) − Ci,π(x−1)
− Eπ(x))2 (5)

Note that there exist exceptions: let Si,π(x+1) equal to the latest possible
completion time of job π(x) if π(x) is the last job in the partial sequence; let
Ci,π(x−1) equal to the earliest possible starting time of job π(x) when job π(x)
is the first in the partial sequence; if Si,π(x+1) = Ci,π(x−1), then pi,π(x) must be
zero, and we let pi,π(x)/(Si,π(x+1) − Ci,π(x−1)) equal to zero in this case. Then,
when inserting a job into the partial sequence, we firstly choose the place which
minimize the makespan, and if there exist ties, we choose the place x which
minimize Dπ(x). The idea behind this is that choosing the place in this way is
more likely to balance the utilization of each machine.

For the example in Fig. 1, in order to compute the above two measures, we
illustrate these three cases in Fig. 2 in another way. In Fig. 2, the jobs prior
to the insertion place (include the inserted job itself if it is not the last job in
the partial sequence) are scheduled as early as possible and the jobs succeeding
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Fig. 1. Ties for job insertion
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Fig. 2. Illustration of Eπ(x) and Dπ(x)

to the insertion place are scheduled as late as possible. From Fig. 2(a), we can
see that Eπ(1) = 1

3 ( 3
3−0 + 2

10−3 + 3
14−5 ) ≈ 0.5397 and Dπ(1) = ( 3

3−0 − Eπ(1))2 +
( 2
10−3 −Eπ(1))2 +( 3

14−5 −Eπ(1))2 ≈ 0.3190. The measures for Fig. 2(b) and Fig.
2(c) can be computed similarly. For D3 in Fig. 2(c) is the smallest, inserting job
3 to position 3 is preferred.

5 Improved Heuristic

From the above discussions, if we modify NEH by combining the initial job se-
quence described in Section 3 into phase I and the new measure described in
Section 4 into phase II, then better performance can be expected. The improved
algorithm is presented completely as follows. In the algorithm, the variable with
an asterisk superscript refers to the best values found in the constructing pro-
cess. The algorithm is named NEH-D, which means NEH algorithm improved
by using deviation.

Algorithm NEH-D:

1. Compute the average processing time AV Gj and the standard deviation of
processing time Devj for every job j, where AV Gj and Devj are defined in
Section 3; set iter = 0; set L ≥ 1; set C∗

max be a very large number;
2. Sort jobs in descending order according to α ∗Devj +(1−α)∗AV Gj , where

α = iter/L;
3. Take the first two jobs and schedule them in order to minimize the partial

makespan as if there were only two jobs;



30 X.Y. Dong, H.K. Huang, and P. Chen

4. For the kth job, k = 3, . . . , n, insert it at the place, among k possible ones,
which minimizes the partial makespan; and if there exist ties, the place x
with minimal Dπ(x) is chosen, where Dπ(x) is computed according to Eq. 5;
compute Cmax of the constructed solution π;

5. If C∗
max > Cmax, set C∗

max = Cmax and π∗ = π;
6. Set iter = iter + 1; if iter ≤ L, go to step 2, else output C∗

max and π∗, and
then stop the algorithm.

The time complexity of this heuristic is O(mn2) by using the computing
method of Taillard [11], considering L is a constant.

6 Computational Results

All the heuristics are implemented in C++, running on a Pentium IV 2.4G
PC with 256M main memory which runs Windows 2000 server version. The
test benchmarks are taken from Taillard’s [14], which contains 120 particularly
hard instances of 12 different sizes. For each size, a sample of 10 instances was
provided. The scale of these problems is varied from 20 jobs and 5 machines to
500 jobs and 20 machines. Firstly, we use the benchmarks of Taillard to validate
the effectiveness of the measure described in Section 4, and then we compare the
performance of NEH-D with NEH and PE-VM on the given benchmarks.

In order to check the influence of the new measure on the results with different
initial job sequences, we design the following experiment. In the experiment, we
collect the results of six different cases, i.e., three different initial job sequences
combined with two search strategies. The different initial job sequences are de-
noted by Avg, Dev and AvgDev, respectively, whose meanings are the same as
those in Section 3. The two search strategies are denoted by Cmax and NewM,
which means the original search strategy of NEH and the search strategy de-
scribed in Section 4, respectively. The results are shown in Table 2 in terms of
average deviation from the upper bounds provided by Taillard [14]. From the
table, we can see that for a specific initial job sequence, better solutions can
be constructed by using the new search strategy on the whole. Just as what we
anticipate, the new strategy does not perform well on all instances. It performs
a little worse on small instances, e.g., 20 jobs and 5 machines instances. For
relatively large instances, the new search strategy performs quite well. On the
whole, the new measure does work well.

We compare the performance of NEH-D with NEH and PE-VM in total aver-
age relative deviation from the upper bounds in Taillard [14]. Since the perfor-
mance of NEH is already shown in the first column of Table 1 and Table 2, and
NEH is a single-pass constructive heuristic, we will only show the performance
of NEH-D and PE-VM here. On the other hand, there is one parameter L to
tune the heuristic of NEH-D and PE-VM, and there would not exist an optimal
value for all instances. In order to find a near optimal value for all instances
and compare their performances, we run both heuristics with L = 1, 2, . . . , 300,
respectively, and collect the average relative deviation for all the instances. The
results are shown in Fig. 3. From this figure, we can see that NEH-D performs
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Table 2. Influence of New Measure on Taillard’s Benchmarks

Avg Dev AvgDev
n|m Cmax NewM Cmax NewM Cmax NewM
20|5 3.091 2.442 3.107 3.314 2.662 2.772
20|10 5.025 4.519 4.576 4.152 4.084 3.752
20|20 3.668 3.703 4.571 4.588 3.816 3.644
50|5 0.776 0.881 1.514 1.767 1.107 0.894
50|10 4.226 3.636 4.656 3.899 3.971 3.732
50|20 5.219 4.752 5.691 5.214 5.154 4.848
100|5 0.379 0.421 0.592 0.520 0.378 0.369
100|10 2.281 1.660 2.437 1.993 1.887 1.431
100|20 3.675 2.997 3.841 3.687 3.889 3.228
200|10 1.078 0.843 1.372 0.982 1.052 0.738
200|20 2.514 1.824 2.660 2.120 2.649 1.848
500|20 1.257 0.938 1.439 1.015 1.279 0.806
all 2.766 2.385 3.038 2.771 2.661 2.339
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Fig. 3. The relative deviation trend with grow-
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Table 3. CPU Time Comparison

n|m NEH PE-VM NEH-D
20|5 0.186 0.445 0.586
20|10 0.328 0.680 0.820
20|20 0.597 1.095 1.303
50|5 0.457 1.299 2.342
50|10 0.855 2.247 2.998
50|20 1.553 3.872 4.666
100|5 0.989 3.356 7.614
100|10 1.761 6.005 9.791
100|20 3.233 11.136 14.609
200|10 3.733 17.444 36.442
200|20 6.997 35.122 46.613
500|20 20.775 164.977 250.491

better than PE-VM. With the increase of L, both algorithms are improved ob-
viously and quickly when L is less than about 23, and then the improvements of
both are slowing down. Both of them perform better than NEH.

For the L is set to 23 in the experiment of Li. et al. [7], we set L = 23 to
compare NEH-D with PE-VM. The total average relative deviation of NEH-D
is 1.3946, while that of PE-VM is 1.6624. From our experiments, we find that
L = 23 is quite good for all instances, and this is the same as that of [7].

In order to compare running times, we run NEH, PE-VM and NEH-D 100
times with L = 23 for PE-VM and NEH-D, then collect total CPU time in
seconds and average them according to problem size. The results are reported in
Table 3. From this table, we can see that NEH-D is quite efficient. It can solve
500 jobs and 20 machines instance within about 2.5 seconds.
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7 Conclusions

In this paper, we analyze the reason for good performance of PE-VM, and pro-
pose a new measure trying to solve job insertion ties in the original NEH. The
idea is based on trying to balance the utilization of each machine. We also pro-
pose an improved heuristic NEH-D. Experiments show that our new measure
does work and NEH-D is more effective. Because there also exist job insertion
ties in some metaheuristics (tabu search for instance), their performance may be
improved by applying the new measure into their searching processes. We will
exploit it in our future work.
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Abstract. This paper presents a fast algorithm for training relevance vector 
machine classifiers for dealing with large data set. The core principle is to 
remove dependent data points before training a relevance vector machine 
classifier. The removal of dependent data points is implemented by the Gram-
Schmidt algorithm. The verification using one group of toy data sets and three 
benchmark data sets shows that the proposed fast relevance vector machine is 
able to speed up the training time significantly while maintaining the model 
performance including testing accuracy, model robustness and model 
sparseness. 

Keywords: relevance vector machine, classification, Gram-Schmidt algorithm. 

1   Introduction 

The relevance vector machine (RVM) [9] uses the Bayesian learning framework, in 
which an a priori parameter structure is placed based on the automatic relevance 
determination theory (ARD) [6] for removing irrelevant data points, hence producing 
sparse models. The removal of irrelevant data points in a RVM model is implemented 
through zeroing the weighting parameters of the irrelevant data points through the use 
of ARD theory. RVM has been applied to some real tasks, for instance, the 
classification of submerged elastic targets [3], optical diagnosis of cancer [7], laser 
data analysis [2], and the identification of non-coding regions in genomes [4]. 

However, the computational cost associated with RVM is still challenge because of 
matrix inverse and the inner loop of weight update. The complexity of the former is 

known to be )( 3O , where  is the number of data points [1]. The time complexity 

of the latter normally depends on how long the a weight update process can converge. 
Because of the high computational cost, RVM cannot compete with the support vector 
machine [10] in terms of training time although it can deliver much sparse models. 
This is why RVM since developed has not yet been widely applied to many real tasks 
with thousands or hundred of thousands of data points. Bear in mind, training a RVM 
classifier for a thousand data points with about 20 independent variables may take a 
couple of days using a PC with 500Hz. 

This paper therefore presents a novel algorithm which can speed up training RVM 
classifiers for large data sets. It is known that the relevance vectors selected from the 
available data points are those which are prototypic, hence most informative. In terms 
of this, each relevance vector is a data point which must be independent on the other 
data points. From this, we develop an idea of removing dependent data points as they 
certainly cannot be candidate relevance vectors. The basic principle of this algorithm 
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is therefore to detect the linear dependence between data points. If a data point is 
linear dependent on the others, the data point may not play an important role in 
modeling, i.e. the data point is less likely to be a candidate relevance vector. Rather 
than using all the available data points, we can remove dependent data points and 
employ a much parsimonious input matrix for RVM to use. This means that the time 
complexity of training of a RVM classifier can be much more reduced. Technically, 
the size of an input matrix for training a RVM classifier can be reduced significantly. 

The Gram-Schmidt algorithm is commonly used for matrix orthogonalization 
during which it needs to detect if a new orthogonal vector has a zero norm. If this 
happens, it means that the corresponding data point is linear dependent on the 
recruited orthogonal vectors or the used data points. In other words, the data point 
could be non-informative. This paper therefore presents an algorithm termed as 
fRVM which can speed up the training time of RVM classifiers. 

2   Algorithm and Methods 

We denote by d
n R∈x  (d is the dimension) and }1,0{∈nt  an input vector and a 

target value, respectively. Note that R  is a set of real numbers. Correspondingly, we 

denote by 1}{ =nnx  and 1}{ =nnt  an input set and a target set, respectively. A sigmoid 

function based on the kernel principle [9] can be used as a classifier 
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where T
21 )),(,),,(),,(( xxxxxxφ nnnn φφφ= . In the above equation, ),( mn xxφ  

is commonly implemented using a radial basis function in many vector machines 
where the inputs are numerical. The likelihood function of the classification model 
using the cross-entropy function is as follows 
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An automatic relevance determination (ARD) prior [6] is used to prevent over-fitting 
over the coefficients [9] 
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where T
21 ),,,( ααα=α . The posterior of the coefficients is as follows 
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The mean vector and the covariance matrix are  

BtΣΦu T=  (5) 
and 
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where T
21 ),,,( ttt=t , )}1({diag nn yy −=B , },,,{diag 21 ααα=A  and Φ  is a 

squared input matrix ≤≤= jiji ,1)},({ xxΦ φ . The marginal likelihood can be obtained 

through integrating out the coefficients [9] 
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In learning, α  can be estimated  
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where τ  is the iterative time. The weight update can follow  

L∇−=Δ −1Hw  (9) 

where 
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Note that H is the Hessian matrix. Equation (9) is a close form where we have to use 
an iterative algorithm to update weights. 
    As seen above, RVM deals with intensive matrix operations which are very 
computationally costing. It is known that matrix inverse has the time complexity of  

)( 3O  [1]. Meanwhile, an inner loop must be used to update weights as indicated by 

equation (9) which is also time consuming. 
    In order to reduce the training cost of RVM, it is clear that the size of the input 
matrix Φ  must be reduced. As we know that a matrix can be converted into two 
parts, one orthogonal and one upper triangular, OVΦ =  [5]. The orthogonal matrix 
O is ),...,,( 21 oooO =  satisfying 

ΛOO =T  (11) 

where Λ  is diagonal. 
The Gram-Schmidt algorithm is commonly used for the conversion of an input 

matrix into an orthogonal matrix and an upper triangular matrix. With the algorithm 
the first orthogonal vector is 11 φo = . The nth orthogonal vector is estimated as 

follows  

∑ −
=−= 1
1

n
i iinnn z oφo  (12) 

where ,...,3,2=n . The coefficients are 

iiniinz ooφo TT /=  (13) 

where ni <≤1 , ,...,3,2=n . 
It should be noted that during the use of the Gram-Schmidt algorithm, some times 

we will have 0→no . It implies  
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∑ −
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In other words, nφ  is linearly dependent on 1
1}{ −

=
n
iio  with respect to 1

1}{ −
=

n
iinz . Because 

of this, nφ  can be regarded as a redundant data point and can be ignored for the 

selection as a potential relevance vector. The larger the data size, the more data points 
could be dependent for a same data distribution. It can be seen that the pre-process of 
removing these dependent data points could significantly improve the time needed for 
training RVM classifiers. 

Having understood that the Gram-Schmidt algorithm can be used to remove 
linearly dependent data points which are probably non-informative for building a 
RVM classifier, we then develop a novel algorithm termed as fRVM. We will remove 
all the columns corresponding to the non-informative data points from the input 
matrix Φ . This means we will use a reduced matrix κΦ  with  rows and <<κ  

(informative data points) columns,  κκ φ ≤≤= jiji ,1)},({ xxΦ  rather than a full matrix 

Φ . The mean vector and the covariance matrix then become  

BtΦΣu T
κκκ =  (15) 

and  

1T )( −+= κκκκ ABΦΦΣ  (16) 

where },,,{diag 21 κκ ααα=A . It can be seen that both the size of the covariance 

matrix is decreased from   to κ  and the number of weights to be updated in the 
inner loop using equation (9) is decreased from   to κ  as well. 

3   Results 

This fast RVM algorithm is applied to one group of toy data sets and three benchmark 
data sets for the verification of the algorithm in this section. The toy data with four 
point swarms from two classes is generated. They follow ),( ΣuG , where 

T
1 )25.0,25.0(=u , T

2 )75.0,75.0(=u , T
3 )75.0,25.0( =u , T

4 )25.0,75.0( =u  and 

I2σ=Σ . 02.0=σ . Note that 1u  and 2u  are assigned to one class while 3u  and 4u  

are assigned to the other class. Each swarm contains m (100, 150, 200, 250 and 300) 
data points. In total, we have five data sets with 400, 600, 800, 1000 and 1200 data 
points. The use of five data sets with different sizes for the same data distribution is to 
demonstrate that the time complexity between RVM and fRVM will become large 
when the number of dependent data points becomes large. 

Five-fold cross-validation is used for the verification. Four indicators were used for 
the evaluation of the proposed fast RVM algorithm. They are the true negative 
fraction (specificity), the true positive fraction (sensitivity), the total accuracy and the 
receiver operating characteristic (ROC) curve [8]. Let TN, TP, FN, FP denote the true  
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negative, the true positive, the false negative and the false positive, respectively. The 
sensitivity is  

( )FNTPTPTPf +=  (17) 

the specificity is 

( )FPTNTNTNf +=  (18) 

the total accuracy is 

( ) ( )FNTPFPTNTPTNTotal ++++=  (19) 

In this study, the area under a ROC curve (AUR) is used as it is a quantitative 
measurement of robustness of a built machine. It is also regarded as the Wilcoxon 
statistic with a score of 50% representing random and 100% perfect classification 
[11]. Table 1 shows the simulation results on the data using RVM and fRVM. It can 
be seen that fRVM gives much faster running time compared with RVM while 
maintaining similar performance including testing accuracy (TNF, TPf and Total) and 
AUR. Besides, fRVM models employ similar number of relevance vectors. Note that 
all CPU times are in seconds. 

Table 1. The results on the toy data using RVM and fRVM 

 RVM 
 TNf TPf Total AUR RV CPU 
400 93.7(3.2) 93.7(2.4) 93.6(1.2) 0.97(0.02) 5(1) 6148 
600 93.6(4.3) 91.3(2.8) 92.5(1.9) 0.98(0.01) 6(1) 22147 
800 92.6(1.6) 91.9(2.4) 92.3(0.7) 0.98(0.01) 5(1) 73110 
1000 92.8(1.1) 92.9(3.1) 92.9(2.0) 0.98(0.01) 6(1) 161173 
1200 93.8(3.5) 92.2(1.5) 93.0(2.0) 0.98(0.01) 6(1) 399131 
 fRVM 
 TNf TPf Total AUR RV CPU 
400 93.2(2.7) 93.2(2.6) 93.1(1.1) 0.97(0.01) 7(1) 40 
600 94.3(3.5) 90.0(1.8) 92.2(1.3) 0.97(0.01 7(1) 71 
800 92.9(1.7) 92.3(2.4) 92.6(0.6) 0.98(0.01) 8(1) 107 
1000 92.4(1.1) 93.2(2.7) 92.8(1.8) 0.98(0.01) 8(1) 168 
1200 93.5(4.0) 92.3(2.0) 92.9(2.4) 0.98(0.01) 7(1) 209 

We then consider three benchmark data sets collected from the UCI Machine 
Learning Repository. The Liver data has 345 instances with six variables. The Pima 
data has 768 instances with eight variables. The Wisconsin data has 569 instances 
with 30 variables. 

Table 2 shows the simulation results for these three data sets. It can be seen again 
that fRVM outperforms RVM in using CPU times. Meanwhile fRVM can maintain 
similar performance as RVM in testing accuracy, model robustness and model 
structure. In fact, fRVM models even employ smaller model structures in the Liver 
and Pima data sets. It can be seen how significantly fRVM improves the time 
complexity compared with RVM. Note that all CPU times are in seconds. 
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Table 2.  The results on the benchmark data using RVM and fRVM 

 RVM 
 TNf TPf Total AUR RV CPU 
Liver 68.2(4.5) 66.2(14.2) 66.7(8.9) 0.64(0.08) 12(1) 1166 
Pima 85.3(4.5) 62.5(5.4) 77.3(1.8) 0.84(0.01) 7(1) 33446 
Wisconsin 97.5(1.1) 95.7(3.9) 96.7(1.7) 0.99(0.01) 7(1) 15080 
 fRVM 
 TNf TPf Total AUR RV CPU 
Liver 66.5(4.2) 66.2(8.8) 65.7(0.2) 0.63(0.08) 11(1) 163 
Pima 85.7(4.2) 58.8(6.2) 76.2(1.3) 0.84(0.01) 6(0) 338 
Wisconsin 98.1(1.0) 96.0(2.5) 97.2(0.7) 0.99(0.01) 7(0) 549 

4   Summary 

This paper has presented a fast algorithm for training a relevance vector machine 
classifier. The basic idea is to use the Gram-Schmidt algorithm to remove dependent 
data points to make the input matrix smaller containing only informative data points 
as candidate relevance vectors. The relevance vector machine is then applied to the 
reduced input matrix. From this, the training time of the relevance vector machine can 
be significantly reduced. The more the dependent data points, the larger the reduction 
in training time complexity is when using fRVM. One group of toy data sets and three 
benchmark data sets have been used for the verification of this fast relevance vector 
machine algorithm. The results show that this algorithm does reduce the training 
speed significantly while maintaining the model performance including testing 
accuracy, model robustness and model sparseness. It is therefore concluded that data 
pre-process is very important to most machine learning algorithms. Another algorithm 
which can speed up RVM training for regression has also been developed. In terms of 
page limit, the algorithm has been drafted for other publication. 
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Abstract. Most of the existing research on multivariate time series con-
cerns supervised forecasting problems. In comparison, little research has
been devoted to unsupervised methods for the visual exploration of this
type of data. The interpretability of time series clustering results may be
difficult, even in exploratory visualization, for high dimensional datasets.
In this paper, we define and test an unsupervised time series relevance
determination method for Generative Topographic Mapping Through
Time, a topology-constrained Hidden Markov Model that performs si-
multaneous time series data clustering and visualization. This relevance
determination method can be used as a basis for time series selection,
and should ease the interpretation of the time series clustering results.

1 Introduction

The data mining of multivariate time series has long ago become an established
research area. Methods to deal with this problem have stemmed from traditional
statistics and also from the machine learning field, where neural networks have
provided some of the most fruitful approaches [1]. These methods usually con-
sider the problem as supervised, being prediction the main goal of the analysis. In
comparison, little attention has been paid to methods of unsupervised clustering
for the exploration of the dynamics of time series.

Some of the most interesting time series clustering results have been obtained
with different variants of Kohonen’s SOM ([2], [3], and [4]) although, in general,
without accounting for the violation of the independent identically distributed
(i.i.d.) condition. Despite attempts to fit SOM into a probabilistic framework, it
has mostly retained its heuristic definition, which is at the origin of some of its
limitations. The Generative Topographic Mapping (GTM: [5]) is a latent model
of the manifold learning family that was originally devised as a probabilistic
alternative to SOM, aiming to overcome its limitations. The GTM, which can
also be understood as a constrained mixture model, is suited for data clustering
but also, as a latent variable model, is embodied with visualization capabilities
that are akin to those of the SOM. The GTM Through Time (henceforth referred
to as GTM-TT: [6]) is one of the many possible extensions of the standard GTM
allowed by its probabilistic definition. It was defined as a topology-constrained
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Hidden Markov Model (HMM) for the analysis of multivariate time series, and
its capabilities for exploratory visualization have only recently been assessed in
certain detail [7].

Feature selection plays an important role in pattern recognition and data
analysis. In the context of multivariate time series analysis, one approach to
data reduction would be the selection of a subset of time series on the basis of
a relevance ranking. Some strides have already been made in feature selection
for time series prediction but little has been accomplished in unsupervised time
series clustering settings (one exception is the recent work by Yoon et al., [8]).
The interpretation of the GTM-TT clustering results through exploratory visu-
alization might be difficult for data sets consisting of a large number of time
series and, therefore, the data analyst would benefit from a method that allowed
ranking the features according to their unsupervised relative relevance and, ulti-
mately, from a feature selection method based on it. Recently, an unsupervised
feature relevance determination method for the standard GTM was defined in
[9]. In this paper, we extend this approach and define a method for time series
relevance determination (TSRD) for GTM-TT that should ease the interpreta-
tion of the time series clustering results. The rest of the paper is structured as
follows: In section 2, an introduction to the GTM as a constrained mixture of
Gaussians is provided, followed by a description of GTM-TT and the TSRD
method. In section 3, several experiments for the assessment of the performance
of the proposed TSRD method are carried out and the corresponding experi-
mental results discussed. The paper wraps up with a conclusion section.

2 Generative Topographic Mapping

The GTM was originally conceived as a model that could provide most of the
functionality of SOM, while overcoming some of its limitations through a prob-
ability theory-based definition. GTM can be thought of as a nonlinear latent
variable model of the manifold learning family. It performs simultaneous clus-
tering and visualization of the observed multivariate data through a nonlinear
and topology-preserving mapping from a visualization latent space in RL (with
L being usually 1 or 2 for visualization purposes) onto the space RD in which
the observed data reside. The mapping that generates the embedded manifold
takes the functional form:

y = WΦ (u) (1)

where u is an L-dimensional point in latent space, W is the matrix that gen-
erates the mapping, and Φ consists of S basis functions φS (radially symmetric
Gaussians in the standard model for continuous static data). To achieve compu-
tational tractability, the prior distribution of u in latent space is constrained to
form a uniform discrete grid of M centres, analogous to the layout of the SOM
units, in the form p (u) = M−1 ∑M

i=1 δ (u − ui). This way defined, the GTM
can also be understood as a constrained mixture of Gaussians model. A density
model in data space is generated for each component i of the mixture, which,
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assuming that the observed data points xn are i.i.d., leads to the definition of a
log-likelihood in the form:

L (W, β|X) =
N∑

n=1

ln p (xn|W, β) =
N∑

n=1

ln

{
1
M

M∑

i=1

p (xn|ui,W, β)

}

, (2)

where,

p (xn|ui,W, β) =
(

β

2π

)D/2

exp
{

−β

2
‖yi − xn‖2

}

(3)

In Eq. 3, yi = WΦ (ui) is a D-dimensional prototype point in data space:
the centre of the ith constrained mixture component, and β is the estimated
common inverse variance of the isotropic Gaussian distributions in data space
whose centres are yi . The adaptive parameters of the model (W, β) can be
optimized using the EM algorithm. Details can be found in [5].

2.1 Generative Topographic Mapping Through Time: The
GTM-TT

Multivariate time series are not i.i.d. data and, therefore, the standard definition
of the GTM summarized in the previous paragraphs can only provide a rough ap-
proximation to their proper modelling. A variation on the standard model, namely
the GTM Through Time or GTM-TT, was defined as a topology-constrained
HMM in [6] to deal with this limitation. In GTM-TT, the points in latent space
are considered as hidden states and temporal dependencies are captured through
their coupling. Furthermore, the emission probabilities are controlled by the GTM
mixture distribution. The joint probability distribution of the multivariate time
data X and the hidden states U = {ui1 ,ui2 , . . . ,uin , . . . ,uiN } is based on HMM
and takes the form:

p (U,X) = πi1

N∏

n=2

pin−1in

N∏

n=1

p (xn|uin) , (4)

where πi1 defines the initial state probability of U ; pin−1in = p
(
uin |uin−1

)
is

the probability of transition from one hidden state to another (capturing the
temporal dependencies); and p (xn|uin) , is the probability found in Eq.3. This
leads to the definition of the following likelihood for the GTM-TT model:

L = p (X) =
∑

all U

p (U,X) , (5)

which can be efficiently calculated using the forward-backward procedure [10].
In addition to parameters (W, β), which can be obtained in the M-step of the

EM algorithm as for the standard GTM, GTM-TT modelling entails the estima-
tion of the initial state probabilities {πi} and the state transition probabilities
{pij}. Details of their estimation can be found in [6].
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As mentioned in the introduction, the GTM is embodied with visualization
capabilities that are akin to those of the SOM. Multivariate time series can
be summarily visualised in the low-dimensional latent space (in 1 or 2 dimen-
sions) of GTM-TT by means of the posterior-mode projection [5], defined as
imax
n = argmax{in} Rin, where Rin is known as responsability and defines the

probability of being in the state i at time n, given the data and the model. This
projection is used later on in Fig. 2. The distribution of the responsibility over
the latent space of states can also be directly visualized [7].

2.2 Time Series Relevance Determination Using GTM-TT

For a time series clustering solution to be considered useful in practical applica-
tions, it has to be interpretable, and this interpretability would improve if clusters
could be described using only the time series that are most relevant for the de-
finition of the cluster structure. Therefore, the development of an unsupervised
method for TSRD should sensibly increase the GTM-TT model interpretability
and, as a result, its usefulness. Recently, a method for feature selection in unsu-
pervised model-based clustering with mixture models was presented in [11] and
extended to the GTM for static data in [9]. This method calculates an unsuper-
vised feature saliency as part of the EM algorithm. Such saliency measures the
relevance of a feature on the definition of the cluster structure defined by the
model. Here, this method is extended to TSRD for the GTM-TT.

Formally, the saliency of a time series d is defined as ρd = P (ηd = 1), where
η = {η1, . . . , ηD} is a set of binary indicators that can be integrated in the
GTM-TT optimization algorithm as missing (latent) labels. A value of ηd = 1
would indicate the full relevance of time series d. According to this definition,
the distribution of xn can be written as

p (xn|uin ,W, β,wo, βo, ρ) =
D�

d=1

{ρdp (xd|uin ,wd, β) + (1 − ρd) q (xd|wo,d, βo,d)} (6)

where wd is the vector of W corresponding to time series d and ρ = {ρ1, . . . , ρD}.
The distribution p is a time series-specific version of Eq. 3, and the relevance of a
given time series d is defined by ρd; correspondingly, a time series d is irrelevant
if it follows a density q (xd|wo,d, βo,d), common to all the states-components
of the mixture. This common component requires the definition of two extra
adaptive parameters wo = {wo,1, . . . , wo,D} and βo = {βo,1, . . . , βo,D}. The joint
probability distribution p (U,X) is redefined as:

p (U,X) = πi1

N∏

n=2

pin−1in

N∏

n=1

(ain,d + bn,d) (7)

where

ain,d = ρd

(
β

2π

)1/2

exp

⎡

⎣−β

2

(

xn,d −
∑

m

φm (uin) wm,d

)2
⎤

⎦ (8)
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and

bn,d = (1 − ρd)
(

βo,d

2π

)1/2

exp
[

−βo,d

2
(xn,d − φo (uo)wo)

2
]

(9)

The likelihood can be defined as in Eq. 5. The parameters πi and pij can also
be calculated as for the standard GTM-TT. The maximization of the expected
likelihood yields the following update formulae for the model parameters:

ρnew
d =

1
N

∑

i,n

Rinuin,d (10)

where uin,d = ain,d

ain,d+bn,d
;

βnew =

∑
i,n Rin

∑
d uin,d

∑
i,n Rinuin,d (

∑
m φm (uin)wmd − xnd)

2 (11)

βnew
o,d =

∑
i,n Rinνin,d

∑
i,n Rinνin,d (φo (uo)wo,d − xnd)

2 , (12)

where νin,d = bn,d

ain,d+bn,d
. The elements of matrix Wnew, for each time series d, are

obtained as the solution of the system of equations ΦTG∗ΦWnew
d −ΦTR∗Xd =0,

where the elements of Φ are Φis = Φs (ui), R∗ has elements R∗
in = uin,dRin for a

given time series d∗, and G∗ has elements g∗ii′ =
{∑N

n=1 R∗
in i = i′

0 i �= i′
. Similarly, we

obtain wnew
o , for each time series, as the solution of φT

o g∗φownew
o,d −φT

o r∗Xd = 0,
where r∗ has elements r∗n =

∑
i R∗

in =
∑

i νin,dRin for a given time series d∗,
and g∗ =

∑
i,n R∗

in.

3 Experiments

A set of experiments was designed to evaluate the proposed multivariate TSRD
method for GTM-TT. The first goal was the generation of time series relevance
rankings that, in practical applications, might be used as a basis for time series
selection. Depending on the application requirements, different saliency thresh-
olds might be set, so that time series with a saliency below the given threshold
would be considered of not enough interest for cluster interpretation through
exploratory visualization.

3.1 Experimental Data Sets

Two data sets were used for the TSRD method evaluation experiments:

(1) Artificial_data: This artificial data set consists of three series with two brisk
transitions between relatively stable periods, plotted in (Fig. 1, Left), to which
four randomly generated series are added. The latter are less likely to have cluster
structure (and, therefore, are less likely to be relevant) than the former.
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(2) Shuttle_data: These 6-variate time series consist of 1000 data points obtained
from various inertial sensors from Space Shuttle mission STS-571. They contain
subsequences of little variability followed by sudden transition periods and are
likely to yield a clear cluster structure.

Fig. 1. (Left) the three series from Artificial_data with highest expected relevance.
(Right) estimated values (represented by their means, over 20 runs of the algorithm,
plus and minus one standard deviation) of the saliencies ρ for all features from Artifi-
cial_data, using random varying initialization.

3.2 Experimental Results and Discussion

In a first experiment, we aimed to test whether the TSRD method for GTM-TT
was capable of gauging this relevance in Artificial_data. The model was run 20
times with different random parameter initializations. The resulting saliencies
from Eq. 10 are plotted in Fig. 1(Right). As expected, the three time series
including brisk transitions between relatively stable periods yield the highest
saliencies (ρ̄d > 0.95) and they are, therefore, the most relevant or, in other
words, those which the model considers to be generating most of the data clus-
ter structure. On the contrary, the extra four variables without clear clustering
pattern yield saliencies in the area of 0.5, corresponding to some relative rele-
vance but not much when compared with the other three. It is also worth noting
that the smaller bars for the three time series including brisk transitions suggest
that the model is more certain of the relevance of these series.

These results are reinforced by the GTM-TT maps in Fig. 2. The map on
the left, corresponding to the standard GTM-TT, suggests the presence of three
well-differentiated clusters of states, which are of course generated by the three
time series with the two brisk transitions. We would expect that the application
of the TSRD method generated a sharper separation between the three clusters
of states. This is the case, as evidenced by the map on the right hand side plot
of Fig. 2, which shows not only wider gaps between the three main groups of
states than the map on the left hand side, but also a higher concentration of time
points in only a few individual states. Exploring such effect was the second goal
of these experiments, and the results can be easily explained: The TSRD method
is not only providing a ranking of time series, but it is also actively limiting the
effect of the less relevant series during the data fitting process, while enhancing
1 Available from: www.cs.ucr.edu/~eamonn
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Fig. 2. Cluster maps for the Artificial_data. (Left) map corresponding to the standard
GTM-TT described in subsection 2.1. (Right) map corresponding to the GTM-TT with
TSRD described in subsection 2.2. This representation is based on the posterior mean
proyection described in subsection 2.1.

Fig. 3. (a) Estimated values of the saliencies ρ for all features from Shuttle_data (dis-
played as in Fig. 1). (b) Individual time series of Shuttle_data (1st to 6th from top to
bottom and left to right), including their mean saliencies.

the effect of the most relevant ones. As a result, the final cluster structure mainly
reflects what enhances it most.

These relevance determination experiments are now repeated with the real
Shuttle_data. The time series saliency results are reported in Fig. 3. In this
case, the differences in saliency between the six available series are much smaller,
and all series are attributed high relevance (ρ̄d > 0.85) in defining the cluster
structure of the data. Interestingly though, the series with highest saliency, all
with ρ̄d > 0.95, namely 1, 4 and 5, correspond to those with the neatest and
simplest combinations of quasi-stationary periods and broad magnitude shifts.

4 Conclusions

Little research has been devoted to unsupervised methods for the clustering and
visual exploration of multivariate time series. The GTM-TT [6], a stochastic
latent model of the manifold learning family, is one such method. For real ap-
plications of time series analysis, we would like the clustering results and their
visualization to be both interpretable and actionable. Unfortunately, the inter-
pretation of the GTM-TT clustering results through exploratory visualization
might be difficult for data sets consisting of a large number of time series: a
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problem that might be eased by a time series relevance ranking method and
a selection method based on it. In this paper, we have defined one such TSRD
method that is an integral part of the GTM-TT model data fitting process. It has
been tested and the results show not only that it can properly gauge the relative
relevance of individual time series, but also that it can produce neater clustering
results by effectively minimizing the negative impact of the least relevant series
on the clustering process itself.
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Abstract. A fast data preprocessing procedure (FDPP) for support vector 
regression (SVR) is proposed in this paper. In the presented method, the dataset 
is firstly divided into several subsets and then K-means clustering is 
implemented in each subset. The clusters are classified by their group size. The 
centroids with small group size are eliminated and the rest centroids are used 
for SVR training. The relationships between the group sizes and the noisy 
clusters are discussed and simulations are also given. Results show that FDPP 
cleans most of the noises, preserves the useful statistical information and 
reduces the training samples. Most importantly, FDPP runs very fast and 
maintains the good regression performance of SVR. 

1   Introduction 

Support Vector Machine (SVM), introduced by Vapnik [1] is a useful tool for data 
mining, especially in the fields of pattern recognition and regression. During the past 
few years, its solid theoretical foundation and good behaviors have a number of 
researchers, and it has been demonstrated to be an effective method for solving real-
life problems [2-3]. 

According to Vapnik’s “the nature of statistical learning theory” [1], using tactics 
such as introducing a kernel function, both nonlinear pattern recognition problems 
and regression problems can be converted into linear ones, and finally deduced to 
mathematical problems of Quadratics Programming (QP). As a result, the time-
consuming procedure of solving QP problems, especially when the data set is huge, 
became a bottleneck of SVM. Since then, researchers have proposed many methods 
based on iteration or decomposition strategies for solving QP problems. The Kernel 
Adatron algorithm [4] and Successive Over Relaxation (SOR) [7] are good examples 
of iterative methods. The Chunking method [5], Sequential Minimal Optimization 
[11] and SVM light [6] are typical examples of decomposition methods.  
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For the time consumed on solving QP problems is proportional to the number of 
variables, which is the number of samples in SVM, another category of methods 
based on effective sample-selection was proposed. These methods aim at reducing           
training samples while keeping the error caused by sample-reduction as low as 
possible. Yu, et al. [8] provides a strategy based on clustering for sample-selection, 
which has been demonstrated to be quite effective when dealing with classification 
data. Their basic idea comes from a clustering feature tree, which provides an 
effective recursive rule for sample-selection. However, since the characteristics of 
classification data and regression data are different, the sample-selection method for 
regression data should be somewhat different. Wang and Xu propose a heuristic 
training method for support vector regression, which they called Heuristic SVM 
(HSVM) [9]. This method has been demonstrated to be applicable when the dataset is 
small; however, since it firstly calculates the similarity between two samples and then 
calculates the similarity between a sample and a centroid, the process takes a lot of 
time, especially when data set is large. And in addition, HSVM just works for data 
that are ordered.  

In this paper, focusing on the sample-selection problem of regression data and using 
the basic idea of subset clustering, we introduce a fast clustering-based sample-
selection procedure for support vector regression. The rest of this paper is organized as 
follows: a basic data-preprocessing procedure is proposed and then extended to a fast 
version in Section 2. The simulation results and discussions are given in section 3, and 
conclusions are presented in Section 4. 

2   The Proposed Data Preprocessing Method 

2.1   Data Preprocessing Procedure Based on K-Means Clustering 

One purpose of data preprocessing is to reduce the samples without losing much 
information. Since in K-means clustering [12], the centroid contains the statistical 
information of the group and the number of centroids is usually much smaller than the 
original data volume, therefore an intuitive idea is to use centroids to surrogate the 
original data set.  

Another purpose of data preprocessing is to eliminate the noises in the data set. In 
most cases, there are two categories of noises: one category is dependent on the 
regression curve (denoted by “Dependent Noises”); the other is independent of the 
regression curve (denoted by “Independent Noises”). The following discussions are 
based on two assumptions: (1) Dependent noises are distributed along the regression 
curve and have a small symmetric deviation from it. (2) Independent noises are much 
sparser than the dependent ones, and they are randomly but approximately uniformly 
distributed in the input space.  

For the dependent noises, using cluster centroid may reduce their negative effect, 
because the centroid’s coordinate is actually the average coordinate of the data within 
a group. When the noises are symmetric on the output, the average value may reduce 
their deviations from the regression curve. For the independent noises, we may also 
find them by using clustering, because the “independently noisy groups” (groups  
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composed of independent noises) usually contain fewer samples than the others. Thus 
we may eliminate them according to their group size (defined as the number of 
samples contained in a cluster). 

The whole data preprocessing process is summarized as follows (Fig. 1.): 

 

Fig. 1. SVR with data preprocessing procedure 

In the proposed method, K-means clustering is implemented on the input variables, 

that is, distance is defined as ( )∑ = −= dim_

1

2),(
x

d jdidji xxxxr without considering the 

output variable. However, the output variable is considered after clustering, that is, 
centroid involved in the afterward procedures is the average position of the cluster 
samples on both input features and output feature. This guarantees each input 
intervals have representative samples and meanwhile negative influence caused by 
noises can be reduced by calculating average values on output feature. 

Generally, after K-means clustering, the original data set is divided into three 
categories of groups: (a) Groups composed of dependent noises. Since the dependent 
noises are much more concentrated than the independent ones, these groups usually 
have large group sizes. (b) Groups composed of independent noises. These groups 
have small sizes. (c) Groups containing both independent noises and dependent 
noises. These groups have the group size between group type (a) and group type (b) 
and are hard to be distinguished; however, in most cases these groups are quite near to 
the regression curve, so whether they are eliminated hardly influences the SVR-
training. Furthermore, empirical study shows that if we can choose an appropriate 
number of K, the size of group type (a) would be widely different from group type 
(b). Thus, to eliminate the centroids that have small group size will reduce the 
independent noises. In the following sections, we refer to it as CDPP (A clustering-
based data preprocessing procedure).  

2.2   Fast Data Preprocessing Version 

In the K-means clustering, k  distances are calculated for each sample in each 
iteration, which leads to Ikn ••  calculations in the whole process ( n  is the total 

samples in the dataset, k  is the clustering constant and I  is the total iterations 
needed for clustering). Therefore K-means clustering tends to suffer long 
computational time when the dataset grows. To deal with this problem, we propose an 
improved version, in which one firstly partitions the original data into several subsets 
according to their output values (Y-value), and then implements K-means clustering 
in each subset. The pseudo codes are shown in Fig. 2.  

Step1: Use K-means clustering to find K centroids.  
Step2: Order the centroids by their group size;  
Step3: Eliminate the last pd percent (discarding proportion) centroids;  
Step4: Use the rest ( )dpK −1 centroids to train SVR.
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Notice that in the improved version, K-means clustering is implemented in l  
subsets. Each subset contains in ),,1( li =  samples and is clustered into ik  groups. 

During the data preprocessing procedure, ( )∑ = •l

i ii kn
1

 calculations are made in each 

iteration. In respect that 

∑ == l

i inn
1
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i ikk
1
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much less calculations are involved in each iteration in the improved version than 
does in the original one. Additionally, for the samples in each subset are much less 
than the ones in the whole dataset, the novel method takes much fewer iterations to 
reach the stop condition than the original one does, that is II i < , therefore 

( )∑ = ••<<••l

i iii IknIkn
1

                                                 (2) 

Due to the above reasons, the improved version can reduce the computational time. 
We name it fast data preprocessing procedure (FDPP). In the case of 
Num_of_layer=1, FDPP is identical to CDPP.  

In FDPP, the dataset is divided into several layers according to their output value. 
This guarantees that in each output interval there are some representative centroids. 
Empirical study shows that compared with CDPP, FDPP is also much easier to 
distinguish the independent noisy centroids from the dependent ones. 

 

Fig. 2. Pseudo codes of FDPP 

/* Initialize */ 
   For(l=0; l<Num_of_layer;l++) 

     {Subset[i]=φ ;} 

/* Subset Division */ 
   for(i=0; i<Num_of_Samples; i++) 
     { Find Ymax and Ymin; } 
   step=(Ymax-Ymin)/Num_of_Layer; 
   for(l=0;l<Num_of_Layer;l++) 
    { For(i=0; i<Num_of_Samples; i++) 
       if(Yi<Ymin+step*(l+1) and Yi>=Ymin+step*l) 
        { Subset[i]= Subset[i] +{(Xi,Yi)};} 

} 
/* Cluster in each Subset */ 
   for(l=0; l<Num_of_Layer;l++) 
    { Ki=int (Clustering_proportion*Samplenum_in_layer[l]); 
     Implement Ki-Means clustering in Subset[i]; 
     Record the centroids and the corresponding group sizes 

} 
  Descendantly order the centroids according to their group size 

  Eliminate the last Discarding_proportion*∑ ik  centroids 
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3   Simulations and Results 

To verify the validities of the proposed data preprocessing method, a program 
including the data preprocessing module and the SORSVR module is written in 
VC++6.0 and run on a personal computer with 3.0GB memory and Windows XP OS. 
Each instance consists of dependent noisy samples and independent noises. 
Dependent noisy samples are generated from three sampling functions: 
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Independent noises are randomly generated in the space. The proportion of 
dependent noisy samples to independent noises is 10:1. Table 1 shows the running 
parameters in the simulations. Table 2 shows the comparisons between the CDDP and 
FDDP. The visual results from one of the twenty tests are illustrated in Figs. 
3(a)~5(b): Figs. 3(a), 4(a) and 5(a) show the distributions of original datasets and 
Figs. 3(b), 4(b) and 5(b) show the distributions of selected samples after FDPP. 

From Figs. 3(b), 4(b) and 5(b), we can see that most of the independent noisy 
centroids are eliminated and the useful ones are preserved. However, as shown in  
Fig. 5(b), there still exist a few independent noisy centroids that are not eliminated,  
 

Table 1. Running parameters of each instance 

Para. of FDPP Para of SVR 
Eg. iξ  Sampling 

Interval N pc pd σ  ε  

1 U[-0.05,0.05] ]5.1,5.1[−∈x  1650 0.1 0.3 1 0.1 

2 U[-0.2,0.2]  ]3,3[−∈x  1650 0.1 0.3 1 0.3 

3 U[-0.05,0.05] 
]5,1[1 −∈x  
]5,5[2 −∈x  3422 0.1 0.3 1 0.3 

n: total samples  pc: clustering proportion  pd: discarding proportion 

Table 2. Comparisons between FDPP and CDPP 

Eg. Method L K Time(s) 
15 111 0.20 
10 112 0.40 FDPP 
5 115 0.55 

Dataset1 

CDPP - 116 1.60 
15 111 0.35 
10 113 0.55 FDPP 
5 115 1.1 

Dataset2 

CDPP - 116 2.5 
15 235 3.20 
10 237 4.60 FDPP 
5 238 7.80 

Dataset3 

CDPP - 240 18.85 
K: Count of selected centroids  L: Setting of Num_of_layer  Time: Average time of 20 tests 
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which is caused by the incompletely uniformly-distributed independent noises. 
Fortunately, in most cases these points are so few that they rarely affect the SVR 
training. 

 

Fig. 3(a). Original dataset 1 Fig. 3(b). Reduced Samples 1 

 

Fig. 4(a). Original dataset 2 Fig. 4(b). Reduced Samples 2 

 

Fig. 5(a). Original Dataset 3 Fig. 5(b). Reduced Samples3 
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Table 3. Testing accuracy comparison 

CDPP+SORSVR FDPP+SORSVR 
Eg. 

pts TSEerr pts TSEerr 

1 1111.09930.0 ±  0219.01211.0 ±  0000.00000.1 ±  0088.01150.0 ±  
2 0560.09850.0 ±  0319.02063.0 ±  0052.09865.0 ±  0105.01058.0 ±  
3 1111.09930.0 ±  0311.01437.0 ±  0140.09704.0 ±  0201.01817.0 ±  

ptr: Training precision  TREerr: Expectation of training errors 
pts: Testing precision   TSEerr: Expectation of test errors 

Table 4. Training time of SVRSOR with FDPP 

Eg. TRtime (s) Avg_TOTtime (s) 
Time Range Count Avg. 

<=4s 12 1 
>=4s 8 

2.90 
3.07 

Time Range Count Avg. 
<=6s 17 2 
>6s 3 

5.95 
6.12 

Time Range Count Avg. 
<=14s 13 3 
>14s 7 

12.45 
14.29 

TRtime: Training time    TOTtime: Total time 

To check the proposed method for SVR training, we combine the data pre-
processing procedure with SORSVR algorithm: Firstly we use data preprocessing 
procedure for sample selection and then apply the selected samples to train SORSVR. 
The test data are uniformly selected from the sampling function without noises, which 
represent the real regression curve. The deviations between the predictions and the 
test samples scale the regression performance using SORSVR with the proposed two 
data pre-processing procedures. In tests of SORSVR with FDPP, the parameter 
Num_of_layer is set to 15. Tables 3 and 4 show the results. 

Table 3 shows both SORSVR plus CDPP and SORSVR plus FDPP obtain 
satisfying accuracies on three datasets. There is no apparent difference between 
SORSVR plus CDPP and SORSVR plus FDPP in average testing accuracies, though 
the former performs less stably than the latter. Besides, although not listed in the 
table, during the experiments it is found that plain SORSVR without data 
preprocessing procedure is severely influenced by noisy samples, which usually 
produces test precision below 10%. Experiments also show that training plain 
SORSVR costs an overwhelming long time: more than two hundred times longer than 
SORSVR with CDPP or FDPP. This demonstrates that with the proposed method, test 
precision is improved and training time is shortened.  

However, there are still sometimes a few fluctuations of training time with FDPP 
(illustrated in Table 4): most cases cost short time for SVR training while a few ones 
cost relatively long time. This is due to the incompletely uniformly-distributed noises 
in the dataset, which makes some of the independent noisy centroids hard to be 
eliminated and furthermore affects the training time of SORSVR. But in the whole, 
the fluctuations of training time are acceptable and the proposed method is effective. 
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4   Conclusions 

In this paper we firstly introduced CDPP, a clustering-based data preprocessing 
procedure for support vector regression. As for itself drawbacks: computationally 
expensive, we have furthermore proposed FDPP, a fast version based on CDPP. 
FDPP eliminates most of the independent noises and meanwhile preserves the useful 
centroids that contain the useful statistical information. What is most important is 
FDPP runs fast, which hardly needs any extra computational time. The experimental 
results show that the proposed method is valid and effective for support vector 
regression. 

However, FDPP does not work for datasets that contain bad independent noises, 
which are excessively concentrated in some area of the input space. Our future work 
is to find new methods based on FDPP, and extend the noise-cleaning ability of FDPP 
to these “worse” cases. 
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Abstract. In this paper, the grouping method of the similar words, is proposed 
for the classification of documents. It is shown that the grouping of words has 
equivalent ability to the LSA in the classification accuracy.  Further, a new 
combining method is proposed for the documents classification, which consists 
of Grouping, Latent Semantic Analysis(LSA) followed by the k-Nearest 
Neighbor classification ( k-NN ). The combining method proposed here, shows 
the higher accuracy in the classification than the conventional methods of the 
kNN, and the LSA followed by the kNN. Thus, the grouping method is 
effective as a preprocessing before the conventional method. 

Keywords: text classification, LSA, kNN, words similarity. 

1   Introduction 

There are classification methods based on the distances in which the distance between 
vectors is used as the difference between documents[1,2]. The length of the document 
might have thousands of dimensions with words. Therefore, the classification 
technique for treating the words vector needs a considerable computational 
complexity. In the statistical text classification, the reduction of attributes in their 
dimension, becomes a problem. 

The reduction of dimension was paid to attention by analyzing the statistical 
appearance patterns by using the technique of the Latent Semantic Analysis 
(LSA)[3,4]. Moreover, it will be classified by taking out a potential structure of the 
document while removing the noise and reducing the dimension. Though the LSA is 
theoretically clear and established method, we checked whether the LSA is best in the 
practical applications by proposing  a simple grouping method, which is used in 
nearest neighbor classification. In this paper, the grouping method of the similar 
words, is almost equivalent to the LSA for the classification ability of documents, 
which is shown in the  Reuters international news.  Further, a new combining method 
including the grouping of words, is proposed for the documents classification, which 
consists of Grouping, LSA followed by the k-Nearest Neighbor classification (k-NN). 
The combining method shows the higher accuracy than the conventional method of  
the LSA followed by the k-NN. This shows that grouping of words is useful as a 
preprocessing before the conventional method of the LSA followed by k-NN. 
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2   Vector Space Model 

The most commonly used document representation is so called vector space model. In 
the vector space model, a document is represented by a vector of words. Usually, one 
has a collection of documents which is represented by a word-by-document matrix 
A , where each entry represents the occurrences of a word in a document, i.e.,  

( )ikA a= , where ika  is the weight of the word i  in the document k . 

The number M of rows in matrix A , corresponds to the number of words in the 
dictionary. The k th−  document is represented by the characteristic vector 

      1 2( , , ..., )k k k Mkx a a a= , 

where the suffix ,1k of 1ka  is the 1-st vector component and M shows the number of 

the words in the dictionary, { |1 }idic word i M= ≤ ≤ .To determine ika  , the 

following approach is taken:  

(1) Term Frequency, which means by the occurrence of terms(words) in the 
document.  

(2) Document Frequency, which means by the occurrence of words in all the 
collected documents. 

Let ikf  be the number of occurrence of the word i  in the document k , N  be the 

number of all the collected documents, M  be the number of words after the removal 

of the unnecessarily words and in  be the number of the occurrence of the word i  in 

the all the collected documents. Then, the weight ika  is determined by the following 

methods[1,2,7]. 

Word frequency weighting: The number of occurrence of the targeted word in the 
document, becomes the weight, i.e, 

          ika = ikf  

tf×idf – weighting: tf means by the term frequency, ikf , while df means by the 

document frequency, in . The smaller in , will mean the high ability for 

characterizing the word i . Thus, the inverse value of in , is computed. Then, 

log( / )i iidf N n= is defined. The weight of the word i  in the document k  , 

becomes 

          log( / )ik ik ia f N n= ×  

tfc – weighting:  tfc-weighting is the normalized tf×idf-weighting  

Itc – weighting: By the log transformation of tf×idf – weighting and its 
normalization.          
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3   k – Nearest Neighbor Classification 

The training of documents is shown by the 2-tuple ( , )d x y= , where x  shows the 

characteristic vector of the document and y  shows the given category of the 

document. From the trained documents set { |1 }iD d i n= ≤ ≤ , the unclassified 

document qd  is classified by k-nearest neighbor as follows, 

1) Let the trained documents be 1 2, ...n n nkd d d  D∈ , which are nearest 

neighbors of the unclassified document qd . Then, the similarity of documents id  and 

jd , is computed as follows, 

        ( , ) cos ( , ) i j
i j i j

i j

vec x vec x
sim d d vec x vec x

vec x vec x

⋅
= = , 

where i jvec x vec x⋅  shows a inner product of vectors, ivec x  and jvec x . 

2� For the unclassified document qd , the class category is determined from the 

following rank computation denoted by ( )
jc qrank d , which is defined as 

           1

1

( ( , ) ( , ))
( )

( , )j

nk

q i j ii n
c q nk

q ii n

sim d d c y
rank d

sim d d

δ
=

=

×
=∑

∑
, 

where the suffix jc  is the j-th category among all classes, ( 1... )jc j l= and  

( , ) 1 ( , ) 0j i j i j i j ic y if c y and c y if c yδ δ= = = ≠ . 

3) The unclassified document is assigned to the class jc , which satisfies the 

relation 

 ( )
jc qrank d θ≥   , where θ  is the threshold value, which is given in advance. 

4   Latent Semantic Indexing and Grouping of Words 

Assuming that we have a m n×  word-by-document matrix A , where m  is the 
number of words, and n  is the number of documents. The singular value 
decomposition of A  is given by : 

                                                     TA U V= ∑ , 

where ( )U m r×  and V ( )r n× have orthogonal columns and ( )r r×  is the 

diagonal matrix of singular values. ( )min ,r m n≤ is rank of A . If the singular 

values of  A  are ordered by size, the k  largest may be kept and the remaining 
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smaller ones set to zero. The matrix kA  that is an approximation to A  with rank k  

as shown in the following. 

                      T
kk k k

A U V= ∑ , 

where ( )
k

k k×∑  is obtained by deleting the zero rows and columns of 

∑ and ( )kU m n×  and ( )kV n k× , are obtained from U  and V , respectively.  

The similarity between words, is carried out by the cosine of two rows in the 

approximated matrix kA  or k k
U ∑  The set of similar words, will be useful for the 

classification of documents. The set is made from the aggregation of similar words by 

the following procedure. Let the word in the document, be ( 0,1,..., )ik i n=  and 

each set be ( 0,1,..., ( ))jK j m n= <  ,where jK  is represented as follows, 

            jK  =   
( , )i l

l
s r k k

k
≤

∪  

The relation ( , )i ls r k k≤  shows the similarity relation ( , )i lr k k  between words, ik  

and lk , which is computed from cosine of words described above. The s  is the 

threshold of the similarity relation. By the similarity relation of the given threshold, 

the words are grouped into the same class, which is assumed as a new word jK . 

Thus the grouped set of the new words, is made as { }jK .  The schematic diagram of 

grouping process of words, is shown in Fig. 1. The 1d  shows a document consisting 

of words.  By the grouping of words, which  is carried out by the similarity relation  
in the above Section 3,  the dimension of words is reduced and the grouping words 
will make the uncorrelated  points in the vector space. 

                    k        1 2k 3k nk

                       1d

                               

                                      …      1K 2K 3K mK

             { { {   …   {...}ak ...}bk ...}ck ...}ik

                 …… 1d
 

Fig. 1. Schematic diagram of grouping words 
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5   Experimental Method and Results 

The computer experiments were carried out by the well known news data called 
Reuters21578[9], which consists of international politics and economical news 
documents. The documents are classified to 10 categories ( cocoa, copper, cpi, gnp, 
rubber, fuel, gold, jobs, alum, coffee ) [9]. Classification of Reuters news data, was 
carried out by the conventional kNN method and the proposed combining method of 
Grouping, LSA and kNN.  

To measure the classification accuracy in the class ic , three indexes, Recallci, , 

Precisionci , and  Accuracyci  are defined as follws[1,5,7], the ratio of documents 

classified to the class ic  within the total documents in the class ic ,the ratio of 

documents classified correctly in the class ic  within the documents assigned to the 

class ic , and the ratio of documents classified correctly to the class  ic  and  other ic  

among all the documents, respectively.  Data weighting is an important pre-
processing for vector space model of the classification of documents. To compute the 
best results in those weighting, the classification in kNN with tf×idf weighting, 
showed the highest values in the data weighting, which is  applied here.  

The parameter k in the kNN, was chosen to be k=14, in numerical experiments. 
The bold numerals in Table 1 , shows the almost or same higher values than those in 
case of combining Grouping, LSA and kNN method in Table 5 . Table 1 and 2  show 
the result by the traditional method by the LSA followed by kNN.  

Table 1. Classification indexes ( LSA + kNN ) 

    kNN ( LSA + kNN)                     
   Class   Recall   Precision  Accuracy 
  alum 0.6842   0.9286   0.9583 
  cocoa   0.8461   1.0000   0.9881 
  coffee   1.0000   0.8276   0.9702 
  copper   0.8125   0.9286   0.9762 
  cpi   0.7500   0.9231   0.9702 
  fuel   0.4000   1.0000   0.9643 
  gnp   1.0000   0.5676   0.9048 
  gold   0.9260   0.9259   0.9762 
  jobs   0.7273   1.0000   0.9702 
  rubber   0.7273   0.8889   0.9762 

Table  2. Classification indexes ( LSA + kNN ) 

micro-average 0.8274    0.8274   0.9655 
macro-average   0.7873    0.8790   0.9655 
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Results of the Grouping followed by kNN, are shown in Table 3 and 4. The 
Grouping is better than the  conventional LSA followed by kNN in classification 
indexes. 

Table  3. Classification indexes ( Grouping + kNN ) 

    kNN ( Grouping + kNN)                     
   Class   Recall   Precision  Accuracy 
  alum 0.6316   1.0000   0.9583 
  cocoa   0.8461   1.0000   0.9881 
  coffee   1.0000   0.8276   0.9702 
  copper   0.8125   1.0000   0.9821 
  cpi   0.7500   0.9231   0.9702 
  fuel   0.5000   1.0000   0.9702 
  gnp   1.0000   0.5385   0.8929 
  gold   0.9630   0.8966   0.9762 
  jobs   0.7273   1.0000   0.9821 
  rubber   0.7273   0.8889   0.9762 

Table  4. Classification indexes ( Grouping + kNN ) 

micro-average   0.8333   0.8333   0.9667 

macro-average   0.7958   0.9075   0.9667 

Table 5 and 6 show the results of  the Grouping followed by LSA and kNN.  

Table  5. Classification indexes in combining Grouping, LSA and kN 

    kNN (Grouping + LSA + kNN )                     
   Class   Recall   Precision  Accuracy 
  alum 0.6842   1.0000   0.9643 
  cocoa   0.8461   1.0000   0.9881 
  coffee   1.0000   0.8571   0.9762 
  copper   0.8125   1.0000   0.9821 
  cpi   0.8125   0.9286   0.9762 
  fuel   0.5000   1.0000   0.9702 
  gnp   1.0000   0.5676   0.9048 
  gold   0.9630   0.8966   0.9762 
  jobs   0.7273   1.0000   0.9821 
  rubber   0.8182   0.9000   0.9821 
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Table  6. Classification indexes in combining grouping, LSA and kNN 

micro-average 0.8512 0.8512  0.9702  
macro-average 0.8164  0.9150  0.9702  

The bold numerals in Table 5 and 6 , show the higher values of classification 
indexes in the proposed method than those indexes in the LSA+kNN or Grouping + 
kNN. The accuracy of the unknown documents in each class of Reuters news, are 
improved in the classification  indexed as shown in Table 5 and 6. 

6   Classification by Multiple Weightings 

To improve the accuracy of classification, a new integrated weighting method is 
discussed here, which combine the several weights in the section 3.  The algorithm 
proposed, is as follows, (1) Multiple weights are computed from the methods 
described in the section 3 for the training data. (2) Ranking computations a re carried 

out by (2) in Section 3. (3) The final rank for class jC  in the unknown data qd    is 

computed as the average value of the ranking computations at the above (2), which 

satisfies inequality , ( )
j iC knn qrank d θ≥ .  

The average is defined here as follows, 

          
,1

{ ( )}
( ) j knni

j

m

C qi
C q

rank d
rank d

m
== ∑  

The final class jC  is determined from the maximum value of the above average. 

To evaluate this ranking algorithm, the 11-point aveage precision method for the 
ranking category was developed (Yang 1999) as the accuracy of classification. The 
experimental results are shown in Table 7 , in which bold face is the maximum value. 
This shows the combining weighting factors improves the classification accuracy. 

Table 7. Average precision by combining weighting factors 

weighting word 
frequency 

tf×idf tfc, 
tf×idf,entropy 

tf×idf, 
Itc,entropy 

tf×idf, Itc, 
tfc,entropy 

  4 class 0.813  0.845   0.867   0.861   0.861 
  5 class    0.795  0.822   0.847   0.842   0.861 
  6 class   0.782  0.844   0.857   0.866   0.862 

7   Conclusion 

Text and document classification still have received a lot of attention by the 
unsupervised manner. In the classification, the accuracy is an important measure to 
assign the correct class for the unknown objects. This paper proposes a simple 

classs 
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preprocessing method of grouping of words before the conventional method of the 
LSA followed by kNN. Thus, the combining classification method, which consists of 
data grouping ,reduction of data dimension(LSA), followed by the kNN method. Text 
classification experiments are carried out to compare the accuracy of the classification 
by the conventional method of the LSA followed by kNN with the proposed method 
of  Grouping, followed  by the LSA and kNN.  The combining proposed method 
shows the higher accuracy in the classification. 
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Abstract. To overcome the limitations of standard expectation maximization 
(EM) algorithm, an improved EM algorithm is proposed. Based on this algo-
rithm, a novel statistical approach for segmentation of brain magnetic resonance 
(MR) image data is presented in this paper, which involves three steps. Firstly, 
after pre-processing the image with the curvature anisotropic diffusion filter, the 
background (BG) and brain masks of the image are obtained by applying a 
combination approach of thresholding with morphology. Secondly, the con-
nected threshold region growing technique is employed to get the preliminary 
results of white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF) 
on a brain MRI. Finally, the previous results are served as the priori knowledge 
for the improved EM algorithm to segment the brain MRI. The performance of 
the proposed method is compared with those of standard EM algorithm and the 
popular used fuzzy-C means (FCM) segmentation. Experimental results show 
our approach is effective, robust and significantly faster than the conventional 
EM based method.  

1   Introduction 

Magnetic resonance imaging (MRI) is an important diagnostic imaging technique to 
obtain high quality brain images in both clinical and research areas because it is virtu-
ally noninvasive and it possesses a high spatial resolution and an excellent contrast of 
soft tissues [1], [2]. MR images are widely used not only for detecting tissue deformi-
ties such as cancers and injuries, but also for studying brain pathology [3]. In order to 
offer useful and accurate clinical information, the segmentation and recognition algo-
rithms of MR images are becoming important subject of the study on medical image 
processing. Various approaches for MR image segmentation have been developed and 
applied in the last decades. Clarke et al. [4] gave an early survey about MRI segmen-
tation, they divided the techniques into the following groups: threshold-based seg-
mentation, statistical methods and region growing methods. Rajapakse et al. [5]  
proposed a more exact summarization: the available methods for MR image segmen-
tation can be categorized into classical, statistical, fuzzy, and neural network tech-
niques. In this paper, we take the recently most used statistical approach as has been 
done by many others for MR image segmentation [1], [2], [3], [5], [6], [7]. 
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Most previous reported statistical approaches used the expectation maximization 
(EM) [8] algorithm to compute the maximum likelihood (ML) estimation of the seg-
mentation parameters. However, since the EM is an iterative algorithm, it always 
meets the problem of slow convergence or painfully slow computing [6], which influ-
ences its practical clinical applications. To overcome the above problem, an improved 
EM algorithm named statistical histogram based expectation maximization (SHEM) 
algorithm is presented in this paper. Based on this SHEM algorithm, a novel statistical 
method is then proposed for segmentation of the brain MR image data instead of the 
conventional EM based method. The core idea of this approach is to combine the 
SHEM algorithm and the connected threshold region-growing algorithm that is used 
to provide the priori knowledge for the segmentation. Experimental results demon-
strate the proposed method is efficient and robust.  

2   Methods for Preliminary Results 

A.   Curvature Anisotropic Diffusion Filtering 
Acquired medical images are often degraded by various types of artifacts resulting in 
a lowering of signal-to-noise ratio (SNR) or contrast-to-noise ratio (CNR) [9]. The 
conventional filtering techniques such as mean and median filtering, along with re-
ducing the noise, they often blur important structures such as boundaries and detailed 
structures. The modified curvature diffusion equation (MCDE) is employed in this 
sub-section. This method has been proved more aggressive than ordinary anisotropic 
diffusion at enhancing and preserving edges and detailed structures. The MCDE equa-
tion is given as: 

( )
f

f
fcfft ∇

∇∇⋅∇∇=  (1) 

where ( )tyxff ,,= and ( ) ( )yxIyxf ,0,, = , the input image. ( )c  is called con-

ductance function and is a monotonically decreasing function containing a free pa-
rameter k , which determines the contrast of edges that will have significant affects 
on the smoothing. Fig.1 illustrates the effect of this filter on a MRI proton density 
(PD) weighted image of the brain from the digital brain phantom [10]. In this exam-
ple the filter was run with a time step of 125.0=t , a conductance value of 0.1=k  
and 5 iterations. Fig.1 (b) shows how homogeneous regions are smoothed and edges 
are preserved compared with Fig.1 (c), which is the result of conventional mean 
filtering. 

B.   Generate BG and Brain Masks 
After the image has been filtered, an initial segmentation into foreground/background 
is achieved using simple intensity thresholding, thus a BG mask binary image is pro-
duced. Then we segment the inside of the brain from non-brain tissues and remove 
small connections between the brain and surrounding tissues. The segmentation 
methods used here is thresholding with morphology. We use an automated method as 
described in [3] to find the binary threshold; the result of BG mask is shown in Fig.2 
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(a). A morphological erosion operation is then applied with a 55×  rectangular struc-
tural element. After erosion, a labeling algorithm is used to find the largest single 
region. Finally, binary dilation with the same 55×  kernel as for erosion is performed 
on the remaining region to make it close to the original size. The final brain mask is 
shown in Fig.2 (b) and the corresponding result of brain MRI is presented in Fig.2 (c).  

                                  
                          (a)                                     (b)                                    (c) 

Fig. 1. Results of filtering. (a) Original PD-weighted image. (b) Image after MCDE filtering. 
(c) Image after mean filtering. 

                                  
(a)                                     (b)                                     (c) 

Fig. 2. Results of cerebral region masks and brain MRI. (a) BG mask. (b) Brain mask. (c) Brain 
MRI. 

C.   Connected Threshold Region Growing 
Region growing (often called flood-fill) algorithms have been proven to be an effec-
tive approach for image segmentation. A simple region growing method is introduced 
here, namely connected threshold. The criterion used by the connected threshold is 
based on an interval of intensity values. Values of lower and upper threshold should 
be provided. The region-growing algorithm includes those pixels whose intensities are 
inside the interval. 

( ) [ ]UpperLoweryxI ,, ∈  (2) 

The problem is the definition of these two intervals. We do this by statistical 
evaluation about the gray value distribution, which can be done by fitting a Gaussian 
curve to the histogram of the image. Thus the two intervals are determined automati-
cally. Then, we can easily segment the major anatomical structures by providing 
seeds in the appropriate locations. These seeds are manually selected in the different 
distinct areas of the image. After binary thresholding with these two steps, we can get 
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the three clusters’ masks. The experiment results are shown in Fig.3. From Fig.3 (a) 
and (c), we notice that the GM and CSF are not being completely segmented. This 
illustrates the vulnerability of the region growing methods. However, these incom-
plete segmentation masks can be used as a priori for the following SHEM algorithm.  

                 
(a)                                  (b)                                   (c) 

Fig. 3. Results of the connected threshold region growing. (a) GM mask. (b) WM mask. (c) 
CSF mask. 

3   Statistical Histogram Based EM Algorithm 

As proposed in the publications (e.g., [1], [5]), we assume here the brain image in-
tensity corresponding to a tissue can be well modeled as a multivariate Gaussian 
distribution. 

( ) ( ) 2
1

2 ||2
−− ∑=

k

M
ktxp πθ ( ) ( )⎟

⎠
⎞

⎜
⎝
⎛ −−−⋅ ∑−1

2

1
exp

k kt
T

kt xx μμ  (3) 

where ( )kkk Σ= ,μθ  is the vector of parameter associate with each type of tissue (or 

class) k , kμ  is the mean vector, and kΣ  is the covariance (positive definite symmet-

ric) matrix associate with class k , Kk ≤≤1  where K  is the number of classes, 
M  is the number of channels or spectra in the image, and T denotes matrix trans-
pose. In this paper, we consider only a single MR image of the object such an image 
is referred as single-channel image (i.e., 1=M ). The model of (3) can then take the 
form as follows: 

( ) ( )
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⎦

⎤

⎢
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⎡
−−= 2

22

1
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1
ktx

kk
txp k μ

σσπ
θ  (4) 

where kσ  is the standard deviation of class k . As the brain is the mixture of differ-

ent tissues, and the tissues are assumed tissue-independent. With these assumptions, 
the likelihood of the image data can be written as: 

( ) ( )∏∑
= =

=
n

t

K

k
ktk xpwL

1 1

θφ  (5) 
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where { }kkk w,, 2σμφ =  for Kk ,,2,1 ⋅⋅⋅= , n  is the total number of the image pixels 

and kw  is the proportion of each tissue component, where 1
1

=∑ =

K

k kw  and 

0≥kw . The log-likelihood can then be expressed by: 

( ) ( )kt

n

t

K

k
k xpwL θφ ∑ ∑

= =

=
1 1

loglog  (6) 

Many numerical techniques have been proposed to perform the ML estimation of 
the above class parameters, among which EM algorithm is the most used method as 
many authors have reported [5], [6], [7]. The above used EM algorithm is based on 
the intensity of the image, which counts the parameters pixel-by-pixel, as a result, the 
convergence of the iteration is slow, more computational time is needed. In this sec-
tion, we use the statistical histogram of the image to overcome the problems.    

Define the non-negative integrate set { }max1minmin ,,, LLLG ⋅⋅⋅= +  as gray level, 

where minL  is the minimum gray level, maxL  is the maximum gray level, so the gray-

scale is minmax LL − . For image size VU × , at point ( )vu, , ( )vuf ,  is the gray level 

with 10 −≤≤ Uu , 10 −≤≤ Vv . Use )(gHis  to denote the number of pixels having 

gray level g , Gg ∈ . The statistical histogram function is as follows: 

( ) ( )( )∑∑
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=
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=

−=
1
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V

v

gvufgHis δ  (7) 

where { }max1minmin ,,, LLLg ⋅⋅⋅= + , ( ) 10 =δ  and ( ) 00 =≠gδ . 

Let i  be the intensity of the pixel with maxmin LiL ≤≤ , and all pixels of the k th 

tissue cluster have a mean intensity kμ , variance 2
kσ , and proportional ratio kw . 

The K  mixed Gaussian distribution can be written as: 

( ) ( )k

K

k
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=
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=∑ =
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The above parameters can be obtained by equating the first partial derivatives of (6) 
with respect to unknown parameters to zero. With the statistical histogram, the SHEM 
algorithm can then be expressed by: 
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A.   The E-step   
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ikψ is the posterior probability that intensity i  belongs to class k . 

B.   The M-step 
The second step updates the unknown parameters with the statistical histogram 

( )iHis . 
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where b  is the iteration number.  

4   Experimental Results 

In this section, both standard EM and SHEM algorithms are used for the segmentation 
of the filtered PD-weighted MRI. The segmentation was implemented in VC++6.0 
language on a PC. We attempt to segment the MRI into four clusters (GM, WM, CSF, 
and BG), and apply the previous corresponding segmentation mask results to compute 

the initial value of ( )0φ . The algorithm was terminated after the convergence is stable. 

The final results are gained by extracting the brain region from the results of SHEM 
algorithm. The segmentation results are shown in Fig.4.  Compared with the con-
nected threshold region growing results in Fig.3 (a) and (c), GM and CSF are ex-
tracted completely and accurately as shown in Fig.4 (a) and (c). 

                   
                      (a)                                     (b)                                  (c) 

Fig. 4. Results of SHEM algorithm. (a) GM. (b) WM. (c) CSF. 
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In the experiment, we see both EM and SHEM spend the same iterations to ac-
complish the segmentation process and get the same results, however the proposed 
SHEM algorithm consumes less time than the standard EM algorithm. In this exam-
ple, the standard EM algorithm spends 0.64 seconds in each iteration, while the corre-
sponding time for SHEM algorithm is nearly 0.004 seconds. In this case, the SHEM 
algorithm converged approximately 160 times faster than the EM algorithm. Because 
most brain MR scans consist of more than 100 2D slices, the proposed SHEM algo-
rithm can save significantly large computational time. Therefore, the clinical informa-
tion can be provided more quickly than that of standard EM algorithm. 

To test the performance of the proposed approach, we compared the method with 
the popular used fuzzy C-means (FCM) [11] algorithm to segment the MRI. The 
algorithm is implemented with the total number classes 4=C  and the weighting 
exponent 2=m . After convergence, the maximum membership segmentation is 
applied to each pixel of the image. The GM, WM and CSF results of FCM segmenta-
tion are shown in Fig.5 (a)-(c). Compared to the corresponding results in Fig.4 (a)-(c), 
it can be seen by FCM algorithm the results of CSF is over-segmented, WM is under-
segmented, and GM on the top and bottom is somewhat under-segmented while in 
some other place over-segmented.    

                      
(a)                                    (b)                                     (c) 

Fig. 5. Results of FCM segmentation. (a) GM. (b) WM. (c) CSF. 
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Fig. 6. Overlap metrics with different noise level for SHEM based segmentation on T1-
weighted MR phantoms 

Finally, to further quantitatively testify the performance the algorithm, our method 
is realized to segment the digital MR phantoms [10] with different noise level. Here in 
our experiments, we use the high-resolution T1-weighted MR phantoms with slice 
thickness of 1mm, no intensity inhomogeneites and 0-9% noises. To measure the 
segmentation accuracy, the overlap metric is utilized as the criteria. Larger metric 
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means more similar for results. Fig. 6 gives the overlap metrics of WM and GW. It is 
satisfied that as the level of noise increases, the overlap metric of our algorithm 
gradually degrades that is because no spatial information is incorporated into the 
algorithm. However, it is important to note that at 0% noise level, the overlap metrics 
of both WM and GM are higher than 0.95, even if at 3% noise level, the correspond-
ing over metrics are still higher than 0.90. The results presented here can prove that 
our method is effective and can obtain correct segmentation results at low noise level. 
Future work will focus on combining the spatial context into the algorithm to improve 
its robustness to noise while segmentation.      

5   Conclusions 

In this paper, a novel statistical approach based on an improved EM algorithm called 
SHEM algorithm for segmentation of the brain MRI is proposed and tested. After a 
preliminary processing, the four clusters’ (GM, WM, CSF, BG) masks are extracted, 
which are served as a priori for the SHEM algorithm. The tissue regions of the image 
are satisfactorily segmented in this way, which demonstrates the method is effective. 
We compared our results with those of standard EM algorithm and FCM segmenta-
tion. The SHEM algorithm produces identical results as the EM algorithm with faster 
convergence. The SHEM based statistical segmentation outperformed the FCM seg-
mentation on both the effectivity and robustness to initialization. 
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Abstract. The self-organizing map (SOM) [1] is used in data analy-
sis for resolving and visualizing nonlinear relationships in complex data.
This paper presents an application of the SOM for depicting state and
progress of a real-time process. A self-organizing map is used as a vi-
sual regression model for estimating the state configuration and progress
of an observation in process data. The proposed technique is used for
examining full-scope nuclear power plant simulator data. One aim is to
depict only the most relevant information of the process so that inter-
pretating process behaviour would become easier for plant operators. In
our experiments, the method was able to detect a leakage situation in
an early stage and it was possible to observe how the system changed its
state as time went on.

1 Introduction

Understanding complex nonlinear systems is a problematic research area in in-
formation science. For instance, industrial processes are mostly too complex to
be analyzed completely by analytical system models. Artificial neural networks
(ANN) are able to acquire knowledge directly from data without an explicit phys-
ical model by resolving nonlinear input-output relationships in complex systems.
The self-organizing map (SOM) [1] is an important ANN method that is based
on competetitive, unsupervised learning. The SOM has been used in many en-
gineering applications [2], e.g., in state identification and monitoring in process
analysis [3]. The usability of the SOM method in decision support has also been
discussed in our other study [4].

In control rooms, operators should be able to observe changes in the system
and interpret these changes [5]. Therefore, it is worth considering how infor-
mation is presented to the operator. A good presentation method should make
the interpretation task easier by hiding unnecessary information of the system.
Traditionally, display systems in power plants have been based on trend curves
and mimic diagrams, with the measured values displayed as digits. These display
methods are problematic, since it is hard to tell which information is more impor-
tant than other. The SOM provides a technique for depicting system behaviour
by hiding unncessary information. In fact, the SOM may be used for hiding
measurement values completely and visualizing how the process moves between
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predefined states. This is beneficial for providing an overall view of the system, as
humans tend to describe system behaviour without exact measurement values.
Hence, a part of the interpretation task can be performed automatically.

This paper presents a method for visualizing process state and progress using
the SOM. We examine how a boiling water reactor nuclear power plant simulator
run can be observed without actual measurement values. One aim is to be able
to detect failures in the process in an early stage. The focus of this paper is
in the methodology, and the experiment with simulator data is carried out to
demonstrate the usability of the method.

2 Methods

Consider a process, which has p possible states where it can belong to with
different degrees of membership, and the current state configuration depends on
m process variables. Denote the ith observation of the variables by xi ∈ IRm

and states by si ∈ {s : 1T s = 1, s ≥ 0} ⊂ IRp, both observed at time ti. A
high value of sij means that the process can mainly be determined by the jth
state at time ti. Suppose that we have a training data set consisting of process
variables and states observed at some time instances t1, t2, . . .

The goal is to explore what the process variables can tell us about the states
and progress of the process based on the data. More formally, we fit a predictive
model (ŝ, t̂) = F (x) and then analyse the shape of the function F . When a novel
time series of variables x(t) appears, the predictions of states ŝ(t) and progress
t̂(t) can be computed. We avoid using the term time since t̂ is related to the
time scale of the training data. Instead, by plotting t̂ against the actual time
t it is possible to follow the progress of a time series compared to the training
data. Figure 1 depicts a situation, where a process starts near the first state and
traverses toward the second one. Since the progress curve is pointing upward,
the studied process moves in the same direction as the process used in training.
A downward pointing curve would indicate progress in the opposite direction
between the two processes.

ŝ1

ŝ2

ŝ3

x1

x2 t̂

t

(b)(a) (c)

Fig. 1. Illustration of a process with p = 3 states and m = 2 process variables. (a)
corresponds a time series of measurements x(t), (b) estimated progress of the time
series with respect to the training data t̂(t), and (c) estimated states ŝ(t) in the time
series.
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Since the goal is rather explorative than predictive, we use a variant of the
SOM to build the model F . The SOM has been successfully used as a visual
regression model earlier [6,7]. Let (ŝk, x̂k, t̂k) denote the prototype vector of the
kth node and r̂k its position in a low-dimensional lattice. The prototype vectors
represent nodes of a grid in a multidimensional data space and the grid can be
unfolded to form a visual lattice display. The algorithm iterates the following
two steps. Firstly, pick a training data point (si, ti, xi) randomly and find the
nearest node in the subspace of the process variables

c = argmin
k

‖xi − x̂k‖ . (1)

Secondly, update the prototype vectors of all nodes
⎡

⎣
ŝk

t̂k
x̂k

⎤

⎦ ←

⎡

⎣
ŝk

t̂k
x̂k

⎤

⎦ + hck

⎡

⎣
si − ŝk

ti − t̂k
xi − x̂k

⎤

⎦ , (2)

where the neighborhood function hck is a decreasing function of the distance
‖r̂c − r̂k‖ in the lattice. We use a hexagonal 2D lattice and a Gaussian neigh-
borhood function. For other possible choices, see [1].

Suppose that the state prototype vectors are initialized to the same plane,
where the training data lie, i.e. ŝk ∈ {s : 1T s = 1, s ≥ 0}. Then they are there
after the training process as well since the update (2) is always made along this
plane. The main principal components of the data go through the plane and
can, thus, be used in initialization. The prototype vectors x̂k in the subspace
of the process variables adapt in the same way as in the standard SOM [1], i.e.
according to the joint distribution of the data. However, ŝk and t̂k are updated
conditional on the nearest node found in the process variable space, which evokes
regression. After the training process, the state configuration and progress of a
novel observation x are estimated F (x) = (ŝc, t̂c), where c refers to the node
nearest to x according to (1). The training data should be able to be divided
into continuous time periods so that each period represents one unique state. If
the training data contains multiple separate time periods with similar process
variable values, the progress variable t̂k may get values that do not depict the
corresponding state very well, which is unwanted. In other words, regression
gives inaccurate results in such case.

The SOM can be applied in the visualization of multidimensional data in
many ways. In this paper, we focus on the component plane representation [1],
see Fig. 3. Each variable of the data space has its own plane, where the lattice is
shown with a color-coding. The colors on a single plane fix the positions of the
nodes in terms of the corresponding variable. By observing all the planes, we
can analyze the grid in the multidimensional data space. Due to the topological
ordering property of the SOM, nearby nodes in the lattice are nearby in the data
space as well. The grid itself is static, and dynamical processes can be visualized
by mapping the observations on the lattice sequentially, while also holding some
of the past values, to form a trajectory similar to the one in Fig. 1.
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3 Experiments

Data from a full-scope nuclear power plant (NPP) training simulator of Teol-
lisuuden Voima Oy is used in the experiments. The two power plants and their
simulator are located in Olkiluoto, Finland. In general, NPPs are classified into
groups according to their reactor types. The Olkiluoto NPP is of the boiling
water reactor (BWR) type. A BWR has a primary circuit, which contains a
reactor vessel, a turbine, and a condenser. Water vaporizes into steam in the
reactor vessel. The steam runs through the turbine and a part of the energy is
converted into mechanical work, which drives the generator. The steam is then
condensed back into water and pumped to the reactor core.

Abnormal events in NPPs are grouped into three categories [8]: (1) events
caused by a pipe break or leakage in the primary system, (2) transients leading
to imbalance between the rate of heat release and heat removal in the reactor,
and (3) external events. In this paper, we concentrate on leakages, which were
found out most interesting, as the possibilities to notice this type of events in
an early stage are rather good.

To present how our visualization method works in practice, we utilized two
data sets, which are denoted as Data set I and Data set II. Both data sets
were collected from simulator runs at the Olkiluoto NPP. Data set I is used as
a training data for the SOM. Equations (1) and (2) are used for training the
SOM. After the training, we examine Data set II with the SOM-based model.
The data sets were collected from fairly similar runs. Both runs begin in a normal
operation state. After a while, a leakage happens in the high-pressure preheater
and the process drifts into an abnormal state. The leakage leads to a bypass of
the preheater, which is followed by a partial reactor shutdown and the reactor
pressure drops dramatically. As a result of the bypass, feed water temperature
starts to decrease. Finally, after a few minutes, happens a turbine and a reactor
shutdown, which ends the runs. The run in Data set I progresses slightly slower
than the run in Data set II. The leakage lasts approximately two minutes in
Data set I and approximately one minute in Data set II.

Both data sets consist of m = 9 process variables, each observed once per
second. In addition, p = 4 state variables have been assigned to each observation
in the training data, so the data points can be described as (si, ti, xi). The
values for the process variables were collected from indicators located around
the primary circuit. The indicators measured water level and pressure in the
reactor, coolant temperature, feedwater flow and temperature. Also, power range
in the reactor was monitored at four different spots. The state variables represent
normal operation, leakage, partial reactor shutdown and (full) reactor shutdown.
Figure 2 represents the time series of the state variables si in the training data.
The values of si for each i have been normalized so that 1T si = 1, si ≥ 0
applies. Since it is not completely clear to which state the process belongs in the
beginning of the leakage, a partial membership to the normal state and to the
leakage state is used to depict this imprecision.

A component plane representation of the SOM is presented in Fig. 3. Com-
ponent planes are completely static – trajectories [9] are used for depicting
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Fig. 2. The states si in Data set I as a function of time t. (a) corresponds normal state,
(b) leakage state, (c) partial reactor shutdown state, and (d) reactor shutdown state.

behaviour of a dynamic system. Traditionally, trajectories are drawn on com-
ponent planes that correspond process variables. This may appear complicated
as there are usually many process variables in the data. The approach in this
paper is different: only the component planes that represent a certain state in
the process are used. Figure 3 shows how different parts of the SOM lattice
represent different states. For example, a trajectory moving on the upper part
of the SOM lattice depicts a process in a normal operation state. This type
of representation hides values of the process variables x(t) and can be thought
as an abstraction level. Instead of observing how the process behaves based
on values of x(t), the operator can simply observe the predictions of states
ŝ(t). The sum of state values equals one like it does in the training data. This
should help observing the process, as it is not possible for an observation to
belong to multiple states with a high degree of membership. The progress plane
can be used for observing how the process progresses compared to the training
data. A trajectory moving toward darker areas on the progress plane indicates
that the corresponding process progresses to the same direction as the training
data.

As an example, Data set II is examined with the trained SOM. The trajectory
in Fig. 3 depicts a sequence of observations in Data set II estimated with the
SOM-based model. Clearly, the process starts in the normal state and progresses
to the leakage state and then to the partial reactor shutdown state. Just by ob-
serving the normal state plane it is possible to follow when the process drifts
away from normal operation state. The advantage of this method is in real-time
observation: history and current development of the process can be quickly seen
on the state planes. Hence, the proposed method provides an overall view of
the system. The progress and state values can also be plotted. Figure 4 depicts
predicted values of the whole run and shows also that the run ends in the reactor
shutdown state. The progress speed compared to the training data can be deter-
mined by plotting values of t̂(t). If the curve grows faster than t in the training
data, then the process also progresses relatively faster. The leakage in Data set
II starts at 121 seconds from the beginning. This is also when the leakage starts
according to Fig. 4.
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(a) (b) (c)

(d) (e)

Fig. 3. A component plane representation of the trained SOM. Only component planes
corresponding (a) normal state, (b) leakage state, (c) partial reactor shutdown state,
(d) reactor shutdown state, and (e) progress are displayed. Dark color on a cell indicates
high component value. The trajectory depicts a sequence of observations x(100)–x(250)
from Data set II mapped on the SOM. The process starts in the normal state and
progresses to the partial reactor shutdown state.

4 Conclusions

In this study, we examined application of the SOM to process state monitoring.
The SOM is used as a visual regression model to predict the state and progress
of a process based on actual process data. The purpose is to depict a complex
process so that it would be easily observable for plant operator. Rather than
visualizing a set of process variables, the prediction of state and progress are
visualized. We used the proposed method to analyze boiling water reactor nuclear
power plant simulator data.

To present how the method can be used in practice, we utilized two data
sets that had been obtained from the simulator. Both data sets represent fairly
similar runs. The first data set was used as a training data for the SOM, which
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Fig. 4. A 10-second running average of the predictions of state and progress for Data
set II. (a) corresponds normal state, (b) leakage state, (c) partial reactor shutdown
state, (d) reactor shutdown state, and (e) progress. The values of t̂(t) have been scaled
so that they are plotted relatively on the same scale as values of t in the training data
but between [0, 1]. Also, the sum of state values for each t equals one as in the training
data.

was then used as a predictive model. We examined the dynamic behaviour of
the run in the second data set by mapping a sequence of measurements on the
trained SOM. The mapped values were displayed as a trajectory on component
planes. This makes it possible for a plant operator to observe process state and
progress in real-time. We were able to detect a leakage situation in an early stage
and observe how the system changed its state as time went on.

The strength of the proposed method is in hiding unnecessary information
from the operator. This is an important requirement for display systems as the
operator should not be exposed to confusing amount of information. With the
proposed method, measurement values are hidden completely and the process
is depicted in more intelligible terms. Therefore, the operator may observe an
overall view of the system easily. A similar idea has been used before, when
displays for control rooms have been designed. For example, a polar plot of
selected variables shows deviations in process behaviour clearly, since the polar
graph becomes asymmetric in such case [5]. A polar graph does not, however,
preserve history of the process behaviour. Neither does it show the state of the
process in simple terms. With the proposed method, it is possible not only to
determine the state, but also to see how the process reached the state.
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Abstract. The increased availability of remotely sensed spatio-temporal
data offers the chance to improve the reliability of an important class of
Cellular Automata (CA) models used for the simulation of real complex
systems. To this end, this paper proposes a multiobjective approach,
based on a genetic algorithm, which can present some significant ad-
vantages if compared with standard single-objective optimizations. The
method exploits the available temporal sequences of spatial data in order
to produce CAs which are non-dominated with respect to multiple ob-
jectives. The latter represent, in different metrics, the level of agreement
between the simulated and real spatio-temporal processes. The set of
non-dominated CAs proves to be a valuable source of information about
potentialities and limits of a specific CA model structure.

1 Introduction

Modern Cellular Automata (CA) models allow for the simulation of the dynamic
evolution of a large class of complex systems, incorporating knowledge from
various sources. For this reason, they are considered a valuable tool in many
scientific fields, including ecology, biology, geology, medicine, urban studies and
many others. CAs are discrete dynamical systems, which can be thought as an
n-dimensional lattice of cells, each one embedding an identical finite automaton.
The cell state changes according to the finite automaton transition function, the
input of which is constituted by the states of some neighbouring cells and of the
cell itself. The CA initial configuration is defined by the finite automata states
at time t = 0. The global behaviour of the system emerges, step by step, as a
consequence of the simultaneous application of the transition function to each
cell of the cellular space.

A CA model can be built to simulate the dynamic evolution over time and
space of a real system, the evolution of which emerges from the local interactions
of its constituent parts. Often, the final aim is to perform predictive tasks, that is,
given an initial configuration, to predict the final one at a certain future instant of
time. In most models of this kind [1,2,3,4]: (i) each cell corresponds to a portion
of a real space (e.g. a location on the Earths surface); (ii) the states of the
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cell correspond to spatial characteristics which are important to the model (e.g.
slope, temperature); (iii) the transition function models some local interactions
among the system components; and (iv) each CA step corresponds to an interval
of time.

The reliability of CA-based predictive models is maximized by some standard
procedures, such as model optimization. Broadly speaking, model optimization
is the process by which the transition function is defined in all its aspects (e.g.
numerical values are assigned to the model parameters), in such a way that
the model accurately reproduces some real spatio-temporal patterns. Since the
availability of spatio-temporal data has increased dramatically in recent years,
mainly due to the growth of satellite remote sensing and other technologies, the
CA optimization phase has been correspondingly the object of deep investiga-
tions. Essentially, most research efforts have been addressed at achieving better
CA models, in terms of reliability, accuracy and efficiency, adopting some kind
of information extraction from the temporal sequences of spatial data concern-
ing the real system. In particular, after an earlier phase of manually-optimized
models, it was recognized that a formal, well-structured and automated opti-
mization procedure was particularly necessary for models used in real forecast-
ing applications. At present, many techniques have been used to automatically
exploit spatio-temporal sequences for CA optimizations. Among these can be
found techniques based on exhaustive search [2], as well as intelligent machine-
learning approaches based on Artificial Neural Networks [3,5,6], Decision Tree
learning [4] and Genetic Algorithms (GAs) [1,7]. The specific approach used is
strictly related to the particular form assumed for the transition function. For
example, there are parameter-dependent transition functions, for which GAs are
frequently used to find the optimal set of parameters.

In this paper a multiobjective approach, based on a GA, is suggested to exploit
the available spatio-temporal sequences with the purpose of optimizing CA mod-
els. The difference from existing applications [1,7], where single-objective GAs
have been used, lies in the simultaneous consideration of different fitness mea-
sures. This is accomplished on the basis of the concept of dominance [8], which
resolves in the production of a set of candidate non-dominated solutions. It will
be shown that the multiobjective approach can lead to a better exploitation of
the data, providing significant advantages to the whole modelling process.

2 A Parameterized CA Modelling Approach

One of the most common CA-based modelling approaches is based on a gener-
alization of the classical CA formulation, where the states of the cell are repre-
sented by the values of numeric variables. Moreover, in many applications of the
method the transition function is parameter-dependent.

In particular, in such CA models a d-dimensional domain D ∈ R
d is dis-

cretized in n cells. The set D = {c1, c2, ..., cn} collects the n cells in terms of
d-dimensional index vectors ci ∈ Z

d representing space sites. Every relevant
characteristic, relative to the space portion corresponding to a given cell, is
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described as a scalar variable si belonging to a nonempty set R(si) [9]. Thus,
each cell c corresponds to a vector state s = s(c) = [s1, . . . , sm]T belonging to
the set R(s1) × · · · × R(sm).

Given a generic set of cells Y ⊆ D, with | Y |= k, the m × k matrix ΩY is
defined, the columns of which are the vectors u(cj), ∀ cj ∈ Y . The matrix ΩY

is called the configuration of Y . In the following, the configuration of the whole
automaton, that is ΩY with Y ≡ D, will be simply indicated by Ω.

The states of the cells in the set DA ⊂ D of active cells simultaneously evolve
in discrete steps. To each c ∈ DA a set N ⊂ D called neighbourhood is associated;
the states of the cells belonging to N can influence the evolution of s(c). At each
time-step the state of a cell is updated using the transition function ϕ, which
encapsulates the mechanism upon which the discrete dynamic model evolves.
The function ϕ depends on the current neighbourhood configuration ΩN and,
in most CA models, on a vector of parameters p = [p1, . . . , pr]T . Each parameter
pi, which is constant in time and space, belongs to a set of definition P(pi). Thus,
the updated cell’s state is given by:

s(t+1) = ϕ(Ω(t)
N ;p) (1)

where the superscripts refer to the time step. All of the local transition functions
(1), acting simultaneously on each cell, can be thought as an overall transition
function Φ which acts on the entire automaton and gives the global configuration
at the step t + 1 as:

Ω(t+1) = Φ(Ω(t),p) (2)

Thus, the iterative application of the function Φ to the successive configurations,
starting from an initial one Ω(0), leads to the dynamic process

Ω(0) Φ−→ Ω(1) Φ−→ · · · Φ−→ Ω(t) (3)

representing the automaton evolution. For a given set Y ⊆ D we can write

Ω(t) = Φt(Ω(0),p) (4)

expressing the automaton configuration at the time step t as a function of both
the initial configuration and the parameters, with the other automaton charac-
teristics (i.e. the model structure) being fixed.

3 Multiobjective Model Optimization

Eq. (3) shows that the dynamic process depends on both the initial configuration
and the vector of parameters. With respect to the latter, the model can be
optimized to maximise the correspondence, expressed by proper measures of
accuracy, between the simulated patterns and the real ones.

To formalize the problem, let us suppose the existence of spatio-temporal
datasets collecting some automaton configurations, which come from experi-
ments of the real system behaviour. Let each dataset V̄ be composed by a series
of q automaton configurations:
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V̄ = {< Ω̄
(0)

, τ0 >, < Ω̄
(1)

, τ1 >, . . . , < Ω̄
(q)

, τq >} (5)

where the attribute τi indicates the instant of time in which the configuration
Ω̄

(i) is known. Starting from the configuration Ω̄
(0), and given a vector p of

parameters, the process (3) can be executed for the computation of the q − 1
automaton configurations:

V = {Ω(1), . . . ,Ω(q)} (6)

where Ω(j) = Φj(Ω̄(0)
, p). Thus, the optimization process consists of the deter-

mination of a proper value of the vector p, which leads to the best agreement
between the real spatio-temporal sequence (5) and the simulated one (6). In
many applications it is desirable that the model reproduces different aspects of
the real system evolution in space and time. Thus, in general, r measures of
fitness are defined:

θi = Θi

(
V̄, V

)
= Θi

(
V̄, p

)
i = 1, . . . , r (7)

Each function Θi corresponds to an optimization objective and accounts for a
specific aspect of the agreement between simulated and real patterns. Clearly,
optimization of the model to one of the multiple objectives does not guaran-
tee accurate simulations with respect to the other objectives. Optimization to
multiple targets is typically done by combining the multiple objectives into a
single one. To this end, often, multiplicative (e.g. [2,7]) or additive weighted ag-
gregations are used. However, the selection of the aggregation method is largely
subjective and can significantly affect the optimal parameter values.

The alternative proposed in this paper is to conduct a full multiobjective op-
timization that identifies a set of non-dominated or Pareto solutions [8] within a
single optimization run. In particular, the optimization is done using a multiob-
jective Genetic Algorithm (GA). The GA is used to evolve a randomly initialized
population, whose generic chromosome is a vector encoding an r-dimensional vec-
tor of parameters p. The i-th element of the chromosome is obtained as the binary
encoding of the parameter pi, using a suitable number of bits and its set of defi-
nition P(pi). Each chromosome can be decoded in a vector of parameters p and,
through performing a CA simulation, the objective functions can be computed.

In the multiobjective GA, to avoid the aggregation of multiple objectives, the
comparison of two candidate solutions, with respect to different objectives, is
achieved through the concepts of Pareto optimality and dominance. In particular,
we say that a solution p∗ (strongly) dominates the solution p if:

∀ i : Θi

(
V̄ , p∗) ≥ Θi

(
V̄ , p

)
∧ ∃ j : Θj

(
V̄ , p∗) > Θj

(
V̄, p

)
(8)

In other words, p∗ dominates p if p∗ is better or equivalent to p with respect to
all objectives, and better in at least one objective. A non-dominated solution is
optimal in the Pareto sense (i.e. no criterion can be improved without worsening
at least one other criterion). Rather than a single solution, a search based on
such a definition of optimum produces a set of non-dominated solutions.
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The adopted multiobjective GA is the well known NSGA-II [10], which has
been extensively investigated and successfully tested. The NSGA-II algorithm
is based on the idea of transforming the objectives to a single fitness measure
by the creation of a number of fronts, sorted according to non-domination. The
fronts are created using a ‘non-dominated sorting’ procedure, which works as
follows: (i) all non-dominated individuals in the current population are inserted
in the first front, which corresponds to the highest fitness; (ii) these individuals
are virtually removed from the population and the next set of non-dominated
individuals are inserted in a second front, corresponding to the second-highest
fitness; (iii) the phases i-ii are reiterated until all of the individuals have been
assigned a fitness. When each front has been created, its members are assigned
so–called crowding distances (i.e., normalized distance to closest neighbors in
the front in objective space), to be used in the next phase with the objective of
promoting an uniform sampling of the Pareto set.

In the NSGA-II algorithm, selection is performed by binary tournaments [10],
where the individual with the lowest front number wins. If the solutions come
from the same front, the one with the highest crowding distance wins, since a
high distance to the closest neighbors indicates that the solution is located in a
sparsely populated part of the front. If N is the size of the population, in each
generation N new individuals are generated trough a standard crossover with a
predefined probability pc. Then, a mutation with a probability pm is applied to
each offspring at each position in the chromosome. The algorithm is elitist, in
the sense that out of the 2N individuals, the best N individuals are kept for the
next generation.

4 An Application Example

The multiobjective optimization approach has been applied in conjunction with
SLEUTH, which is one of the most popular CA models for the simulation, as a
diffusion process, of urban growth and related land use changes over time [2,11].
The program name comes from the GIS data layers that are required as input
to the model: Slope, Landuse, Exclusion layer, Urban, Transportation, and Hill-
shade. SLEUTH has been widely applied [11], showing good capacity of forecast-
ing landscape changes. The adopted CA uses square cells, with a neighborhood
of eight cells. The cell states account for some static characteristics, correspond-
ing to the GIS data layers above cited, as well as dynamic characteristics, that is,
urbanization condition and land-use class. The transition function depends on
five integer parameters, which belong in the interval [1, . . . , 100]. Namely, they
are: Diffusion, which determines the overall dispersiveness of the urbanization;
Breed, which expresses the likelihood that a new isolated urban cell will start
its own growth cycle; Spread, which controls the diffusion by contagion from
existing urbanized cells; Slope Resistance, which influences the likelihood of new
urbanization on steep slopes; and Road Gravity, which regulates the generation
of new urbanization towards and along roads.
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Fig. 1. The set of computed non-dominated solutions in the space of the objective
functions. The selected solutions are labelled.

In order to perform predictive tasks, the parameters of SLEUTH must be
optimized for a specific scenario, given the required GIS layers for some control
years in the past. The goal of optimization is to determine which of the 1005

possible combinations of parameters gives a specific urban region the best agree-
ment between the historical citys real extent and shape and the simulated ones.
To measure the “goodness-of-fit”, SLEUTH makes available 12 spatial metrics.
Each metric gives a different measure of the optimizations fit relative to the his-
torical spatio-temporal data provided. For the model optimization, the authors
recommend using a kind of “brute force” method, which consists of a methodical,
but computationally expensive, exploration of the the parameter space. As an
alternative, a single-objective Genetic Algorithm was successfully experimented
[7]. In both cases, existing applications use either a single fitness measure or the
product of some selected measures.

Instead, in the present application SLEUTH has been coupled with the NSGA-
II algorithm, and three fitness measures (i.e. objectives) have been selected for
conducting a multiobjective optimization. The spatio-temporal data set used
in this preliminary test is that which is distributed with the program source
code [11], and it concerns a hypothetical city. It is composed of the GIS data
layers required by the model in four control years, namely in 1930, 1950, 1970
and 1990. During the genetic optimization, the three objectives have to be com-
puted for each individual (i.e. vector of parameters) in the population. To this
end, a run of SLEUTH is performed, starting from the older scenario (i.e. 1930)
and assuming that each CA time step corresponds to one year. At the end
of the simulation, the three objectives are computed using the CA outcomes
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and the GIS layers corresponding to the remaining three control years (i.e. 1950,
1970, 1990), according to Eq. 7. In particular, the three spatial metrics were:

– ΘLS = (Um ∩ Ua)/(Um ∪ Ua), where Um is the modelled and Ua the actual
urbanized area. This shape index [12] measures the spatial fit between the
model’s growth and the known urban extent for the control years;

– ΘComp = [ if um < ua then (um/ua) else (1 − um/ua)], where um is the
modelled number of urbanized cells for the last control year, while ua is the
correspondent quantity for the actual scenario;

– ΘClust, defined as the least squares regression score (r2) for the number of
modeled urban clusters compared to known urban clusters;

For all objectives the value of one, indicates an exact match of model out-
comes to the real spatio-temporal sequence, while a value below one indicates
no match.

The NSGA-II algorithm was executed using the settings experimented in [10]
for a wide range of tests, that is, a population of N = 100 individuals, crossover
probability pc = 0.9, and mutation probability pm = 1/�, where � is the number
of bits in the chromosome.

The non-dominated set obtained after 150 generation is represented in Fig. 1.
It shows that ΘLS ranges in the interval [0.32, 0.51], ΘComp in the interval
[0.46, 0.99] and ΘClust in the interval [0.59, 0.99]. Two solutions were selected
from the non-dominated set (see also Table 1). The first one, labelled with the
letter a, leads to the best value of the metric ΘLS , which is important for measur-
ing the spatial matching. On the other hand, such a value of ΘLS can be achieved,
at the price of having relatively low values of the other metrics considered, that
is, ΘComp = 0.76 and ΘClust = 0.70. The second solution, labelled with the
letter b, leads to a lower value of ΘLS but better values of ΘComp and ΘClust.
Fig. 2 shows the final (i.e. 1990) urbanization patterns obtained through the two
non-dominated CAs, compared with the actual one. In the case examined, there
are solutions offering a good compromise among all objectives (e.g. the solution
b). This means that the model can reproduce the actual phenomenon with good
performances, even considering all three of the metrics. This might not always
be the case. Indeed, significant trade-offs in fitting two or more objectives may
indicate an error in the model structure (e.g. a relevant physical process may not
be accounted for in the transition function). In this sense the multiobjective ap-
proach can provide useful information about the model, exploiting the available
historical data about the real system.

Table 1. The characteristics of the selected solutions

Solution ΘLS ΘComp ΘClust Dispersion Breed Spread Slope Road Gravity
a 0.51 0.76 0.70 1 2 14 4 12
b 0.49 0.92 0.96 1 4 17 15 32
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Fig. 2. The actual final urbanization pattern compared with those produced by the
selected non-dominated CAs

5 Conclusions and Future Work

In existing GA-based optimizations of CA, modellers use either a single fitness
measure [1,13] or the combination of some selected measures [2,14]. For exam-
ple in the SLEUTH optimization exercise presented in [7], which was based on
a single-objective GA, the metric of fit was comprised of the product of three
spatial metrics: ΘLS , ΘClust and ΘUrb, the latter being a measure of agreement
on the number of urban cells. The population was comprised of 18 chromo-
somes and the optimization took 200 generations. As result of the computation,
a combination of values of parameters which leads to a good value of the com-
posite fitness measure was found. Even if the multiobjective example presented
in this paper refers to a different urban region, a comparison and some general
considerations can be made. In particular, the computational requirements are
roughly of the same order of magnitude. Nevertheless, in the single-objective
approach the result of the optimization consists of a single value of the vector
of parameters, whereas the multiobjective optimization provides a set of non-
dominated solutions (i.e. non-dominated CAs). The latter explicitly represent
trade-offs among the various objectives. Thus, the solution eventually chosen
can be attained by examining and exploring the full range of possibilities of-
fered by the CA model. For example, non-dominated solutions show explicitly
to what extent a single metric can contribute to a composite fitness, allowing the
modeller to choose with awareness and to learn something more, with respect to
the single-objective case, about the CA model. In other words, the set of non-
dominated solutions offers a representation rich in valuable information about
the CA model, thereby potentially leading to better optimizations and improved
understanding of the model potentialities and limits. Besides, no arbitrary com-
bination of the different metrics is required by the multiobjective optimization,
since they are treated independently.

On the other hand, the proposed approach is suitable only when the agreement
between actual and simulated spatio-temporal patterns is expressed in terms of
multiple metrics (i.e. objectives), each accounting for a different aspect of the
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simulated phenomenon. In addition, in the multiobjective approach the final
choice of the preferred solution could be difficult, especially when dealing with
many objectives and high number of non-dominated solutions.

Further work could be addressed in experimenting with different search heuris-
tics, in order to provide non-dominated sets of better quality. Moreover, in the
future, the approach should be tested on different CAs and datasets.
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Abstract. From a computational point of view, the main differences
between SVMs and FNNs are (1) how the number of elements of their re-
spective solutions (SVM-support vectors/FNN-hidden units) is selected
and (2) how the (both hidden-layer and output-layer) weights are found.
Sequential FNNs, however, do not show all of these differences with re-
spect to SVMs, since the number of hidden units is obtained as a conse-
quence of the learning process (as for SVMs) rather than fixed a priori. In
addition, there exist sequential FNNs where the hidden-layer weights are
always a subset of the data, as usual for SVMs. An experimental study
on several benchmark data sets, comparing several aspects of SVMs and
the aforementioned sequential FNNs, is presented. The experiments were
performed in the (as much as possible) same conditions for both models.
Accuracies were found to be very similar. Regarding the number of sup-
port vectors, sequential FNNs constructed models with less hidden units
than SVMs. In addition, all the hidden-layer weights in the FNN models
were also considered as support vectors by SVMs. The computational
times were lower for SVMs, with absence of numerical problems.

1 Introduction

Support Vector Machines (SVMs) and Feed-forward Neural Networks (FNNs)
are two alternative Machine Learning frameworks for classification and regression
problems with different inductive bias and very interesting properties [1,2].

However, although both schemes have been developed from very different
starting points of view, they share a number of elements that allow to make
a direct correspondence between their respective obtained solutions. In fact,
they are structurally identical, since both SVMs and FNNs induce a function
which is expressed as a linear combination of simpler functions: f(x) = b +
∑N

k=1 λk h (ωk, x) . For SVMs, N is the number of support vectors, h is the kernel
function, {ωk}N

k=1 are the support vectors and {λk}N
k=1 are the coefficients found

by the constrained optimization problem posed. For FNNs (fully connected with
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one hidden layer of units and output linear units), N is the number of units
in the hidden layer, h is the activation function, {ωk}N

k=1 are the hidden-layer
weights and {λk}N

k=1 are the output-layer weights.
The differences between the solutions obtained by both models lie in the way

the elements of that linear combination are found. This is a consequence of
their respective inductive bias. The first important difference is related to the
number of elements in the combination (number of support vectors for SVMs and
number of hidden units for FNNs). Whereas for SVMs the number of support
vectors is also a consequence of the optimization problem posed, for FNNs the
number of hidden units is usually fixed a priori. A second difference lies in the
hidden-layer weights {ωk}N

k=1. For SVMs, they are always a subset of the data
(the support vectors), as a consequence of the optimization problem posed. For
FNNs, in contrast, that property does not usually hold. Finally, the values of
the output-layer weights {λk}N

k=1 may be very different, since both schemes solve
different optimization problems (the maximization of the margin for SVMs and
the minimization of the sum-of-squares error for FNNs).

There exist, however, FNN models [3,4,5] that do not show all of these differ-
ences with respect to SVMs. On the one hand, the architecture is sequentially
constructed, so that the number of hidden units is a consequence of the learning
process rather than fixed a priori. On the other hand, the hidden-layer weights
are always a subset of the data, as usual for SVMs. Indeed, the may use kernels
as activation functions. For a review of sequential FNNs see, for example, [6].

This work focuses on the aforementioned sequential FNNs schemes and their
comparison with SVMs. An experimental study on several benchmark data sets,
comparing several aspects of these learning models, namely the accuracy of the
obtained solutions, the quantity and quality of the support vectors and the com-
putational cost, is presented. The experiments were performed in the (as much
as possible) same conditions for both models. To this end, the same activation
functions were tested with the same training and test data sets, so that the set
of simple functions {h (ωk, x)} available to construct the solution was the same
for both models.

These experiments can be seen as a comparison of the respective induc-
tive bias of SVMs and FNNs when both models are restricted to use similar
kernels and hidden-layer weights. Accuracies were found to be very similar.
Regarding the number of support vectors, sequential FNNs construct models
with less hidden units than SVMs. In addition, all the hidden-layer weights in
the FNN models were also considered as support vectors by SVMs. In con-
trast, the computational times were lower for SVMs, with absence of numerical
problems.

2 Background

In order to fix the notation, consider the classification task given by a data set
X = {(x1, y1), . . . , (xL, yL)}, where each instance xi belongs R

N , yi ∈{−1, +1}T ,
and T is the number of classes. For 2-class problems, usually yi ∈{−1, +1}.
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2.1 Support Vector Machines

Using Lagrangian and Kuhn-Tucker theory, the maximal margin hyperplane for
a binary classification problem given by a data set X is a linear combination
of simple functions depending on the data: fSV M (x) = b +

∑L
i=1 yiαiK(xi, x),

where K(u, v) is a kernel function and the vector (αi)L
i=1 is the (1-norm soft

margin) solution of the following constrained optimization problem in the dual
space [2]:

Maximize α− 1
2

∑L
i,j=1 yiαiyjαjK(xi, xj) +

∑L
i=1 αi

subject to
∑L

i=1 yiαi = 0 (bias constraint)
0 � αi � C i = 1, . . . , L.

(1)

for a certain constant C. The points xi with αi > 0 (active constraints) are
named support vectors. An example is well classified if and only if its functional
margin yifSV M (xi) with respect to fSV M is positive.

The parameter C allows to control the trade-off between the margin and the
training errors. By setting C = ∞, one obtains the hard margin hyperplane.
The most usual kernel functions K(u, v) are polynomial, Gaussian-like or sig-
moidal functions. It is worth noting that the kernel function depends on a certain
parameter γ (that is, K(u, v) := Kγ(u, v)), usually fixed in advance. In many
implementations b is treated apart (fixed a priori, for example) in order to avoid
the bias constraint.

2.2 Sequential FNNs Where the Hidden-Layer Weights Are a
Subset of the Data

Different from SVMs, the most usual cost function for fully connected FNNs
with one hidden layer of N units and output linear units is the sum-of-squares
error:

L∑

i=1

1
2
(fFNN (xi) − yi)2, (2)

where fFNN (x) = b0+
∑N

k=1 λkϕ (ωk, x). As usual, {ωk}N
k=1 are the hidden-layer

weights and {λk}N
k=1 are the output-layer weights. The most common activation

functions ϕ(b, ω, x) for the hidden units are sigmoidal for Multi-layer Perceptrons
(MLPs) and radially symmetric for Radial Basis Function Networks (RBFNs),
although other functions may be used [1]. Similar to kernel functions, the acti-
vation functions ϕ usually depends on a certain parameter γ, which is usually
named “gain factor” for sigmoidal functions or “width” for radial basis functions.

The architecture of the network (i.e., connections, number of hidden units and
activation functions) is usually fixed in advance, whereas the weights are learned
during the training process.

There exist, however, FNN models that sequentially construct the architec-
ture, so that the number of hidden units is a consequence of the learning process
rather than fixed a priori (for a review of constructive FNNs see, for example,
[6]). Among them, some models select the hidden-layer weights to be always a
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subset of the data, such as the Orthogonal Least Squares Learning algorithm
[3], Kernel Matching Pursuit with pre-fitting [4] and the Sequential Approxi-
mation with Optimal Coefficients and Interacting Frequencies algorithm [5]. At
every step, in order to select the hidden-layer weights of the new hidden unit,
every input example in the data set is temporarily installed in the network as
a hidden-layer candidate weights vector. Then, the optimal (in a least squares
sense) output-layer weights of the whole network are computed (by solving a
linear equations system). The input example that allows a greater reduction of
the whole error is selected. We will refer to these schemes as Support Vector
Sequential FNNs (SVSFNNs).

3 Comparing SVMs and SVSFNNs

3.1 Motivation

Apart from the structurally identical form of their respective output functions
(see section 2), a parallelism can be done between SVMs and SVSFNNs. On
the one hand, the number of terms of the approximation (support vectors or
hidden units, respectively) is a consequence of the learning process itself. On the
other hand, they share the property that the hidden-layer weights are always
a subset of the data, leading to sparse solutions. Only those input examples
that, according to their respective inductive bias, have some influence on their
respective approximations are present in the obtained solutions.

One of the disadvantages of SVSFNNs with respect to SVMs is that, due to
their greedy approach, SVSFNNs does not usually find a global minimum of the
problem. Nevertheless, finding a good local minimum is many times enough to
achieve good performance. In contrast, an advantage with respect to SVMs is
that the sparsity of the model is explicitly controlled.

The aim of this work is to compare SVMs and SVSFNNs with respect to
the accuracy of the obtained solutions, the quantity and quality of the support
vectors and the computational cost.

3.2 Methodologies

The following methodologies were followed in our experiments:

1. Preprocess the data.
2. SVMs: Choose a kernel.

SVSFNNs: Choose an activation function.
3. Select suitable parameters for the model.
4. SVSFNNs: Choose a stopping criterion.
5. Train and test the model.

Note that the only difference when comparing the respective methodologies
for SVMs and SVSFNNs is that a stopping criterion is provided to SVSFNNs.
This stopping criterion is used to stop the addition of new hidden units.



94 E. Romero and D. Toppo

Software. For SVMs, we used the LIBSVM software [7] For SVSFNNs, we used
our own implementation.

Preprocessing. Categorical attributes were converted to dummy variables. The
rest of the data were linearly scaled in [0, 1].

Kernel and activation function. SVM models were obtained using the fol-
lowing kernels: Gaussian e−γ‖u−v‖2

, 2-degree polynomial (γ u′v + 1)2 and sig-
moidal tanh(γ u′v). For SVSFNNs, equivalent activation functions (Gaussian
RBF, polynomial MLP and sigmoidal MLP) were used to obtain the networks.

Parameters. In order to perform the experiments in the (as much as possible)
same conditions both for SVMs and SVSFNNs, the following correspondence
between the parameters of the respective models can be made:

1. The γ parameter of the kernel can be considered equivalent to the MLP-gain
factor or RBF-width of the activation function (see section 2).

2. Similar to the restriction related to the C parameter for SVMs (see (1)), a
hidden-layer candidate weights vector was not considered valid for SVSFNNs
if the 2-norm of the solution (the output-layer weights) of its associated linear
equations system was greater than a certain value C, regardless of the error
reduction obtained with that vector.

In order to get adequate γ and C parameters for SVMs, a cross-validation
(CV) process was performed (using a grid search provided by the LIBSVM soft-
ware). The parameters with the best CV accuracy were kept to build the model.
For SVSFNNs, the γ found for SVMs was set as the starting point of the search
of the MLP-gain factor or RBF-width. The C parameter was set to the value
found for SVMs. This process was repeated for every kernel function.

Stopping criterion. For SVSFNNs, an early stopping procedure with a vali-
dation set was used. No more hidden units were added when the error on the
validation set (see below) did not improve for 5 consecutive hidden units.

Train and test the model. For the early stopping procedure performed by
SVSFNNs, a validation data set must be provided. Depending on the number of
available data, different resampling techniques were used.

When the number of examples in the data set was considered small, a double
CV (2CV) procedure was performed as follows. A simple ν-fold CV splits the
data set into ν folds of equal size (one fold is used to test the model, and the
remaining ν − 1 folds to obtain the model). The 2CV procedure performs an
internal (ν − 1)-fold CV with the ν − 1 folds of the simple (external) ν-fold CV.
It considers ν − 2 folds to train the network, and the last one to validate it.
Finally, the obtained model is tested with the test fold of the external ν-fold
CV. This procedure is repeated for every test fold of the external ν-fold CV.

When the number of examples in the data set was considered sufficient, no
2CV was applied. A fixed subset was used to test the models and a simple CV
procedure was applied to the rest of the data in order to obtain the models.
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Table 1. Description of the benchmark data sets used. The column ’#Var’ shows
the number of variables, the column ’#Cla’ the number of classes and the column
’#Examples’ the number of examples.

Data Set #Var #Cla #Examples Missing

Abalone 8 6 4,177 No
Australian Credit 15 2 690 Yes
German Credit 20 2 1,000 No

Pima Indians Diabetes 8 2 768 Yes
Hepatitis 19 2 155 Yes

Ionosphere 33 2 351 No
Sonar 60 2 208 No

To be as fair as possible for the comparison, the validation sets used by
SVSFNNs, needed by the early stopping procedure, were not used for SVMs.
Therefore, the training and test data sets and the number of training and test
processes were exactly the same for SVMs and SVSFNNs.

4 Experiments

4.1 Data Sets

Several data sets from the UCI repository were used for the comparison, namely
Abalone, Australian Credit, German Credit, Pima Indians Diabetes, Hepatitis,
Ionosphere and Sonar. Table 1 shows a brief description of these data sets. A
10-9-fold 2CV (an external 10-fold CV and an internal 9-fold one) was performed
for all the data sets except for the Abalone one, that was split into 3,132 examples
to obtain the model (with a 9-fold CV) and 1,045 examples to test it.

4.2 Results

Table 2 shows the results obtained with SVMs and SVSFNNs, using the method-
ology previously described, for the following activation functions: Gaussian, poly-
nomial and sigmoidal. The average results of the cross-validation processes (test
accuracies) are shown. Columns #SV and #HU indicate the average number of
support vectors and hidden units for SVMs and SVSFNNs, respectively.

Accuracies found with SVSFNNs are similar to those for SVMs. Actually, re-
sults found with SVSFNNs are a little better than the results for SVMs. However,
these differences are not considered as qualitatively important. They can be ex-
plained by the respective search procedures of the γ parameter (more exhaustive
for SVSFNNs than for SVMs) and by the stopping criterion for SVSFNNs.

The number of support vectors (hidden units) are in the same range for every
data set, regardless of the kernel/activation function used. It is noteworthy that
the number of hidden units/support vectors was much lower for SVSFNNs than
for SVMs. This can be explained because the objective of SVSFNNs is that of
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Table 2. SVM and SVSFNN results with the Gaussian e−γ‖u−v‖2
(top), polynomial

(γ u′v + 1)2 (middle) and sigmoidal tanh(γ u′v) (bottom) kernel/activation functions.

SVM SVSFNN
Data Set γ Test % #SV γ Test % #HU

Abalone 0.5 72.25 2,187.0 0.25 73.34 5.89
Australian credit 0.33 67.54 488.4 0.2 70.04 3.42
German credit 0.009 76.00 506.8 0.075 76.09 6.64

Pima Indians Diabetes 0.009 75.85 393.0 0.1 78.87 5.42
Hepatitis 0.008 100.00 46.4 0.075 100.00 12.69

Ionosphere 0.072 94.29 90.9 0.1 95.49 2.78
Sonar 0.09 85.71 129.8 0.25 86.12 9.14

Abalone 0.5 73.21 2,211.0 0.4 72.72 12.56
Australian credit 0.008 67.82 455.7 0.025 70.08 2.76
German credit 0.008 75.75 503.7 0.01 76.06 7.13

Pima Indians Diabetes 0.007 77.53 383.6 0.025 78.77 7.54
Hepatitis 0.008 100.00 43.5 0.008 100.00 16.52

Ionosphere 0.44 89.43 77.5 0.075 90.46 3.88
Sonar 0.44 82.24 86.2 0.005 85.96 6.21

Abalone 0.002 72.57 2,272.0 0.002 73.58 7.33
Australian credit 0.008 67.23 399.6 0.025 68.43 6.59
German credit 0.001 76.00 492.0 0.25 75.68 8.00

Pima Indians Diabetes 0.01 76.75 376.9 0.005 76.30 5.63
Hepatitis 0.008 100.00 54.5 0.008 99.93 14.37

Ionosphere 0.0007 80.57 91.2 0.072 82.55 3.09
Sonar 0.0004 75.71 126.4 0.001 75.01 5.79

minimizing the empirical error (the approximation to the data), and the only
(or at least the most important) way to control the complexity of the model
is by means of the number of hidden units. According to the Structural Risk
Minimization principle [2], in contrast, SVMs minimize a combination of the
empirical error and the complexity of the model, so that the number of terms is
not so important.

In addition, for every data set and activation function, all the hidden-layer
weights selected by an SVSFNN were also found among the support vectors of
the corresponding SVM model. This can be intuitively explained if we note that
both the SVSFNN and SVM solutions are expressed as a sum of hyperplanes,
each one defined by the inner product with an input example in the data set
(the support vectors in the SVM model). Support vectors are near the decision
boundary. Therefore, these examples are also likely to be selected as the most
discriminating ones for SVSFNNs (recall that only the input examples in the
data set are considered as the hidden-layer candidate weights vectors).

For SVSFNNs, numerical problems were encountered in some cases, moti-
vated by the bad conditioning of the matrix of the associated linear equations
systems. The computational times were lower for SVMs than for SVSFNNs. We
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cannot directly compare the execution times, because the respective methods
were implemented with different programming languages and implementation
optimizations. The publicly available LIBSVM software was implemented in C,
and we used C++ to implement SVSFNNs. With these implementations, the
relative execution times for SVSFNNs ranged between 1.6 and 6.2 times the
mean execution time for SVMs.

5 Conclusions and Future Work

The experiments in this work can be seen as a comparison of the respective
inductive bias of SVMs and FNNs. When both models are restricted to use
similar kernels/activation functions and hidden-layer weights, their accuracies
are very similar, with a high correlation between their performance with the
same kernels/activation functions.

One might wonder if the performance of SVMs and FNNs may be more influ-
enced by the fact that hidden-layer weights are a subset of the data rather than
by their respective inductive bias It would be worthy to perfrom a comparison
with other models that also select their hidden-layer weights within the data,
such as the Relevance Vector Machine [8], for example.

Note that sequential FNNs tested in this work can be directly extended in
several ways that SVMs cannot (or at least not so easily). First, any activation
function can be used, without the restriction to be a kernel function. Second, they
can be easily extended to be able to deal with heterogeneous data [9], without
the necessity to construct specific kernels for every type of heterogeneity (any
similarity could indeed be used).
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5. Romero, E., Alquézar, R.: A Sequential Algorithm for Feed-forward Neural Networks
with Optimal Coefficients and Interacting Frequencies. Neurocomputing 69(13-15)
(2006) 1540–1552

6. Kwok, T.Y., Yeung, D.Y.: Constructive Algorithms for Structure Learning in Feed-
forward Neural Networks for Regression Problems. IEEE Transactions on Neural
Networks 8(3) (1997) 630–645



98 E. Romero and D. Toppo

7. Chang, C.C., Lin, C.J.: LIBSVM: A Library for Support Vector Machines (2002)
http://www.csie.ntu.edu.tw/∼cjlin/libsvm.

8. Tipping, M.: Sparse Bayesian Learning and the Relevance Vector Machine. Journal
of Machine Learning Research 1 (2001) 211–244
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Abstract. In this paper, a new learning method is proposed to build
Support Vector Machines (SVMs) Binary Decision Functions (BDF) of
reduced complexity and efficient generalization. The aim is to build a
fast and efficient SVM classifier. A criterion is defined to evaluate the
Decision Function Quality (DFQ) which blendes recognition rate and
complexity of a BDF. Vector Quantization (VQ) is used to simplify the
training set. A model selection based on the selection of the simplification
level, of a feature subset and of SVM hyperparameters is performed to
optimize the DFQ. Search space for selecting the best model being huge,
Tabu Search (TS) is used to find a good sub-optimal model on tractable
times. Experimental results show the efficiency of the method.

1 Introduction

Data mining is considered as one of the challenging research fields of the 21th

century. Extracting knowledge from raw data is a difficult problem which cov-
ers several disciplines: Artificial Intelligence, Machine Learning, Statistics, Data
Bases. Machine learning methods aim at providing classification methods which
induce efficient decision functions. Among all possible inducers, SVMs have par-
ticular high generalization abilities and became very popular these last years.
However decision functions provided by SVMs have a complexity which increases
with the training set size [1,2,3]. Therefore, time processing with SVMs on huge
datasets is not directly tractable. In recent years, there has been a lot of interest
to improve learning methods using SVMs. One way is to optimize the SVM al-
gorithm [1,4] to solve the associated quadratic problem. Other approaches use a
simplification step to reduce the training set size [2,3,5,6,7]. For learning meth-
ods using SVM, model selection is critical. Many studies have shown that SVM
generalization efficiency depends on the choices of SVMs parameters [8,9,10].
Other studies [11] have shown that multiclass SVMs are efficient if an efficient
model selection is performed for each involved binary SVM. Therefore, as re-
gards these considerations, new approaches aim at merging simplification step
and model selection [5,3]. Although the SVM algorithms are lesser sensitive to
curse of dimensionality [12], dimension reduction techniques can improve the

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 99–107, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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efficiency of SVMs [8,10,12]. Our approach aims at unifying feature selection,
simplification of training set and hyperparameters tuning as a complete model
selection in order to produce efficient and low complexities BDFs with SVMs.
For this new model selection method, a criterion named DFQ has been defined
which takes into account the recognition rate of the BDF but also the number of
support vectors (SV) and the number of features selected. For the simplification
of the training set, the LBG algorithm used in vector quantization field [13] has
been retained because it can produce good prototypes representing the initial
dataset. Moreover the simplification level is controled by a single integer pa-
rameter whose values are few and can range from extreme simplification with
only one prototype by class to no simplification. However, the proposed learning
method is sufficiently general to be extended to other simplification methods. To
have a proper tuning of hyperparameters and an accurate selection of relevant
features, an adapted TS method is proposed for SVM model selection since usual
SVM model selection have local minima [14]. Moreover TS has proved its suit-
ability for such model selection problems [15,16]. The section 2 gives overviews
and definitions used by our model selection method. The section 3 describe this
new method and section 4 gives experimental results with it.

2 Overviews and Definitions

Support Vector Machines (SVM): SVMs were developed by Vapnik accord-
ing to structural risk minimization principle from statistical learning theory [17].
Given training data (xi, yi), i = {1, . . . , m}, xi ∈ R

n , yi ∈ {−1, +1}, SVM maps
an input vector x into a high-dimensional feature space H through some map-
ping function φ : R

n → H, and constructs an optimal separating hyperplane
in this space. The mapping φ(·) is performed by a kernel function K(·, ·) which
defines an inner product in H. The optimal solution α∗ of corresponding convex
quadratic programming problem [17] specifies the coefficients for the optimal
hyperplane w∗ =

∑m
i=1 α∗

i yiφ (xi). The SV subset (i.e., α∗
i > 0) gives the BDF

h(x) = sign(f(x)) with f (x) =
∑

i∈SV α∗
i yiK (xi, x) + b∗ where the threshold

b∗ is computed via the SVs [17]. SVMs being binary classifiers, several binary
SVMs classifiers are combined to define a multi-class SVM scheme [11].

Vector Quantization (VQ): VQ is a classification technique used in the com-
pression field [13]. VQ maps a vector x to another vector x′ that belongs to
m′ prototypes vectors which is named codebook. The codebook S′ is built from a
training set St of size m (m >> m′). The algorithm must produce a set S′ of pro-
totypes which minimizes the distorsion d′ = 1

m

∑m
i=1 min1≤j≤m′ d(xi, xj) (d(., .)

is a L2 norm). LBG is an iterative algorithm [13] which produces 2k prototypes
after k iterates.

Decision Function Quality (DFQ): We consider that the DFQ of a given
model θ depends on the recognition rate RR but also on the complexity CP of
the DF hθ when processing time is critical. Let q(hθ) = RR(hθ)−CP (hθ) be the
DFQ. For SVMs the complexity of the DF depends on the number of both SVs
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and selected features. The empirical model we propose to model the complexity
of a SVM BDF is: CP (hθ) = cp1 log2(nSV ) + cp2 log2(cost(β)). β is a boolean
vector of size n representing selected features. Constants cp1 and cp2 fix the
trade-off between classification rate improvement and complexity reduction. Let
κi denote the cost for the extraction of the ith feature, the value of cost(β) linked
to the subset of selected features is defined by: cost(β) =

∑
βiκi. When these

costs are unknown, κi = 1 is used for all features. Strictly speaking, a doubly of
the number of SVs (extraction cost) is accepted in our learning method if it is
related to a recognition rate increase of at least cp1 (repectively cp2).

Tabu Search (TS): TS is a metaheuristic for difficult optimization prob-
lems [15]. TS belongs to iterative neighbourhood search methods. The gen-
eral step, at the it iteration, consists in searching from a current solution θit

a next best solution θit+1 in a neighborhood. This new solution may be less
efficient than the previous one, however it avoids local minimum trapping prob-
lems. That is why, TS uses short memory to avoid moves which might led to
recently visited solutions (tabu solutions). TS methods generally use intensi-
fication and diversification strategies (alternately). In a promising region of
space, the intensification allows extensive search to optimize a solution. The
diversification strategy enables large changes of the solution to find quickly an-
other promising region. Although the basic idea of TS is straightforward, the
choice of solution coding, objective function, neighborhood, tabu solutions defin-
ition, intensification and diversification strategies, all depend on the application
problem.

3 New Model Selection Method

The idea of our method is to produce fast and efficient SVM BDF using few
features and SVs. A SVM is therefore trained from a small dataset S′

t repre-
sentative of the initial training set St in order to reduce the complexity of the
BDF and consequently training time. The LBG algorithm has been used to per-
form the simplification (reduction) of the initial dataset. Algorithm in Table 1
gives the details of this simplification1. As the level of simplification k cannot
be easily fixed in an arbitrary way, a significant concept in our method is to
regard k as variable. The optimization of SVM DFQ thus requires for a given
kernel function K the choice of: the simplification level k, the feature subset
β, the regularization constant C and kernel parameter σ. The search of the
values of those variables is called model selection. Let θ be a model and kθ,
βθ, Cθ, σθ be respectively the values of all the variables to tune. The search
for the exact θ∗ which optimizes the DFQ not being tractable, we decided to
use tabu search as metaheuristic. Let the model θ be a vector of n′ integer
values2 with (θ1, . . . , θn′) = (β1, . . . , βn, k, C′, σ′). A move for TS method is
1 To speed up model selection, at each new value of k, the simplification result is

stored for future steps which might use the same simplification level.
2 Cθ = 2C′/2 with C′ ∈ [−10, . . . , 20] (inspired by the grid search method [4]).
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Table 1. Algorithm synopsis

Simplification(S,k) SVM-DFQ(θ,Sl)
S′ ⇐ ∅ (St, Sv) ⇐ Split(Sl)
FOR c ∈ {−1, +1} S′

t ⇐ Simplification(St,kθ)
| T = {x | (x, c) ∈ S} hθ ⇐ TrainingSVM(S′

t,Kβθ
,Cθ,σθ)

| IF 2k < |T | THEN T ′ ⇐ LBG(T, k) RR ⇐ mcorrect
−1

2m−1
+

mcorrect
+1

2m+1

| ELSE T ′ ⇐ T CP ⇐ Complexity(hθ)
| S′ ⇐ S′ ∪ {(x, c) | x ∈ T ′} q(θ) ⇐ RR − CP

RETURN S′

Intensification(θit) Diversification(θit)
IF q(θit) > ηpromising · q(θbest−known) δ ⇐ nfailure+1

THEN Θnext ⇐ ExtensiveSearch(θit) i ⇐ SelectEligibleVariable
ELSE Θnext ⇐ FastExtensiveSearch(θit) Θnext ⇐ TwoMove(θit, i, δ)

θit+1 ⇐ BestNotTabu(Θnext) θit+1 ⇐ BestNotTabu(Θnext)
IF q(θit+1) > q(θintensification ) IF q(θit+1) > q(θdiversification )
THEN THEN

θintensification ⇐ θit+1 θdiversification ⇐ θit+1

nWithoutImprove ⇐ 0 ndiversification ⇐ ndiversification + 1
ELSE IF ndiversification > nmax · nfailure

nWithoutImprove ⇐ nWithoutImprove + 1 THEN
IF nWithoutImprove > nmax θit+1 ⇐ θdiversification
THEN stategy ⇐ Intensification

nfailure ⇐ nfailure + 1
stategy ⇐ Diversification

IF nfailure > nmax
failureTHEN STOP

to add or substract δ (δ = 1 for a basic move in intensification strategy) to
one of those integer variables (i.e., θit+1

i = θit
i ± δ). The synopsis in Table 1

gives the details of the estimation of DFQ q(θ) from a model θ and a learn-
ing set Sl with q(θ) ≡ SVM-DFQ(θ, Sl) the objective function to optimize. St,
Sv sets produced by Split function (|St| = 2

3 |Sl|, |Sv| = 1
3 |Sl|) respectively

indicate the bases used for SVM simplification step (training dataset) and for
recognition rate estimation (validation dataset). This dissociation is essential to
avoid the risk of overfitting when empirical estimation is used. For a given class
y ∈ {+1, −1}, my represents the number of examples and mcorrect

y the correctly
identified ones. This evaluation is more adapted when unbalanced class data are

used. The kernel functions used is : Kβ(xi, xj) = exp
(

−
n∑

l=1
βl(xi,l − xj,l)2/σ2

)

with xi,l the l th feature of example i. Feature selection is embedded in kernel
functions by using β binary vectors (σ = 2σ′/2 and σ′ have the same range
that C′ in θ representation). The model selection TS algorithm has to deal with
two kinds of problems. Firstly, testing all moves between two iterations with a
great number of features can be time expensive. In particular, it is a waste of
time to explore moves which are linked to features when the actual solution is
not sufficiently promising. Therefore, intensification strategy focusing on moves
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which are only linked to SVM hyperparameters or simplification level is more
efficient to discover fastly new promising regions. Secondly, it is difficult for TS
method to quickly escape from deep valleys of poor solutions when only using
the short memory and resulting not taboo solutions. Using more diversified so-
lutions can overcome this problem. This is dealt by increasing step size (δ > 1)
of moves and by forcing to use all types of moves (except feature selection moves
for previous reason) in diversification strategy. Table 1 gives details of these
two strategies. In intensification sysnopsis, ExtensiveSearch explores all eli-
gible basic moves, whereas FastExtensiveSearch explores only eligible basic
moves which are not related to feature selection (i.e. changing the value of β).
ηpromising controls when the actual solution is considered as sufficiently promis-
ing. The set of all solutions θ which are tabu at the it iteration step of TS is:
Θit

tabu = {θ ∈ Ω | ∃ i, t′ : t′ ∈ [1, . . . , t], θi �= θit−1
i ∧ θi = θit−t′

i } with Ω the
set of all solutions and t an adjustable parameter for the short memory used by
TS (for experimental results t =

∑n′

i=1 max(θi) − min(θi)). BestNotTabu corre-
sponds to the best solution on all possible moves from θit which are not tabu
at this iteration. nmax is the maximum number of intensification iterations for
which no improve of the last best intensification solution (θintensification) are
considered as failure of the intensification strategy. In diversification sysnopsis,
an eligible variable (those which do not have a relationship with features) is se-
lected (SelectEligibleVariable) and a jump of ±δ is performed by modifying
the random selected variable in the actual solution. There are the two only ex-
plored moves (TwoMove) and this forces diversification. The jump size increases
with the number of successive failures (nfailure) of the intensification strategy
in order to explore more and more far regions. During the diversification iter-
ations, the best visited solution is stored (θdiversification) and selected as the
start solution for the next intensification step. At any time of TS exploration,
if aspiration is involved, strategy automatically switch to intensification and the
number of failures is reseted (nfailure = 0). The TS is stopped when the number
of failures is higher than a fixed value and the best known solution is returned.

4 Experimental Results

We used the following datasets described in Table 2 (m, nc and n are respec-
tively the number of: examples, classes and features). Adults and Shuttle come
from UCI repository [18], Web from [1] and ClassPixels from [7]. Learning and
test sets contain respectively 2/3 and 1/3 of initial datasets. Test sets are used

Table 2. Datasets description

bases m nc n
Shuttle 58000 6 9
Adults 45222 2 103
Web 49749 2 300
ClassPixels 224636 3 27

to estimate recognition rate (RR) after model
selection. For multiclass classification prob-
lem, the one-versus-all decomposition scheme
is used. It produces nc (number of class) bi-
nary classification problems [11]. For each one
a model selection is realized. Figures 1(a)
to 1(c) illustrate model selection experi-
ments with Gaussian kernel for different
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Fig. 1. Best recognition rate (a) and number of SVs (b) of BDF for a given simplifi-
cation level k. Grid search method are used to select best model (C,σ). (c) gives total
training time in seconds for grid search at each simplification level k.

simplification levels. Figure 1(a) shows that the level for which increasing train-
ing set size does not significantly improves recognition rate depends on dataset
(i.e. importance of redundancy in dataset). Figure 1(c) shows that direct training
with the whole dataset is time expensive for model selection. Moreover, complex-
ity of decision function (fig. 1(b)) is directly linked to training set size of this
one.

The objective of our learning method is to automatically select different pa-
rameters for producing SVM BDF which optimize the DFQ. However new pa-
rameters have been introduced and this can be problematic. Next experiments
show how to deal with them. Our learning method is applied3 on Adults dataset
and table 3 (top) shows that an increase of ηpromising reduces the learning time
without reducing quality of solution. Experiments with other datasets gave the
same results and ηpromising can be fixed at 99%. Similar experiments have shown
that a good compromise between learning time and quality of produced solution
is nmax = 5 and maximum of accepted failure nmax

failure = 5.
Tables 3 (middle and bottom) illustrates the complexity evolution obtained

with our learning method by using different penalties (cp1 and cp2). Results
show that higher penalties significantly reduce the number of SVs, the number
of selected features and learning time while the recognition rate decrease is low
if penalty is not too high. Of course good compromise depends on the considered
application. Another interesting observation for a multiclass SVM scheme is that
selected simplification levels could be different for each binary SVMs (Shuttle
set in tab. 3). If training time are compared to the classical grid search methods
without simplification of training set (fig. 1(c)), training time is greatly reduced
(except for very low penality and feature selection) whereas our method preforms
in addition feature and simplification level selection. Let nk be the number of
solutions θ examined by TS for which simplification level is equal to k. Global
SVM training time of our method is O(

∑
nk(2k)γ) with γ ≈ 2. The examination

of our method shows that nk decreases while k increases. This effect increases
when cp values increases and explains the efficient training time of our method. In

3 Starting solution is: k = �log2(m/nc)/3�, C′ = 0, σ′ = 0 and nfeature = n.



A New Model Selection Method for SVM 105

Table 3. Top: Influence of ηpromising for model selection (Adults dataset, cp1 = cp2 =
10−3). Middle: Trade off between recognition rate and complexity (Adult(A) or Web(W)
dataset, ηpromising = 99%). Bottom: Models selection for one-versus-all scheme (Shuttle
dataset, ηpromising = 99%). For all tables Tlearning is the learning time for model selec-
tion in seconds, nfeature is the number of selected features, DFQ is computed on the
validation dataset (value of RR in DFQ criterion) and selected model RR is evaluated
on a test dataset.

ηpromising Tlearning k log√
2(C) log√

2(σ) nVS nfeature RR DFQ
99.5 % 6654 6 0 0 50 9 79.3% 0.789
99.0 % 9508 1 -3 6 4 22 81.7% 0.803
98.0 % 160179 4 0 8 18 20 81.1% 0.804
95.0 % 195043 0 10 5 2 41 81.9% 0.803
0.0 % 310047 12 1 5 3286 44 81.8% 0.805

with feature selection without
S cp1 = cp2 Tlearning k nVS nfeature RR DFQ Tlearning k nVS RR DFQ
A 0.0100 5634 0 2 44 81.5% 0.762 1400 0 2 79.4% 0.789
A 0.0020 16095 4 12 44 81.9% 0.793 2685 3 6 79.9% 0.800
A 0.0001 127096 10 764 55 81.8% 0.817 7079 13 5274 81.7% 0.811
W 0.1000 4762 1 3 44 82.2% 0.598 1736 1 3 84.1% 0.695
W 0.0100 25693 2 5 149 87.3% 0.846 4378 5 39 87.5% 0.835
W 0.0010 197229 9 506 227 89.7% 0.881 18127 11 730 90.4% 0.898

cp1=cp2= 0.01 cp1=cp2= 0
BDF Tlearning k nVS nfeature RR Tlearning k nVS nfeature RR

1-vs-all 207 4 7 2 99.85% 38106 15 127 3 99.83%
2-vs-all 67 0 2 1 99.93% 14062 10 20 3 99.95%
3-vs-all 45 0 2 1 99.94% 7948 11 38 3 99.95%
4-vs-all 152 5 9 2 99.91% 31027 14 63 4 99.94%
5-vs-all 44 3 2 1 99.98% 36637 7 13 2 99.96%
6-vs-all 113 2 5 1 99.97% 394 6 24 6 99.97%

(a) Microscopic image. (b) Expert segmentation. (c) Pixel classification.

Fig. 2. Pixel classification (RR = 90.1%) using feature extraction cost

our last experiments, pixel classification is performed for microscopical images.
On such masses of data, the processing time is critical and we can assign a weight
to each color feature of pixel: let κi = n · Ti/T be the weight with Ti the time
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to extract the ith color feature (T =
∑

i∈[1,...,n] Ti). With our model selection
method, pixel classification (fig. 2) can be performed with only 7 SVs and 4 color
features (see [7] for further details).

5 Conclusions and Discussions

A new learning method is proposed to perform efficient model selection for SVMs.
This learning method produces BDFs whose advantages are threefold: high gen-
eralization abilities, low complexities and selection of efficient features subsets.
Moreover, feature selection can take into account feature extraction cost and
many kinds of kernel functions with less or more hyperparameters can easily
be used. Future works will deal with the influence of other simplification meth-
ods [2,6,5]. In particular, because QV methods can be time expensive with huge
datasets.
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Abstract. Leave-one-out Cross Validation (LOO-CV) gives an almost
unbiased estimate of the expected generalization error. But the LOO-CV
classical procedure with Support Vector Machines (SVM) is very expen-
sive and cannot be applied when training set has more that few hun-
dred examples. We propose a new LOO-CV method which uses modified
initialization of Sequential Minimal Optimization (SMO) algorithm for
SVM to speed-up LOO-CV. Moreover, when SMO’s stopping criterion
is changed with our adaptive method, experimental results show that
speed-up of LOO-CV is greatly increased while LOO error estimation is
very close to exact LOO error estimation.

1 Introduction

LOO-CV is an useful measure to estimate the generalization of an inducer [1].
Model selection is the main aim of LOO measure [2], especially when dataset
size is considered as too small to split it into training and test sets. SVM is an
efficient inducer, but training time increases quickly with training set size [3] and
it would be a bad candidate for model selection with direct LOO-CV. But others
properties of SVM made it a good candidate for smart LOO-CV [4,5]. Decoste
et al [4] and others [2,5] have proposed new methods to speed-up exact (or very
close) evaluation of LOO error with SVM. All these methods are based either
on changing initialization, stopping criterion, or both of SMO algorithm. Next
sections present an overview of speed-up LOO-CV methods and explain in what
way our method improves them. Many experimental results are also described
to highlight the efficiency of our method and to compare it with previous ones.

2 SVM and SMO Overview

Consider a data set S (S = {z1, ..., zm} = {(x1, y1), ..., (xm, ym)}) with m in-
stances (or examples) where each data information zi is a couple (xi, yi) with
yi ∈ {+1, −1} and xi ∈ R

n. The main task for training SVM is to solve the
following dual quadratic optimization problem [6]:

min
α

W (α) = 1
2

∑
αiαjQij −

∑
αi (1a)

subject to 0 ≤ αi ≤ C and
∑

αiyi = 0 (1b)

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 108–115, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Speed-Up LOO-CV with SVM Classifier 109

with Qij = yiyjK(xi, xj) and K(xi, xj) is a kernel function. Let us define (see
[7] for more details on those formulations):

Gi =
∑

αjQij − 1 (2a)

Iup(α) ≡ {t|αt < C, yt = +1 or αt > 0, yt = −1} (2b)
Ilow(α) ≡ {t|αt < C, yt = −1 or αt > 0, yt = +1} (2c)

m(α)= −yi1Gi1 |i1 =argmax
i∈Iup

−yiGi, M(α)= −yi2Gi2 |i2 =argmin
i∈Ilow

−yiGi (2d)

A solution α is optimal for problem (1) if and only if [7]

m(α) < M(α) (3)

Let α∗ be an optimal solution and {I0, Im, Ibound} a partition of examples indexes
I = {1, . . . , m} in function of α values with I0(α) ≡ {t|αt = 0}, Im(α) ≡ {t|0 <
αt < C}, Ibound(α) ≡ {t|αt = C}. A decision function h produced by SVM has
the following expression:

h(x) = sign (f(x)) , f(x) =
∑

α∗
i yiK(xi, x) + b∗ (4)

with b∗ = −yiG
∗
i , ∀i ∈ Im(α∗) and f the output of SVM [6].

An efficient iterative algorithm named SMO was proposed by Platt [3] to
find optimal solution of (1) by using test condition (3). The main idea of this
algorithm is that at each iteration only two variables αi1 and αi2 are modified to
decrease (1a) value. The synopsis of SMO is given by algorithm 1. ε = 10−3 and
∀i : αi = 0, Gi = −1 are classical default initialization values for SMO. As SMO
is only asymptotically convergent, the previous ε value is an efficient admissible
choice for checking optimality [7]. Without any kind of information on optimal
solution localization, α = 0 (W (α) = 0) is a efficient starting solution [3]. Mainly,
because for other α values, Gi values must be computed using (2a), which is time
expensive. But also because objective initial value could be worst (i.e. W (α) > 0)
and increase the number of iterations for convergence. In order to have the lowest
number of iterations for SMO, the procedure BestCouple must select i1 and
i2 which produce the maximum decrease of (1a) [3]. Variation of (1a) when only
two variables are modified is equal to:

ΔW (i1, i2) = Δαi1Gi1 + Δαi2Gi2 + Δαi1Δαi2Qi1,i2

+ 1
2

(
Δα2

i1Qi1,i1 + Δα2
i2Qi2,i2

) (5)

Algorithm 1. SMO(α,G,ε)
while m(α) − M(α) > ε do

(i1,i2)=BestCouple()

(Δαi1 ,Δαi2 )=OptimalVariation(i1,i2)
(α,G)=Update(α,G,(i1,Δαi1 ),(i2,Δαi2))

end while
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Search of optimal couple with equation (5) is time expensive (O(m2)), and
heuristics were proposed (see [7] and references in). The most common one is to
select the couple which maximum violates the stopping criterion of SMO (i.e. re-
spectively i1 and i2 in equations (2d)). A recent alternative is to select the first
αi using previous heuristic (i1 for example) and to use equation (5) to select
the second [7]. After selecting good candidates, the OptimalVariation pro-
cedure computes Δαi1 and Δαi2 values in order to have the maximal decrease
of W (see [3,7] for more details). The Update procedure uses (6) to compute
variations of G values in function of Δαi1 and Δαi2 .

∀j : ΔGj = Δαi1Qj,i1 + Δαi2Qj,i2 (6)

3 Speed-Up LOO-CV

LOO-CV definition: Let hS
θ be the decision function produced by a learning

algorithm with training set S. θ is the set of parameters (also named model) used
by the training algorithm. The error eLOO measured by LOO-CV procedure is
defined by:

eLOO(θ) =
1
m

∑m

i=1
l
(
hSi

θ (xi), yi

)
(7)

with Si = S\{zi} training sets and l(x, y) =
{

0 if x = y
1 else the loss function.

LOO error and SVM relation: For many training algorithms, the estimation
of eLOO is realized by m trainings on Si datasets. A better way to do this with
SVMs is to first realize a training with all the m examples. This first optimal
solution α∗ provides several useful informations [5]. Those informations allow to
determine values of l(hSi

θ (xi), yi) without any training with several datasets Si.
For example: hSi

θ (xi) = yi, if αi = 0 in α∗ (see [5] for more details). Let ILOO
denote set of examples for which SVM trainings with datasets Si are necessary.
Experimental results in [5] illustrate how the size of those set changes in func-
tion of θ. Those results show that the rate |ILOO|/m is not negligible for many
models θ. Then, model selection using LOO-CV is always time expensive when
m increases, even if only |ILOO| SVM trainings must be realized. To speed-up
those SVM trainings, two possibilities exist: (1) the solution of first training with
S could help to determine a better α̃ starting solution for SMO (and associated
G̃ values), (2) ε stopping value of SMO could be increased. For the next sections,
let αS , GS denote the final results of SMO training with S.

Alpha Seeding methods: DeCoste and Wagstaff named Alpha Seeding (AS-
SMO) a method which determines α̃ next SVM initial solution in function of
previous SVM trainings [4]. For LOO-CV with SVM, a starting solution α̃ with
α̃i = 0 is deduced from αS to realize SVM training with Si datasets. α̃i=0 re-
flects the fact that example zi is removed from training set S. Moreover, the
modification of αS must respect contraints (1b) to produce a α̃ feasible solution.
To have speed-up effect, starting solution α̃ must be near optimal solution α̃∗.
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Initially proposed method [4] consists in uniformly adding an equal portion of
αi to each in-bound αj within the same class (i.e. j ∈ Im, yj = yi and j �= i). αi

is then decreased in the same proportion. Due to constraint (1b), α̃i = 0 could
fail, then this action is repeated with remaining in-bound α̃j until α̃i = 0. The
main problem with this method is that many αi variables are modified. The
computation cost for updating G̃ values from GS is then too high. Lee et al no-
ticed this problem and proposed a method which changes only few variables [5].
The main idea is to redistribute an amount δ from αi to αk (i.e. Δαi = −δ and
Δαk = yiykδ) and to select k ∈ Im(αS) in order to reduce magnitude variation of
G. This corresponds to solve: k = argmin

k∈Im,k�=i
(max

j
|ΔGj |) with k ≡ i1 and i ≡ i2 in

(6). This problem has however a too high complexity. Lee proposes as a heuristic
to look only at variations of Gk (see [5] for more details). This corresponds to
solve the simplified problem : k = argmin

k∈Im,k�=i
(|ΔGk|) and to make the hypothesis

that all other ΔGi have same or less magnitude variations than |ΔGk| when αk

is modified. This procedure is repeated until α̃i = 0.

New AS-SMO method: Previous studies highlight that an efficient AS-SVM
method must modify the lesser possible variables in αS for a reduce of G update
cost. It must also produce a starting solution α̃ for which SMO algorithm has a
minimum of iterations to reach the stopping condition. DeCoste et al method [4]
focuses only on second key point by making the hypothesis that building a close
and valid solution α̃ from αS produces a solution near the optimal, but neglecks
completely the first point. Lee et al method [5] advantages the first point and
manages the second point by taking into account heuristic informations. Our
proposed method tries to deal with those two key points at the same time.
The main idea is to search which αk variable allows by its modification, to
decrease αi to zero in respect to contraints (1b) and has the lowest W (α̃) (i.e.,
nearest to optimal solution α̃∗). The synopsis of this new method is resumed
in algorithm 2 with I1(α, i) = {k|0 ≤ αk + ykyiαi ≤ C, k �= i} the set of αk

variables which allow to have αi = 0 under contraint (1b) by modifying only
one of them, Iδ(α, i) = {k|∃δ > 0 : 0 ≤ αk + ykyiδ ≤ C, k �= i} the set of αk

variables which allow to decrease αi and δmax(k, i) the maximal decrease of αi

when only αk is modified. (α̃,G̃)=AS-SMO(αS ,GS ,i) are initialization values of

Algorithm 2. AS-SMO(α,G,i)
while αi > 0 do

if I1(α, i) �= ∅ then
Δαi = −αi, Δαk = ykyiαi with k = argmax

k∈I1(α,i)
−ΔW (k, i)

else
k = argmax

k∈Iδ(α,i)
[ΔWmax − ΔW (k, i)] · δmax(k, i) with ΔWmax = argmax

k∈Iδ(α,i)
ΔW (k, i)

Δαk = ykyiδmax(k, i) , Δαi = −δmax(k, i)
end if
(α̃,G̃)=Update(α,G,(i,Δαi),(k,Δαk))

end while
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SMO when training set Si is used. In general case, when I1 is not empty, it
is possible to have αi = 0 by modifying only another αk variable. As regards
the first key point, this action has the lowest cost. When I1 has more than one
element, which is generally true, the modified αk variable must be the one which
produces an α̃ starting SMO solution which has the lower W (α̃) value to deal
with the second key point. Δαi = −αi and Δαk = ykyiαi by using contraint
(1b). ΔW (i, k) is determined directly by using (5) and the optimal choice of k
has a time complexity of O(m). Paying attention to this method highlights a
strong similarity with one step of SMO algorithm, especially by comparing it
with second order SMO step in [7]. Computing cost for determination of α̃ from
αS is close to one SMO iteration for general case. In the rare case for which
|I1| = ∅, more than one α variable must be modified. The approach is a greedy
one and is guided by a criterion which makes a trade-off between bringing α̃ close
to optimal and decreasing greatly αi in order to have few α modified variables.

Stopping ε value change: SMO implementations [8] use low values of ε to
ensure efficient solution as regards theoretical convergence criterion. This has
for effect that the reponse of decision function does not change for many itera-
tions [9]. It is then natural to want to increase ε value in order to stop earlier
SMO algorithm. But the problem is to select an efficient ε. Too high ε leads too
early stopping and the solution does not correspond to the SVM problem. Too
low ε does not sufficiently decrease the number of iterations of SMO. Lee [2]
compares eLOO variations between ε = 10−1 and classical ε = 10−3 with sev-
eral datasets and hyperparameters values. Conclusion is that eLOO estimations
are very similar for both ε values, but training time is greatly reduced using
ε = 10−1. In [5] an adaptive ε method is proposed. The main idea is to stop
SMO algorithm, step by step, for ε ∈ [10−1, 10−2, 10−3] and to use a heuristic
criterion to test if SMO must continue (see [5] for more details). The advantage is
that eLOO estimation is more accurate than with the previous method. The dis-
advantage is that speed-up is reduced mainly because more than one evaluation
of the SVM output (4) must be realized [5].

New adaptive method: Taking into account that an efficient stopping ε value
for SMO training with dataset S must be also efficient for training with datasets
Si, due to the closeness of S and Si datasets, our new proposed method uses
the first training not only to produce an αS helpful guidline for SMO, but
also to deduce an efficient εLOO for LOO-CV with AS-SVM. Let Wt ≡ W (αt),
Qt = |(Wt − W∞)/W∞| and ΔMt ≡ m(αt) − M(αt) respectively denote values
of the objective function, a proximity measure of optimal solution and max-
imum violation of KKT criterion at SMO iteration t. As W∞ could not be
evaluated, SMO classic ending is used: W∞ = Wtmax with tmax the number
of SMO iterations when training set is S and ε = 10−3. Let tε be the first
SMO iteration for which ∀t ≥ tε : ΔMt < ε. An ε choice is efficient if Qtε is
close to zero. Let Qtε ≤ 10−3 be a transcription of ”Qtε is close to zero” and
tS = max

1≤t≤tmax
{t|Qt > 10−3} be the last SMO iteration with training set S for

which this condition is not true. The εLOO corresponding choice is determined
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by using Wt and ΔMt recorded values with this one SMO’s training:

εLOO = min
1≤t≤tS

ΔMt (8)

4 Experimental Results

Table 1. Datasets information

Data sets (S) n |S|
Australian (Au) 14 390

Heart (He) 13 180
German (Ge) 24 400
Adult (Ad) 123 1605

For experiments, four datasets are used.
Three are from Statlog collection: Aus-
tralian (Au), Heart (He) and German
(Ge). Fourth one is from UCI collection:
Adult (Ad). General information about
used datasets are provided in table 1 where
n and |S| are respectively the number of fea-
tures of examples and the training set sizes.
Let T LOO

M and nniter
M be respectively total training time and total number of it-

erations to evaluate LOO error by using a SMO initialization method M . For all
this section, gain GT

LOO = T LOO
M2

/T LOO
M1

(Giter
LOO = nniter

M2
/nniter

M1
) corresponds to

the gain in time (resp. total number of iterations) realized by using a given SMO
initialization method M1 in comparison of classical SMO initialization method
M2 (i.e α = 0,ε = 10−3) for eLOO computation. To illustrate the robustness of
our method, experiments are conducted for a great number of θ hyperparameters
values. Used procedure corresponds to the well known grid search method [8].
Tested values for C SVM hyperparameter are in: {2x|x ∈ [−2, ..., 12]}. For
Gaussian kernel: k(xi, xj) = exp(−γ||xi − xj ||2), tested values for γ are in:
{2x|x ∈ [−10, ..., 2]}. For Polynomial kernel: k(xi, xj) = (1+ < xi, xj >)γ , tested
values for γ are in: [2, ..., 6]. Statistical measures within minimal, maximal, aver-
age and standard deviation for all tested models (C,γ) are respectively denoted
by min, max, STD and AVG acronyms in tables 2. Experimental results with
use of Gaussian or Polynomial kernel are mentioned in tables 2 and 3 by us-
ing respectively G or P letters between parenthesis after dataset’s abreviation
name.

Proposed method: First experimentation highlights the speed-up effect of us-
ing SMO α̃ initialization produced by our method (εLOO = 10−3 for M1 also).
Table 2 (up-left) gives statistical measures of gain GT

LOO with different data
sets. Results here, show that α̃ deduced from αS is an efficient starting solution
for SMO in average and in the worst case it is not as bad as α = 0. However,
the global speed-up for model selection is not sufficient for LOO error evalua-
tion when training size grows (too expensive with Adult dataset for exemple).
Second experimentation focuses on the effect of combining α̃ and εLOO SMO ini-
tialization of our method. Table 2 (up-right) gives statistical measures of εLOO
variation. In a similar way to first experimentation, table 2 (bottom-left) gives
statistical information of gain variations in function of θ model. To estimate
gain with Adult dataset, we made the hypothesis that training time (num-
ber of iterations) with m − 1 and m exemples are identical with SMO classical
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Table 2. Statistical measures of: GT
LOO with only our alpha seeding method (up-left)

and with our complete method (bottom-left), εLOO with our adaptive εLOO method
(up-right) and ΔeLOO between an adaptive εLOO and a fixed εLOO = 10−3 for stopping
SMO (bottom-right)

GT
LOO min max AVG STD

Au(G) 0.95 119.1 9.67 18.97
He(G) 1.25 81.38 8.24 14.90
Ge(G) 1.34 78.85 7.13 8.32

εLOO min max AVG STD
Au(G) 0.057 1.665 0.164 0.186
He(G) 0.062 1.785 0.178 0.216
Ge(G) 0.056 1.986 0.149 0.218
Ad(G) 0.058 1.854 0.287 0.300

GT
LOO min max AVG STD

Au(G) 12.72 364.44 99.01 60.79
He(G) 25.08 379.59 52.10 63.75
Ge(G) 17.96 224.43 102.43 50.70
Ad(G) 82.30 26580 1587 4159

ΔeLOO min max AVG STD
Au(G) -2.0% +3.67% +0.16% ±0.86%
He(G) -1.67% +5.0% +0.59% ±1.05%
Ge(G) -0.5% +7.5% +1.23% ±1.85%

initialization1. The variation of eLOO with SMO’s classical initialization have
also been measured. Table 2 (bottom-right) gives statistical information for Stat-
log collection datasets. Results show that combining efficient alpha seeding and
adaptive increase of ε stopping criterion permits to speed-up greatly LOO pro-
cedure. Speed-up could be spectacular for some θ models, in particular when
training set size increases. Even with worse θ cases, the speed-up are not negligi-
ble and are in favour of greater training sets again. Moreover, eLOO evaluations
have small perturbations when stopping criterion is increased with our method.
When results of ΔeLOO are examined in more detail, variations close to min or
max values in bottom-right table 2 are almost always located in regions with high
eLOO. Consequently, model selection is very few impacted by those variations
and eLOO value for selected model is very close to values found with ε = 10−3.
Average values in up-right table 2 highlight the global efficiency of Lee’s ε = 0.1
heuristic choice, but also the limit of a fixed value.

Comparaison with previous methods: First experimental comparisons have
for objective to highlight difference between our adaptive εLOO stopping criterion
and fixed εLOO = 10−1. Table 3 resumes results from this comparison. Our
alpha seeding method is used for those experiments. Looking at table 3, it is
obvious that SMO algorithm stopped earlier in average with our method without
important increase of eLOO deviation. Second experimental comparison has for
objective to highlight difference between the three alpha seeding methods (εLOO
adaptive is used for all of them). In table 3, nαS corresponds to the number
of variables α modified to produce α̃. It is a good indicator of G update cost.
Giter

LOO (GT
LOO) is gain between an alpha seeding method and classical (α = 0,

ε = 10−3) SMO initialization. Results in table 3 show that DeCoste et al method
can produce very efficient starting solution (He(G) and Ge(G)), but update
cost of (6) is too high and penalizes GT

LOO. It is particularly obvious with Adult

1 Inspect of experimental results with the three Stalog datasets corroborate this hy-
pothesis (i.e. variation of training times are negligible).
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Table 3. Comparison between: (a) our adaptive or fixed ε value for SMO stopping
criterion and (b) the three alpha seeding methods: AS1, AS2 and AS3 which are re-
spectively our method, Lee et al [5] and DeCoste et al [4] method

(a) SMO’s ε stopping criterion (b) AS-SMO methods
adaptive fixed nαS Giter

LOO GT
LOO

S(K) Giter
LOO ΔeLOO Giter

LOO ΔeLOO AS1 AS2 AS3 AS1 AS2 AS3 AS1 AS2 AS3

Au(G) 100 1.6 ± 0.9 76 1.8 ± 0.6 1.0 2.9 110 100 89 110 99 82 41
Au(P) 166 1.1 ± 1.6 31 0.5 ± 1.3 1.0 4.9 58 166 152 118 96 86 63
He(G) 49 0.6 ± 1.0 39 0.5 ± 0.9 1.1 2.4 82 49 51 112 52 51 28
He(P) 34 0.9 ± 0.9 31 0.9 ± 0.9 1.0 1.6 50 34 36 28 36 38 26
Ge(G) 109 1.2 ± 1.8 102 0.8 ± 1.3 1.1 2.7 223 109 109 341 102 104 38
Ge(P) 64 1.4 ± 1.3 62 1.1 ± 1.2 1.1 5.2 69 64 65 53 62 59 49
Ad(G) 1787 - 467 - 1.0 5.1 789 1787 529 699 1587 460 115
Ad(P) 1561 - 348 - 1.0 7.2 912 1561 421 731 1419 389 167

dataset. Lee method has a lower update cost, although our method has the
lowest, especially when training set size increases.

5 Conclusion and Discussion

We developed an efficient method to speed-up eLOO estimation. Experimental
results show that our method outperforms in average previous proposed meth-
ods [4,5]. Moreover, speed-up of eLOO evaluation increases with training set size.
Our experiments have also highlighted that eLOO deviations, when ε stopping
criterion is increased efficiently, are mainly due to numerical instabilities when
SVM ouptut is not confident. Future works have to extend this method to speed-
up bootstrap and k fold cross-validation (with high k value but lower that m).
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1 Research Group in Intelligent Systems, Ramon Llull University
2 Automatic and Control Section, Ramon Llull University

Enginyeria i Arquitectura La Salle, Quatre Camins 2-4, 08022 Barcelona (Spain)
{afornells, elisabet, xvilasis}@salle.url.edu

http://www.salle.url.edu/GRSI
3 Computer Vision and Robotics Group, University of Girona,
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Abstract. The incidence of breast cancer varies greatly among coun-
tries, but statistics show that every year 720,000 new cases will be di-
agnosed world-wide. However, a high percentage of these cases can be
100% healed if they are detected in early stages. Because symptoms are
not visible as far as advanced stages, it makes the treatments more ag-
gressive and also less efficient. Therefore, it is necessary to develop new
strategies to detect the formation in early stages.

We have developed a tool based on a Case-Based Reasoning kernel for
retrieving mammographic images by content analysis. One of the main
difficulties is the introduction of knowledge and abstract concepts from
domain into the retrieval process. For this reason, the article proposes
integrate the human experts perceptions into it by means of an interac-
tion between human and system using a Relevance Feedback strategy.
Furthermore, the strategy uses a Self-Organization Map to cluster the
memory and improve the time interaction.

Keywords: Breast Cancer, Bioinformatics Tools, Relevance Feedback,
Knowledge Discovery & Retrieval Data, Case-Based Reasoning, Self-
Organization Map.

1 Introduction

Breast cancer is the most common cancer among western women and is the
leading cause of cancer-related death in women aged 15-54. Screening programs
have proved to be good practical tools for prematurely detecting and remov-
ing breast cancer, and increasing the survival percentage in women [19]. In an
attempt to improve early detection, a number of Computer Aided Diagnosis
(CAD) techniques have been developed in order to help experts in the diagnosis.

We focus on a CAD tool for retrieving mammographic images by content
analysis [12,5] called HRIMAC1. A mammographic image is like a breast
1 HRIMAC is a project financed by Spanish government - TIC 2002-04160-C02-02.
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radiography, which allows the extraction information on the tissue composition.
The main purpose is to allow human experts to access a certain type of digital
mammographic images typology stored in several public databases. This way, the
results returned by the system allow experts to enhance their interpretations,
and consequently, to improve the reliability of their diagnosis.

The retrieval process is based on Case-Based Reasoning (CBR) [1] because
it justifies results by means of similarity criterion. It is based on solving new
problems using its experience, as humans do. The ’experience’ is a case memory
containing previously solved cases. The CBR cycle can be summarized in the next
steps: (1) It retrieves the most similar cases, (2) It adapts them to propose a new
solution to the new environment, (3) It revises whether the solution is valid, and
finally, (4) It stores it following a learning policy. One of the main difficulties is
the definition of the similarity criterion through a similarity function, which is
the responsibility of comparing the cases and defining a value of similarity.

Nowadays, HRIMAC only uses the physical features extracted from mammo-
graphic images previously diagnosed, called microcalcifications (μCa). A sample
can contain several μCa in a large variety of sizes and locations making it almost
impossible to introduce these abstract concepts into the similarity function. We
may improve the precision if we could model the problem domain. That is why we
have previously studied a wide set of general purpose of similarity functions and
strategies to define similarity functions [5]. However, the experts - using their
experiences and their human abstraction abilities - can form concepts which
cannot be detected by the system using only the physical information. For this
reason, we want to make them participate in the retrieval process by means of a
Relevance Feedback strategy [13]. Thus, they can lead the search depending on
their points of view through an interactive iterative process. Also, with the aim
of reducing the execution time of each interaction, we organize the CBR case
memory using a Self-Organization Map.

The article is organized as follows. Section 2 surveys some related work about
Relevance Feedback. Section 3 sets the background techniques needed to imple-
ment the strategy. Section 4 describes the experimentation. Finally, section 5
summarizes the conclusions and the further work.

2 Relevance Feedback

Relevance Feedback are strategies used to introduce human subjectivity in the
retrieval process. This is done by an iterative process in which the expert and the
system interact. First, the system shows a set of results parting from an initial
question/query from the expert. Next, the expert marks the positives (relevant)
and negatives (non-relevant) examples - according to his own perception - from
the results. Finally, the system rebuilds the query and shows them again. The
process ends when the expert finds what he is looking for. This way, the sys-
tem auto-adjusts itself according to the perception of expert, in order to obtain
more accurate results. Therefore, its application reduces the differences in the
similarity concepts of the human expert and the system.
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These techniques can be classified according to the next properties: (1) Low
level features (using physical properties) versus High level concepts (using con-
cepts or contexts, as humans do) [2,17]; (2) Learning from the feedback of the
users or not. This is dangerous if feedback is not fully objective [3]; (3) Positives
Feedback, negative Feedback, or both [13]; (4) Category (the user looks for con-
cepts), Objective (the user searches for a specific set of examples), or Exploring
(the user does not know what he is exactly looking for) search [3]; (5) Query by
example (the query are images) or Query by word (the query are keywords) [2].
Some properties are more recommended than others depending on the domain
and the experts. Even they were originally oriented to document retrieval, their
usage has been extended to image retrieval (Content Base Image Retrieval).

3 Integration of Relevance Feedback into HRIMAC

3.1 Definition of the Strategy

The requirements needed in our Relevance Feedback strategy are the next: (1)
Management of low level features because HRIMAC only uses physical data
extracted from mammographic images. Thus, system uses low level features;
(2) Positives and negatives Feedbacks; (3) Queries by example or by keyword;
(4) Category search; (5) System does not learn from the interaction due to the
complexity of the domain and the difference in perception and experiences of
each expert when analysing mammographic images.

The time between interactions need to be short because they are done in real
time. Retrieve phase is the main neck bottle because CBR compares with all
cases from the case memory, which can be useful or not. For this reason, we
need to minimize the number of comparison by means of a selective retrieval in
which the system only compares with potentially useful cases. The best way is
indexing or clustering the case memory depending on the properties of the cases.
For this purpose we use a framework called SOMCBR [4] developed by us, which
clusters the case memory using a Kohonen or Self-Organizing Map (SOM) [10].

3.2 Integration of SOMCBR into the Relevance Feedback Strategy

SOM [10] is one of the major unsupervised learning paradigms in the family of
artificial neural networks. It has many important properties which make it useful
for clustering [7]: (1) It preserves the original topology; (2) It works well even
though the original space has a high number of dimensions; (3) It incorporates
the selection feature approach; (4) Although one class has few examples they
are not lost; (5) It provides an easy way to show data; (6) It is organized in
an autonomous way to be adjusted better to data. Moreover, Kohonen Maps
are a Soft Computing technique that allows the management of uncertain, ap-
proximate, partial truth and complex knowledge. These capabilities are useful in
order to manage real domains, which are often complex and uncertain. On the
other hand, the drawbacks are that it is influenced by the order of the training
samples, and it is not trivial to define how many clusters are needed.
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input : Let R be the set of retrieved elements from SOMCBR; let D+ be the set of
relevant elements; let D− be the set of non-relevant elements; let I be the actual
element that is being evaluated;

Function Full Strategy is1

D−=∅, D+={initial mammography image}2

forall I de D+ do3

//Retrieve the most similar cases from the X most similar model4

R=R+(SOMCBR(I)−D−)5

//Show the results to the user6

if human expert finds what he is looking for then7

End the execution8

else9

//The user marks the positive and negative images/cases10

D+=<Relevant elements>11

D−=D− ∪ <Non-relevant element>12

Fig. 1. Relevance Feedback strategy using the SOMCBR framework

They have successfully been used in a variety of clustering applications for
CBIR. Zhang was the first in used them to filter images according to the colour
and texture [20]. Next, Han and Myaeng [6] used them to define the outline of
objects. Also, they have been used to develop search engines as in PicSOM [11]
or WEBSOM [9].

SOM allows the projection of the original n-input data space into a new
shorter m-output space in order to highlight the more important data features.
This property allows the defining of clusters represented by a vector, which
models certain patterns. These clustering capabilities are used in SOMCBR [4]
to do a selective retrieval. This way, CBR only compares with cases belonging
to the X most similar clusters instead of comparing with all cases from the case
memory. The definition of the X value depends on the relation between time
execution and error rate desired, because it determines the number of cases used
in the comparison. Finally, figure 1 describes the SOMCBR integration in the
Relevance Feedback strategy.

4 Experiments and Results

It is difficult to measure the improvement of Relevance Feedback into HRIMAC.
There is not a standard benchmarking because evaluation is completely related
to domain, its complexity, and the points of view of the expert. However, the
introduction of an expert into the retrieval process allows system to obtain more
accurate results under the perception of the expert, and consequently, its inte-
gration can be considered as positive. However, we can evaluate how SOMCBR
works instead of the CBR without clustering (CBRWC) into the Relevance Feed-
back strategy. It means, the impact of using less cases in the retrieve phase on
the error rate. Because we only study the measure capabilities, both systems are
studied using a 1-NN in the retrieve phase.

Our main goal is to reduce the case retrieval mean time, which is related with
the cases used in the retrieve phase. The number of models used determines
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this value as we can see in the figure 1. Let I be the number of interactions; let
D be the results marked by expert as positives from CBR in each interaction;
let K be the map size; let S be the size of case memory; and considering the
mean number of elements by cluster as S/K2, the number of comparisons in
retrieve phase can be modeled in equation 1 and 2. They show how the number
of operations in SOMCBR is smaller than in CBRWC for short X values, and
how the operations are incremented for bigger values of X . Also, SOMCBR and
CBRWC work similar when X is equal to the number of cases.

number of operations in CBRWC = (1 + D · (I − 1)) · S (1)

number of operations in SOMCBR = (1 + D · (I − 1))·(K2 + X · S/K2) (2)

Next, we study these equations over several datasets (see table 1) from HRI-
MAC with the aim studying this in a more quantifiable way. The μCa dataset
[12] contains samples from Trueta Hospital (in Girona), while DDSM [8] and
MIAS [18] are public mammographic images datasets, which have been studied
and preprocessed in [15,14] respectively. The μCa dataset contains samples of
mammographies previously diagnosed by surgical biopsy, which can be benign or
malign. DDSM and MIAS-Bi classify mammography densities, which was found
relevant for the automatic diagnosis of breast cancer. Experts classify them ei-
ther in four classes (according to BIRADS [16] classifications) or three classes
(classification used in Trueta Hospital). Therefore, all this information is used
with to aims: (1) Detecting abnormalities or espicular lesions in shape of μCa,
and analysing whether they are benign or malign; (2) Defining the density of
tissue to improve the mammographic interpretation.

The charts in figure 2 show the evolution of the number of operations. They
have been build using the equation 2, and supposing common values for I (5)
and D (3 and 5) variables. Also, we have test situations with few (K=2) and
many clusters (K=8). It is obvious that SOMCBR strategy drastically reduces
the number of comparisons required, and consequently, SOMCBR is better than
CBRWC in terms of execution time.

The next step is to evaluate the influence of the reduction in the number
of comparisons on the precision of results. We have three parameters to tune:
the similarity function, the X value, and the map size. The similarity function
in CBR used is Minkowski with r=1 because it provides the best error rate.
Also, we focus on the worst situation for SOMCBR, that is, when X value is
1. Finally, we do not know the optimal number of clusters. For this reason, we
study several map sizes in order to represent situations defined by many clusters

Table 1. Description of datasets from HRIMAC

Dataset Attributes Class distribution
μCa 22 benign (121), malign (95)

DDSM 143 b1(61), b2(185), b3(157), b4(98)
Mias-Bi 153 b1(128), b2(78), b3(70), b4(44)
Mias-3C 153 fatty(106), dense(112), glandular(104)
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Fig. 2. Evolution for the number of operations in Relevance Feedback strategy using
SOMCBR configured with 2 × 2 and 8 × 8 respectively, applying the equation 2. The
’Δ’ and ’•’ symbols represent the configurations for D=3 and 5 respectively.

with few cases, and defined by few clusters with many cases. The configurations
tested are: 2 × 2 (4 clusters), 4 × 4 (16 clusters), and 8 × 8 (64 clusters).

Table 2 summarizes the error rates, their standard deviation, and the case
retrieval mean time in milliseconds for the CBRWC and for several SOMCBR
configurations. All computes have been done applying a 10-fold stratified Cross
Validation. Comparing the error rates, we can observe that strategy based on
clustering the case memory maintains the error rate for the datasets, and it
provides equivalent results if we apply a t-student at 95% of confidence level.
This is produced because the Soft Computing capabilities of SOM allows the
management of uncertain, approximate, partial truth and complex knowledge.
Thus, the SOMCBR strategy is able to manage these complex data, and it does
not affect negatively the error rate. Also, the results show the improvement of
time, which is significantly better when the CBR case memory is clustered, that
is, in SOMCBR strategy.

Therefore, we can conclude that the application of SOMCBR as kernel of
our Relevance Feedback strategy is positive, because we drastically reduce the
number of comparisons in retrieve phase, and consequently the execution time,
without negatively affecting the error rate.

Table 2. Summary of error rates, their standard deviation, and the case retrieval mean
time in milliseconds for CBR and SOMCBR using several map sizes (K × K), X=1,
and Minkowski (r=1) as similarity function

Code CBRWC SOMCBR - 2×2 SOMCBR - 4×4 SOMCBR - 8×8
%AR(std.) Time %AR(std.) Time %AR(std.) Time %AR(std.) Time

μCa 31.02(10.5) 0.1 34.26(9.5) 0.04 33.80(7.7) 0.02 34.26(8.1) 0.01
DD 55.49(5.8) 1.9 53.49(5.6) 1.30 53.89(5.2) 1.18 54.29(4.3) 1.10
MB 30.94(11.4) 1.5 29.69(5.5) 0.69 31.25(7.4) 0.61 32.19(5.8) 0.59
M3 29.81(6.4) 1.5 29.19(6.2) 0.69 29.81(6.2) 0.61 31.06(8.5) 0.59
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5 Conclusions and Further Work

We are developing a tool called HRIMAC for retrieving mammographic images
depending on certain typology from several public databases. The original kernel
of HRIMAC is based on a CBR approach, which looks for the most similar cases
in comparison with the input case using a similarity function. One of the main
difficulties is the definition of the similarity function because the information
available from the domain is complex and uncertain. Also, it is not trivial in-
corporate capabilities for detecting concepts or abstraction inside the similarity
function. Relevance Feedback strategies allow the introduction of human expe-
rience into the retrieval process in order to reduce the differences in similarity
concepts between human and machine through an iterative interaction process.
Thus, the retrieval process can benefit of the experts abilities for creating con-
cepts and relationships that systems usually can not detect. For this reason,
we want to integrate this strategy into HRIMAC in order to make the task of
retrieving mammographic images easier.

On the other hand, the interaction needs to be fast because it is done in real
time. The CBR retrieve phase is the bottle neck because it has to compare with
all the cases from the case memory. One way of improving it is by means of a
selective retrieval, in which CBR only compares with potentially useful cases.
For this reason, we have proposed the use of SOMCBR as kernel of our Relevance
Feedback strategy because it is a CBR with a case memory clustered by SOM.
SOM is a clustering algorithm that projects the original space into other more
reduced with the aim of highlighting the more important features. This property
is used to build clusters that model the information. Thus, CBR can organize
the case memory to improve the retrieval time. Also, SOM has Soft Computing
capabilities that allow the management of uncertain, approximate, partial truth
and complex knowledge and, consequently, improve the management capacity.
The experiments done show that error rate has not been negatively influenced by
the reduction of the information used. Therefore, SOMCBR strategy is better
than CBR in these datasets because it improves the execution time without
negatively affecting the error rate.

The further work is focused on improving the Relevance Feedback strategy
allowing semantic content by means of the introduction of keywords, which rep-
resent concepts of experts, in order to improve the capacity of retrieving results
more accurately. This goal requires two previous steps: (1) Experts have to mark
all the mammographic image in order to set high level relations, (2) We need
to define a similarity function capable of managing and measuring distances
between concepts.
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Abstract. A normal mixture model, which belongs to singular learning
machines, is widely used in statistical pattern recognition. In singular
learning machines, the Bayesian learning provides the better generaliza-
tion performance than the maximum likelihood estimation. However, it
needs huge computational cost to realize the Bayesian posterior distribu-
tion by the conventional Monte Carlo method. In this paper, we propose
that the exchange Monte Carlo method is appropriate for the Bayesian
learning in singular learning machines, and experimentally show that it
provides better generalization performance in the Bayesian learning of a
normal mixture model than the conventional Monte Carlo method.

1 Introduction

A normal mixture model is a learning machine which estimates the target prob-
ability density by sum of normal distributions. This learning machine is widely
used in statistical pattern recognition and data clustering. Normal mixture mod-
els belong to singular learning machines because they have singular points where
the Fisher information matrices are degenerate. In singular learning machines, it
is well known that the Bayesian learning provides better generalization perfor-
mance than the maximum likelihood estimation that tends to produce a learning
machine overfitting the data[1].

In the Bayesian learning, it is necessary to realize the Bayesian posterior dis-
tribution accurately around the singular points. A Markov Chain Monte Carlo
(MCMC) method is often used to generate a sequence of Markov chain that con-
verges to the target distribution. Recently, it has been shown that the Metropolis
algorithm, one of the MCMC methods, needs huge computational cost to ap-
proximate the Bayesian posterior distributions of singular learning machines [3].
This is because the Bayesian posteriors of the singular learning machines are
widely and complexly distributed in the parameter space.

On the other hand, an improved MCMC method has recently been developed
based on the idea of an extended ensemble method, which is surveyed in [4].
This method gives us a general strategy for overcoming the problem of huge
computational cost. An exchange Monte Carlo (MC) method is well known as
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one of the extended ensemble method [5], and its effectiveness has been shown
in a spin glass [5], a strongly correlated system, an optimization problem and
many other applications.

In this paper, we propose that the exchange MC method is appropriate to
compute the Bayesian learning in singular learning machines, and experimen-
tally show that the exchange MC method provides better generalization perfor-
mance in the Bayesian learning of a normal mixture model than the Metropolis
algorithm.

This paper consists of five sections. In Section 2, we introduce the normal
mixture models and the frameworks of the Bayesian learning and the MCMC
method respectively. In Section 3, the exchange MC method and its application
to the Bayesian learning are described. In Section 4, we state the experimental
result. Finally, discussion and conclusion are followed in Section 5.

2 Background

2.1 Normal Mixture Models

Suppose that g(x|b, Σ) is a density function of an M-dimensional normal distri-
bution whose mean is b ∈ RM and variance-covariance matrix is Σ ∈ RM×M .
A normal mixture model p(x|w) of an M-dimensional input x ∈ RM with a pa-
rameter vector w is defined by p(x|w) =

∑K
k=1 akg(x|bk, Σk), where the integer

K is the number of components and {ak|ak ≥ 0,
∑K

k=1 ak = 1} is the set of
coefficients. The parameter w of this learning machine is w = {ak, bk, Σk}K

k=1.
In some applications, the parameter is confined to the mean of each component

and it is supposed that there are no correlation between each input dimension.
In this case, the learning machine is rewritten by

p(x|w) =
K�

k=1

ak�
2πσ2

k

M
exp
�

−||x − bk||2
2σ2

k

�
,

where σk > 0 is a constant. This means w = {ak, bk}K
k=1. Hereafter, we consider

learning in this type of normal mixture models.
Normal mixture models belong to singular learning machines because they

have singular points in their parameter space. Let us illustrate the singulari-
ties by the simplest example. Assume that the true distribution q(x) of a one-
dimensional input x is defined by q(x) = 1√

2π
exp

(
− (x−b∗)2

2

)
. This distribu-

tion has one component. Also assume that a learning machine is defined by
p(x|w) = a√

2π
exp

(
− (x−b1)2

2

)
+ 1−a√

2π
exp

(
− (x−b2)2

2

)
,which has two components.

The set of true parameter is {a = 1, b1 = b∗}∪{a = 0, b2 = b∗}∪{b1 = b2 = b∗}.
This set has singular points where two sets of true parameters are crossing (Fig-
ure 1). At a singular point, Fisher information matrix is degenerate. Therefore,
it is generally difficult to clarify the property of learning for singular learning
machines theoretically.
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Fig. 1. Singularity of normal mixture models. Thick lines are set of true parameters.
Circle center indicates a singular point.

2.2 Frameworks of Bayesian Learning

Let Xn = (X1, X2, ..., Xn) be n training samples independently and identically
taken from the true distribution q(x). In the Bayesian learning of a learning ma-
chine p(x|w) whose parameter is w, the prior distribution ϕ(w) of the parameter
w needs to be set. Then the posterior distribution p(w|Xn) is defined by the
given dataset Xn and the prior distribution ϕ(w) as follows,

p(w|Xn) =
1

Z(Xn)
ϕ(w)

n�
i=1

p(Xi|w),

where Z(Xn) is the normalization constant, which is also known as the marginal
likelihood or as the evidence. In the Bayesian learning, the predictive distribution
p(x|Xn) is given by averaging the learning machine over the posterior distribution,

p(x|Xn) =
�

p(x|w)p(w|Xn)dw,

which estimates the true density function of x given dataset Xn.
The generalization error is defined by

G(Xn) =
�

q(x) log
q(x)

p(x|Xn)
dx,

which indicates the Kullback-Leibler divergence from the true distribution to
the predictive distribution. The averaged generalization error has the following
asymptotic form,

EXn [G(Xn)] =
λ

n
− m − 1

n log n
+ O

�
1

n log n

�
,

where the notation EXn [] shows the value of expectation over all sets of training
samples. The values of rational number λ and natural number m depend on the
learning machine and the prior distribution. Recently, an algebraic geometrical
method for singular learning machines has been established, and their learning
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coefficients have been clarified [1]. According to the results, in the redundant
case, the upper bound of λ for the normal mixture models is λ ≤ MK0+K0−1

2 +
K−K0

2 [2], where K0 and K are respectively the number of components for the
true distribution and for a learning machine, and M is the dimension for data.

In the Bayesian learning, we need to compute the expectation over the pos-
terior distribution, which usually cannot be carried out analytically. Hence,
the MCMC method is applied to the Bayesian learning in singular learning
machines.

2.3 Markov Chain Monte Carlo Method for Bayesian Learning

The MCMC method is the algorithm to obtain the sample sequence which con-
verges in law to the random variable subject to a target probability distribution.
The Metropolis algorithm is well known as one of MCMC methods[9]. Given
the target density function, the Metropolis algorithm can be applied even if the
normalization constant is not clarified. Therefore, the sample sequence from the
Bayesian posterior distribution can be obtained by the Metropolis algorithm.

However, when the Metropolis algorithm is employed in the computation of
expectation over the Bayesian posterior distribution of a singular learning ma-
chine, it requires vast computational resources [3]. The characteristic time to
generate a sample sequence which converges to the Bayesian posterior distrib-
ution increases rapidly as the number n of the training samples increases. This
is caused by the fact that the target distribution is complexly distributed in the
parameter space.

The Bayesian posterior distribution has most of its density around the true
parameters. The variance of this distribution becomes small as the number n of
training samples increases. As we mentioned in Section 2.1, in singular learn-
ing machines, the set of true parameter(s) is not a point but an analytic set
like Figure 1. Therefore, the Bayesian posterior distribution for a singular learn-
ing machine is complexly distributed in the parameter space. On the contrary,
Metropolis algorithm is based on local updating. Moreover, the smaller the vari-
ance of target distribution is, the more local the updating of Metropolis algo-
rithm has to become. Consequently, it requires huge cost to generate a sample
sequences to converge to the Bayesian posterior distribution for a singular learn-
ing machine by the Metropolis algorithm.

3 Proposal

In this paper, we propose that the exchange MC method is appropriate for
Bayesian learning in singular learning machines.

3.1 Exchange Monte Carlo Method

The exchange MC method treats a compound system which consists of non-
interacting L sample sequences of the system concerned. The elements of the l-th
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sample sequence {wl} converge in law to the random variable which is subject
to the following probability distribution

Pl(w) ∝ exp(−tlĤ(w)) (1 ≤ l ≤ L),

where t1 < t2 < · · · < tL. Given a set of the temperatures {t}, the simulta-
neous distribution for finding {w} = {w1, w2, · · · , wL} is expressed as a simple
product formula by P ({w}; {t}) =

∏L
l=1 Pl(w). The exchange MC method is

based on two types of updating in constructing a Markov chain. One is conven-
tional updates based on the Metropolis algorithm for each target distribution
Pl(w). In addition to the Metropolis algorithm, we carry out the position ex-
change between two sequences, that is, {wl, wl+1} → {wl+1, wl}. The transition
probability P (wl, wl+1; tl, tl+1) is defined by

P (wl, wl+1; tl, tl+1) = min(1, exp(−Δ))

Δ(wl, wl+1; tl, tl+1) = (tl+1 − tl)(Ĥ(wl) − Ĥ(wl+1)).

Under these updates, the simultaneous distribution is invariant because these
updates satisfy the detailed balance condition for the simultaneous distribution.

Consequently, the following two steps are carried out in alternate shifts:

1. Each sequence is simulated simultaneously and independently for a few it-
eration by Metropolis algorithm.

2. Two positions are exchanged with the probability P (wl, wl+1; tl, tl+1).

3.2 Application to the Bayesian Learning

The exchange MC method can be applied to Bayesian learning by defining the
probability distribution pl(w|Xn) as

pl(w|Xn) =
1

Zl(Xn)
ϕ(w)

�
n�

i=1

p(Xi|w)

�tl

.

As mentioned in Section 2.3, the Bayesian posterior distribution, which is equal
to pl(w|Xn) for tl = 1, is complexly distributed. In the case that 0 < tl < 1, the
distribution pl(w|Xn) is distributed less complexly than the Bayesian posterior
distribution. Moreover, the distribution pl(w|Xn) for tl = 0 has no complexity
because it is equal to the prior distribution. Therefore, by using the distribution
pl(w|Xn) for 0 ≤ t ≤ 1 as the target distribution for the exchange MC method,
we expect to obtain a sample sequence to converge to the posterior distribution
in less samples than the Metropolis algorithm. In this paper, we propose that the
exchange MC method is appropriate for computing the Bayesian learning in the
singular learning machines, and show its effectiveness by experimental results.

4 Experiment

In this section, we present the experimental results where the Bayesian learning
is simulated for the mixture model with the 3-dimensional gaussian component
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Fig. 2. The results of generalization error using the exchange MC method and the
Metropolis algorithm

c(x|b) = 1
(2π)3/2 exp(− ||x−b||2

2 ). This means M = 3. We compare the exchange
MC method with the Metropolis algorithm by applying each method to sample
producing from the Bayesian posterior distribution.

In these experiments, the number K0 of components in the true distribution
is set as 2, and the number K in the learning machine 5. The true distribution is
set to q(x) = 0.52 ∗ c(x|(−1.19, 1.43, 3.50)T) + 0.48 ∗ c(x|(3.54, 2.01, 2.35)T ). We
prepare a sample set with the sample size n = 500 from this true distribution.
The prior distributions for the parameter ak and bk are respectively defined as a
uniform distribution with the range [0, 1] and a 3-dimensional standard gaussian
distribution.

The number L of the set of the temperatures {t1, · · · , tL} is configured as 42,
and the temperature tl is defined as

tl =
	

0 (if l = 1)
(1.25)−L+l (otherwise).

Note that tL = 1. The initial value of the parameter w is randomly selected
from the prior distribution ϕ(w). For calculating the expectation, we use the
last fifty percents of the sample sequence in order to reduce the influence of
the initial value. An iteration for Step 1 of the exchange MC method is set
as 1. In the exchange MC method, the rule for selecting the exchange pairs is
{(w1, w2), (w3, w4), · · · , (w41, w42)} if the number k of MC iteration is odd, and
{(w2, w3), (w4, w5), · · · , (w40, w41)} otherwise.

Firstly, for the evaluation of the algorithm, we calculate the generalization
error, which is approximated by 1

n′
∑n′

i=1 log q(x′
i)

p(x′
i|Xn) with test data {x′

i}n′=2500
i=1

generated from the true distribution. Figure 2 shows the average of the gen-
eralization errors. The horizontal axis shows the base-10 logarithm of MC it-
eration, and the vertical one the base-10 logarithm of the generalization error.
The value of MC iteration is changed from 100 to 25600. The horizontal line
shows the theoretical upper bound of the generalization error. Comparing two
results of each algorithm, convergence of generalization error for the exchange
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Fig. 3. The histograms of the parameter a1. The left is obtained by the exchange MC
method and the right by the Metropolis algorithm.

MC method is faster than that for Metropolis algorithm. However, after each
algorithm is converged, there is little difference between two algorithms. Note
that the computational cost of the exchange MC method is higher than that of
the Metropolis algorithm. However, by the parallel processing, we can make the
computational time of the exchange MC method equal to that of the Metropolis
algorithm.

Secondly, we compare the distribution of the sample sequences obtained by
the exchange MC method with that by the Metropolis algorithm. Figure 3 shows
the histograms of the parameter a1, the coefficient of one of 5 components. The
left part of Figure 3 is obtained by the exchange MC method and the right
part the Metropolis algorithm. Considering the true parameters, the marginal
distribution for the parameter a1 has peaks near a1 = 0 and near a1 = 0.5.
Consequently, the exchange MC method generates the correct histogram while
the Metropolis algorithm generates the localized histogram.

5 Discussion and Conclusion

In this paper, we proposed that the exchange MC method is appropriate for the
Bayesian learning of the singular learning machines and clarified its effectiveness
experimentally by simulating learning of the normal mixture model. As a result,
we found that the experimental value of the generalization error using the ex-
change MC method converges in the smaller number of MC iterations than using
the Metropolis algorithm. Moreover, after converging, the exchange MC method
can approximate the Bayesian posterior distribution more accurately than the
Metropolis algorithm.

In this section, we discuss experimental results. In the setting of Section 3.2,
the transition probability for the exchange MC method depends on minus of the
logarithm likelihood, that is,

Δ(wl, wl+1; tl, tl+1) = (tl+1 − tl)(L(wl) − L(wl+1)),

L(w) = −
n�

i=1

log p(Xi|w)
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We assume tl+1 > tl in Section 3.1. Hence, if L(wl) < L(wl+1), two positions,wl

and wl+1, are exchanged with probability 1. Therefore, the exchange MC method
works to make the likelihood of the parameter wL for t = 1 become large pref-
erentially. This is why the value of the generalization error using the exchange
MC method converges fast.

After converging, all the samples {wl} tend to be near the true parameters. On
the true parameters, the value of likelihood for any parameters are equal. There-
fore, all combination of two samples wl and wl+1 are exchanged frequently. This
is why the exchange MC method can realize the Bayesian posterior distribution
more accurately than the Metropolis algorithm.

However, in spite of the fact that the Metropolis algorithm produce the lo-
calized sample sequence, the generalization error has less difference between the
exchange MC method and the Metropolis algorithm. One of our future works is
to clarify the relationship between the convergence accuracy of a sample sequence
and the generalization error or other expectation values.
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Abstract. In this study, we proposed genetically dynamic optimized Self-
Organizing Fuzzy Polynomial Neural Networks (SOFPNN) with information 
granulation based Fuzzy Polynomial Neuron(FPN) (gdSOFPNN), develop a 
comprehensive design methodology involving mechanisms of genetic optimiza-
tion. The proposed gdSOFPNN gives rise to a structurally and parametrically 
optimized network through an optimal parameters design available within the 
FPN (viz. the number of input variables, the order of the polynomial, input 
variables, the number of membership functions, and the apexes of membership 
function). Here, with the aid of the information granulation, we determine the 
initial location (apexes) of membership functions and initial values of polyno-
mial function being used in the premised and consequence part of the fuzzy 
rules respectively. The performance of the proposed gdSOFPNN is quantified 
through experimentation that exploits standard data already used in fuzzy  
modeling. 

1   Introduction 

When the dimensionality of the model goes up (the number of system’s variables 
increases), so do the difficulties. In the sequel, to build models with good predictive 
abilities as well as approximation capabilities, there is a need for advanced tools [1].  
To help alleviate the problems, one among the first approaches along systematic de-
sign of nonlinear relationships between system’s inputs and outputs comes under the 
name of a Group Method of Data Handling (GMDH) [2], [3]. The GMDH-type algo-
rithms have been extensively used since the mid-1970’s for prediction and modeling 
complex nonlinear processes. While providing with a systematic design procedure, 
the GMDH comes with some drawbacks. To alleviate the problems associated with 
the GMDH, Self-Organizing Neural Networks were introduced by Oh et al. [3], [4], 
[5], [6] as a new category of neural networks or neuro-fuzzy networks. Although the 
SOFPNN has a flexible architecture whose potential can be fully utilized through a 
systematic design, it is difficult to obtain the structurally and parametrically optimized 
network because of the limited design of the nodes located in each layer of the 
SOFPNN.  

In this study, in considering the above problems coming with the conventional 
SOFPNN, we introduce a new structure and organization of fuzzy rules as well as a 
new genetic design approach. The determination of the optimal values of the parame-
ters available within an individual FPN (viz. the number of input variables, the order 
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of the polynomial, a collection of preferred nodes, the number of MF, and the apexes 
of membership function) leads to a structurally and parametrically optimized network 
through the genetic approach. 

2    SOFPNN with FPN and Its Topology 

The FPN consists of two basic functional modules. The first one, labeled by F, is a 
collection of fuzzy sets that form an interface between the input numeric variables and 
the processing part realized by the neuron. The second module (denoted here by P) is 
about the function – based nonlinear (polynomial) processing. The detailed FPN in-
volving a certain regression polynomial is shown in Table 1.  

Table 1. Different forms of regression polynomial building a FPN 

                             No. of inputs 
Order of the polynomial 

Order FPN 
1 2 3 

0 Type 1 Constant Constant Constant 
1 Type 2 Linear Bilinear Trilinear 

Type 3 Biquadratic-1 Triquadratic-1 
2 

Type 4 
Quadratic 

Biquadratic-2 Triquadratic-2 
    1: Basic type, 2: Modified type 

3   The Structural Optimization of the gdSOFPNN 

3.1   Information Granulation by Means of HCM Clustering Method 

Information granulation is defined informally as linked collections of objects (data 
points, in particular) drawn together by the criteria of indistinguishability, similarity 
or functionality [7]. We extract information for the real system with the aid of Hard 
C-Means (HCM) clustering method [4], [5], which deals with the conventional crisp 
sets. Through HCM, we determine the initial location (apexes) of membership func-
tions and initial values of polynomial function being used in the premise and conse-
quence part of the fuzzy rules respectively. The fuzzy rules of the gdSOFPNN is as 
followings. 

)}(,),(),{(: 22111 jkkjjjjjjkkji
j vxvxvxfMythenAisxandAisxIfR −−−=−  

Where, Ajk means the fuzzy set, the apex of which is defined as the center point of 
information granule (cluster). Mj and vjk are the center points of new created input-
output variables by information granule. 

3.2   Genetic Optimization of the gdSOFPNN 

Let us briefly recall that GAs is a stochastic search technique based on the principles 
of evolution, natural selection, and genetic recombination by simulating a process of  
“survival of the fittest” in a population of potential solutions to the given problem. 
The main features of genetic algorithms concern individuals viewed as strings, 
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 population-based optimization and stochastic search mechanism (selection and cross-
over). In order to enhance the learning of the gdSOFPNN and augment its perform-
ance, we use genetic algorithms to obtain the structural optimization of the network 
by optimally selecting such parameters as the number of input variables (nodes), the 
order of polynomial, input variables, and the number of MF within a gdSOFPNN. 
Here, GAs uses serial method of binary type, roulette-wheel as the selection operator, 
one-point crossover, and an invert operation in the mutation operator [8]. 

4   The Algorithm and Design Procedure of the gdSOFPNN 

[Step 1] Determine system’s input variables. 
[Step 2] Form training and testing data. 
[Step 3] Decide initial information for constructing the gdSOFPNN structure. 
[Step 4] Decide FPN structure using genetic design. 
The 1st sub-chromosome contains the number of input variables, the 2nd sub-
chromosome involves the order of the polynomial of the node, the 3rd sub-
chromosome contains input variables, and the 4th sub-chromosome (remaining bits) 
involves the number of MF coming to the corresponding node (FPN). 
[Step 5] Design of structurally optimized gdSOFPNN. 
In this step, we design the structurally optimized gdSOFPNN by means of the FPNs 
that obtained in [Step 4]. 
[Step 6] Identify the membership value using dynamic searching method of GAs. 
Fig. 1 shows the identification of membership value using dynamic searching method 
of GAs. 

search point
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xmin xmax

xmin xmax

xsearch
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xmin xmax

xsearch

x

xmin xmax

xsearch

x
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Decoding
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Fig. 1. Identification of membership value using dynamic searching method 

[Step 7] Design of parametrically optimized gdSOFPNN. 
The fitness function reads as 
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EfunctionfitnessF 1)( =  (1) 

Where, E means the objective function with weighting factor (E=θ×PI+(1-θ)×EPI).  

5   Experimental Studies 

We illustrate the performance of the network and elaborate on its development by 
experimenting with data coming from the NOx emission process of gas turbine power 
plant [9]. To come up with a quantitative evaluation of network, we use the standard 
MSE performance index. 

Table 2. Computational aspects of the genetic optimization of the gdSOFPNN 

 Parameters 1st layer 2nd layer 3rd layer 
Maximum generation 100 
Total population size 300×No. of 1st layer node 

Crossover rate 0.65 
Mutation rate 0.1 

GA 

String length 90 

Maximal no.(Max) of inputs to be selected 
1≤l≤Max(2

~3) 
1≤l≤Max(2

~3) 
1≤l≤Max(2

~3) 
Polynomial type (Type T) of the consequent 

part of fuzzy rules 
1≤T*≤4 1≤T≤4 1≤T≤4 

Triangular Triangular Triangular 
Membership Function (MF) type 

Gaussian Gaussian Gaussian 

gdSO
FPNN 

No. of MFs per input 2 or 3 2 or 3 2 or 3 
l, T, Max: integers, T* means that entire system inputs are used for the polynomial in the conclusion 

part of the rules. 

Table 3 shows the performance index of the proposed gdSOFPNN. 

Table 3. Performance index of the gdSOFPNN for the NOx process data 

Layer 3rd layer 
M.F Triangular MF Gaussian MF Triangular MF* Gaussian MF* Model 
Max PI EPI PI EPI PI EPI PI EPI 

2 0.016 0.068 0.012 0.180 0.003 0.017 0.002 0.024 gdSOFPNN 
3 0.014 0.036 0.004 0.134 0.002 0.008 0.001 0.023 

PI and EPI are standard MSE performance indexes of training data and testing data, respectively. 

Fig. 2 illustrates the detailed optimal topologies of the gdSOFPNN for 3 layers 
(PI=0.002, EPI=0.008). In nodes (FPNs) of Fig. 2, ‘FPNn’ denotes the nth FPN (node) 
of the corresponding layer, the number of the left side denotes the number of nodes 
(inputs or FPNs) coming to the corresponding node, and the number of the right side 
denotes the polynomial order of conclusion part of fuzzy rules used in the correspond-
ing node. And rectangle means no. of MFs.  

Fig. 3 illustrates the different optimization process between the IG_gSOFPNN [13] 
and the proposed gdSOFPNN by visualizing the values of the performance index 
obtained in successive generations of GA when using Type T*. 
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                    (a) Training data error                               (b) Testing data error 

Fig. 3. The optimization process quantified by the values of the performance index 

Table 4. Comparative analysis of the performance of the network; considered are models 
reported in the literature 

Model PI EPI 
Regression model 17.68 19.23 

Simplified 7.045 11.264 
GA 

Linear 4.038 6.028 
Simplified 6.205 8.868 

FNN model[10] 
Hybrid 

(GA+Complex) Linear 3.830 5.397 
Multi-FNNs[11] Simplified 2.806 5.164 

3rd layer 0.008 0.082 
Triangular 

5th layer 0.008 0.081 
3rd layer 0.016 0.132 

gHFPNN[12] 
Max=2 

(Type T*) Gaussian-like 
5th layer 0.016 0.116 

Triangular 0.002 0.045 
IG_gSOFPNN[13] 

Max=2 
(Type T*) Gaussian-like 

3rd layer  
0.001 0.027 

Triangular 0.003 0.017 Max=2 
(Type T*) Gaussian-like 0.002 0.024 

Triangular 0.002 0.008 
Proposed  

gdSOFPNN Max=3 
(Type T*) Gaussian-like 

3rd layer 

0.001 0.023 

6   Concluding Remarks 

In this study, we introduced and investigated a new architecture and comprehensive 
design methodology of genetically dynamic optimized Self-Organizing Fuzzy  
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Polynomial Neural Networks (SOPNN) with Information Granulation based Fuzzy 
Polynomial Neuron (FPN) (gdSOFPNN), and discussed their topologies. In the de-
sign of the gdSOFPNN, the characteristics inherent to entire experimental data being 
used in the construction of the IG_gSOFPNN [13] architecture are reflected to fuzzy 
rules available within a FPN. Therefore Information granulation based on HCM clus-
tering method was adopted. With the aid of the information granulation, we determine 
the initial location (apexes) of membership functions and initial values of polynomial 
function being used in the premised and consequence part of the fuzzy rules  
respectively.  
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Abstract. In recent years, variational Bayesian learning has been used
as an approximation of Bayesian learning. In spite of the computational
tractability and good generalization performance in many applications,
its statistical properties have yet to be clarified. In this paper, we ana-
lyze the statistical property in variational Bayesian learning of Bayesian
networks which are widely used in information processing and uncertain
artificial intelligence. We derive upper bounds for asymptotic variational
stochastic complexities of Bayesian networks. Our result theoretically
supports the effectiveness of variational Bayesian learning as an approx-
imation of Bayesian learning.

1 Introduction

Recently, Bayesian networks have been widely used in information processing and
uncertain artificial intelligence[6,5]. For example, they are applied to bioinfor-
matics, image analysis and so on. In spite of the wide range of their applications,
the statistical properties such as the generalization error have yet to be clarified.

The main reasons are due to their non-identifiability. In general, a learning
model is described by the probability function p(x|w), where w is the parameter.
If the mapping from the parameter to the probability density function is one-to-
one, then the model is called identifiable, otherwise, non-identifiable.

One of the difficulties in the analysis of the non-identifiable model is that
we cannot apply the asymptotic theory of regular statistical models to a non-
identifiable one. If the learning model attains the true distribution from which
sample data are taken, the true parameter is not one point but an analytic
set with singularities in the parameter space. This is why the mathematical
properties of the non-identifiable models have been unknown.

In recent years, however, a method to analyze non-identifiable models has been
developed on the basis of algebraic geometry[10,12]. The method revealed the
relation between model’s singularities and its statistical properties. For Bayesian
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Fig. 1. Graphical structure of the Bayesian network

networks, the Bayesian stochastic complexity was derived[12]. The result shows
that the stochastic complexity of Bayesian networks is much smaller than regular
models. However, for non-identifiable models, performing Bayesian learning is
computationally intractable.

The variational Bayesian framework was proposed as an approximation
method of Bayesian learning[3] and extended for statistical models with hidden
variables[1,2]. This framework provides computationally tractable posterior dis-
tributions over the hidden variables and parameters with an iterative algorithm.
Variational Bayesian learning has been applied to various learning machines
and it has performed good generalization with only modest computational costs
compared to Markov Chain Monte Caro (MCMC) methods that are the major
schemes of Bayesian learning. Recently, the variational stochastic complexities
of mixture models and hidden Markov models were derived[9,4].

In this paper, we analyze the statistical property in variational Bayesian learn-
ing of Bayesian networks. We derive an upper bound of the variational stochas-
tic complexity. And we show that the variational stochastic complexity becomes
smaller than those of regular models, which implies the advantage of Bayesian
learning still remains in variational Bayesian learning.

2 Bayesian Networks

A graphical model can express the relations among random variables by a graph.
Bayesian networks are included in graphical models. The Bayesian network is
defined by a directed graph and conditional probabilities[5].

In this paper, we focus on the Bayesian network whose states of all hid-
den nodes influence those of all observation nodes and assume that it has N
observation nodes and K hidden nodes. Fig. 1 shows the graphical structure
of the Bayesian networks. The observation nodes are denoted by a vector x =
(x1, x2,. . ., xN), and the set of states of the observation node xj is xj ∈{1, 2,. . ., Yj}.
The hidden nodes are denoted by a vector z = (z1, z2, . . . , zK), and the set of
states of the hidden node zk is zk ∈ {1, 2, . . . , Tk}.

The probability that the state of the hidden node zk is i, (1 ≤ i ≤ Tk), is
expressed as

a(k,i) := P (zk = i). (1)

Because {a(k,i), i = 1, 2, . . . , Tk} is a probability distribution,
∑Tk

i=1 a(k,i) = 1,
holds for k = 1, 2, . . . , K.
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And the conditional probability that the jth observation node xj is l, (1 ≤ l ≤
Yj), given the condition that the states of hidden nodes are z = (z1, z2, . . . , zK),
is

b(j,l|z) := P (xj = l|z). (2)

Define a := {a(k,i)}, b := {b(j,l|z)} and let ω = {a, b} be the set of all pa-
rameters. Then the joint probability that the states of observation nodes are
x = (x1, x2, . . . , xN ) and the states of hidden nodes are z = (z1, z2, . . . , zK) is

P (x, z|ω) =
K∏

k=1

a(k,zk)

N∏

j=1

b(j,xj|z). (3)

Therefore the marginal probability that the states of observation nodes are x is

P (x|ω) =
∑

z

P (x, z|ω) =

{
K∏

k=1

Tk∑

zk=1

}
K∏

k=1

a(k,zk)

N∏

j=1

b(j,xj |z), (4)

where we use the notation
∑

z =
{∏K

k=1
∑Tk

zk=1

}
:=

∑T1
z1=1

∑T2
z2=1 · · ·

∑TK

zK=1

for the summation over all states of hidden nodes.

3 Bayesian Learning

Suppose n training samples Xn = {X1, X2, . . . , Xn} are independently and iden-
tically taken from the true distribution p0(x). In Bayesian learning, the prior
distribution ϕ(ω) on the parameter ω is set. Then the posterior distribution
p(ω|Xn) is computed from the given dataset and the prior by

p(ω|Xn) =
1

Z(Xn)
exp(−nHn(ω))ϕ(ω), (5)

where Hn(ω) = 1
n

∑n
i=1 log p0(Xi)

p(Xi|ω) , and Z(Xn) is the normalization constant
called the marginal likelihood or the evidence of the dataset Xn [7]. The Bayesian
predictive distribution p(x|Xn) is given by averaging the model over the posterior
distribution as follows,

p(x|Xn) =
∫

p(x|ω)p(ω|Xn)dω. (6)

The Bayesian stochastic complexity F (Xn) is defined by

F (Xn) = − logZ(Xn), (7)

which is also called the free energy and is important in most data modeling
problems. Practically, it is used as a criterion by which the model is selected and
the hyperparameters in the prior are optimized[8].
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Let EXn [·] be the expectation over all sets of training data. It was proved that
the Bayesian stochastic complexity has the following asymptotic form [10],

EXn

[
F (Xn)

]
≈ λ log n − (m − 1) log log n + O(1), (8)

where λ and m are the rational number and the natural number respectively
which are determined by the singularities of the true parameter. In regular mod-
els, 2λ is equal to the number of parameters and m = 1, while in non-identifiable
models, 2λ is not larger than the number of parameters and m ≥ 1[12]. This
means non-identifiable models have an advantage in Bayesian learning.

However, Bayesian learning requires integration over the posterior distribu-
tion, which typically cannot be performed analytically. As an approximation,
the variational Bayesian framework was introduced in neural networks[3] and
was extended to deal with statistical models containing hidden variables[1].

4 Variational Bayesian Learning for Bayesian Networks

4.1 Variational Bayesian Learning

Let {Xn, Zn} be the complete data added the corresponding hidden variables
Zn={Z1, Z2,. . ., Zn}. Variational Bayesian framework approximates the Bayesian
posterior p(Zn, ω|Xn) of the hidden variables and the parameters by the varia-
tional posterior q(Zn, ω|Xn), which factorizes as

q(Zn, ω|Xn) = Q(Zn|Xn)r(ω|Xn), (9)

where Q(Zn|Xn) and r(ω|Xn) are posteriors on the hidden variables and the
parameters respectively. And the variational posterior q(Zn, ω|Xn) is chosen to
minimize the functional F [q] defined by

F [q] =
∑

Zn

∫

q(Zn, ω|Xn) log
q(Zn, ω|Xn)p0(Xn)

p(Xn, Zn, ω)
dω, (10)

= F (Xn) + K(q(Zn, ω|Xn)||p(Zn, ω|Xn)), (11)

where K(q(Zn, ω|Xn)||p(Zn, ω|Xn)) is the Kulback information between the
true Bayesian posterior p(Zn, ω|Xn) and the variational posterior q(Zn, ω|Xn).
This leads to the following theorem. The proof is well known[2].

Theorem 1. If the functional F [q] is minimized under the constraint eq.(9) then
the variational posteriors, r(ω|Xn) and Q(Y n|Xn), satisfy

r(ω|Xn) =
1
Cr

ϕ(ω) exp < log p(Xn, Zn|ω) >Q, (12)

Q(Zn|Xn) =
1

CQ
exp < log p(Xn, Zn|ω) >r, (13)

where Cr and CQ are the normalization constants 1.
1 Hereafter we use the notations < · >r and < · >Q for the expectation over r(ω|Xn)

and Q(Zn|Xn) respectively.
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Note that eq.(12) and eq.(13) give only necessary conditions for the functional
F [q] to be minimized. The variational posteriors that satisfy eq.(12) and eq.(13)
are computed by an iterative algorithm whose convergence is guaranteed.

We define the variational stochastic complexity F (Xn) by the minimum value
of the functional F [q], that is,

F (Xn) = min
r,Q

F [q]. (14)

From eq.(11), the difference between F (Xn) and the Bayesian stochastic com-
plexity F (Xn) shows the accuracy of the variational Bayesian approach as an
approximation of Bayesian learning.

4.2 Variational Posterior for Bayesian Networks

We assume that the prior distribution ϕ(ω) of parameters ω = {a, b} is the conju-
gate prior distribution. Then ϕ(ω) is given by

{∏K
k=1 ϕ(ak)

}{∏
z

∏N
j=1 ϕ(b(j,·|z))

}
,

where

ϕ(ak) =
Γ (Tkφ0)
Γ (φ0)Tk

Tk∏

zk=1

aφ0−1
(k,zk) , k = 1, 2, . . . , K, (15)

ϕ(b(j,·|z)) =
Γ (Yjξ0)
Γ (ξ0)Yj

Yj∏

xj=1

bξ0−1
(j,xj|z) , j = 1, 2, . . . , N, (16)

are Dirichlet distributions with hyperparameters φ0 > 0 and ξ0 > 0. Let δ(n) be
1 when n = 0 and 0 otherwise, and define

n̄z
(k,zk) :=

n�
i=1

�
δ(Z(k)

i − zk)
�

Q
, and n̄x

(j,xj |z) :=
n�

i=1

δ(X(j)
i − xj)

�
K�

k=1

δ(Z(k)
i − zk)

�
Q

.

Here X
(j)
i is the state of the jth observation node and Z

(k)
i is the state of

the kth hidden node when the ith training datum is observed. From eq.(12), the
variational posterior distribution of parameters ω = {a, b} is given by r(ω|Xn) ={∏K

k=1 r(ak|Xn)
}{∏

z

∏N
j=1 r(b(j,·|z)|Xn)

}
,

r(ak|Xn) =
Γ (n + Tkφ0)�Tk

zk=1 Γ (n̄z
(k,zk) + φ0)

Tk�
zk=1

a
n̄z
(k,zk)+φ0−1

(k,zk) , (17)

r(b(j,·|z)|Xn) =
Γ (n̄x

z + Yjξ0)�Yj

xj=1 Γ
�
n̄x

(j,xj |z) + ξ0

	 Yj�
xj=1

b
n̄x
(j,xj |z)+ξ0−1

(j,xj |z) , (18)

where n̄x
z :=

∑n
i=1

〈∏K
k=1 δ(Z(k)

i − zk)
〉

Q
. Then it follows that

n̄x
z =

Yj�
xj=1

n̄x
(j,xj |z), for j = 1, · · · , N, and n̄z

(k,zk) =
�
z−k

n̄x
z , (19)

where
∑

z−k
denotes the sum over zi (i �= k).
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5 Main Result

We assume the following conditions.

(A1). The true distribution is defined by a Bayesian network with H hidden
nodes and each hidden node has Sk states, where H ≤ K and Sk ≤ Tk holds
for k = 1, 2, . . . , H . Then the true distribution p0(x) is

p(x|ω∗) =

{
H∏

k=1

Sk∑

zk=1

}

a∗
(k,zk)

N∏

j=1

b∗(j,xj|z), (20)

where ω∗ = {{a∗
(k,zk)}, {b∗(j,xj|z)}} is the true parameter.

(A2). The prior distribution of parameters ω = (a, b) is the conjugate prior
distribution, ϕ(ω) =

{∏K
k=1 ϕ(ak)

}{∏
z

∏N
j=1 ϕ(b(j,·|z))

}
, where ϕ(ak) and

ϕ(b(j,·|z)) are given by eqs.(15),(16).

Under these conditions, we prove the following theorem.

Theorem 2. Assume the conditions (A1) and (A2). If the learning machine is
given by eq.(4) and the true distribution is given by eq.(20), then for an arbitrary
natural number n, the variational stochastic complexity satisfies,

F (Xn) ≤ ν log n + C, (21)

where C is a constant independent of n and

ν = φ0

K∑

k=1

Tk −φ0K +
(

φ0 − 1
2

)

H +
(

1
2

− φ0

) H∑

k=1

Sk +
1
2

H∏

k=1

Sk

N∑

j=1

(Yj − 1) .

(22)

6 Outline of the Proof

From eq.(13), we can rewrite the variational stochastic complexity as follows,

F (Xn) = min
r

[

−
(
S(Xn) + log CQ

)
+ K

(
r(ω|Xn)||ϕ(ω)

)
]

, (23)

where S(Xn) = −
∑n

i=1 log p0(Xi) and

log CQ = log
∑

Zn

exp
〈

log p(Xn, Zn|ω)
〉

r
. (24)

We can approximate the term in the bracket in eq.(24) and the second term
K

(
r(ω|Xn)||ϕ(ω)

)
in eq.(23) as follows:

�
log p(Xn, Zn|ω)

�
r

=
K�

k=1

Tk�
zk=1



log

n̄z
(k,zk) + φ0

n + Tkφ0
− 1

2(n̄z
(k,zk) + φ0)

+
1

2(n + Tkφ0)

+
N�

j=1

Yj�
xj=1

�
log

n̄x
(j,xj |z) + ξ0

n̄x
z + Yjξ0

− 1
2(n̄x

(j,xj |z) + ξ0)
+

1
2(n̄x

z + Yjξ0)
+ O(

1
(n̄x

(j,xj |z))
2 )
�

, (25)
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K
�
r(ω|Xn)||ϕ(ω)

	
=

K�
k=1

��
Tkφ0 − 1

2

�
log (n + Tkφ0)

�

−
K�

k=1

Tk�
zk=1

��
φ0 − 1

2

�
log
�
n̄z

(k,zk) + φ0
��

+
�

z

N�
j=1

��
Yjξ0 − 1

2

�
log (n̄x

z + Yjξ0)
�

−
�

z

N�
j=1

Yj�
xj=1

��
ξ0 − 1

2

�
log
�
n̄x

(j,xj |z) + ξ0

	�
+ O(1). (26)

Here we use the asymptotic expansions of the psi function, Ψ(x) = log x− 1
2x +

O
( 1

x2

)
and the log gamma function, log Γ (x) = (x − 1

2 ) log x − x + O(1).
From eq.(23), since F (Xn) is given as the minimum value of the function of

{n̄x
(j,xj|z)}, we can obtain an upper bound of F (Xn) by substituting each n̄x

(j,xj |z)
by any specific value. Therefore substitute for each j and xj ,

n̄x
(j,xj |z) =

⎧
⎨

⎩

(
∏H

k=1 a∗
(k,zk))b

∗
(j,xj |z)n (1 ≤ z1 ≤ S1, · · · , 1 ≤ zH ≤ SH ,

zH+1 = · · · = zK = 1),
0 (otherwise).

(27)

From eqs.(24), (25), (27), and (19), we obtain

log CQ = −S(Xn) + Const. . (28)

And from eqs.(26), (27), and (19), we obtain

K
(
r(ω|Xn)||ϕ(ω)

)
= ν log n + Const. . (29)

From eqs.(23), (28), (29), we complete the proof. ��

7 Discussion and Conclusions

In this paper, we showed the asymptotic upper bounds of the variational stochas-
tic complexities of Bayesian networks. Let us compare the variational stochastic
complexities to the Bayesian stochastic complexities of Bayesian networks and
those of regular statistical models. The Bayesian stochastic complexities of reg-
ular models are also called the Bayesian information criterion(BIC)[8].

For an arbitrary natural number n, the following inequality holds for the
Bayesian stochastic complexity[12],

EXn [F (Xn)] ≤ μ log n + Const. ,

μ =
1
2

N∑

j=1

(Yj − 1)
H∏

k=1

Sk − 1
2

H∑

k=1

Sk +
1
2
H +

K∑

k=1

Tk − K. (30)

These upper bounds are obtained under the conditions (A1), (A2), and φ0 = 1
in eq.(15). Also the penalty term in the BIC is given by d

2 log n where

d =
K∑

k=1

(Tk − 1) +
N∑

j=1

(Yj − 1)
K∏

k=1

Tk, (31)
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is the number of parameters. By putting φ0 = 1 in eq.(22), from eqs.(30) and
(31), we obtain

ν = μ < d/2.

This means the variational stochastic complexity is much smaller than the BIC
and close to the Bayesian stochastic complexity. In other words, this implies
the effectiveness of the variational Bayesian approach in terms of approximat-
ing the Bayesian posterior distributions and estimating the Bayesian stochastic
complexities. It would be important to assess the variational approximation in
terms of the generalization error or approximating the Bayesian predictive dis-
tributions in the future study. It is also important to show the lower bound of the
variational stochastic complexity as well as the upper bound. To obtain lower
bounds, the identifiability of Bayesian networks should be taken into account[11].
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Education, Science, Sports and Culture, Grant-in-Aid for JSPS Fellows 16-4637
and for Scientific Research 15500130, 2006.
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Abstract. The main objective of the present work is to propose and
evaluate a neural stochastic optimization framework for reservoir para-
meter estimation, for which a history matching procedure is implemented
by combining three independent sources of spatial and temporal infor-
mation: production data, time-lapse seismic and sensor information. In
order to efficiently perform large-scale parameter estimation, a coupled
multilevel, stochastic and learning search methodology is proposed. At a
given resolution level, the parameter space is globally explored and sam-
pled by the simultaneous perturbation stochastic approximation (SPSA)
algorithm. The estimation and sampling performed by SPSA is further
enhanced by a neural learning engine that evaluates the objective func-
tion sensitiveness with respect to parameter estimates in the vicinity of
the most promising optimal solutions.

1 Introduction

The continuous growth of computing power and communication technology is
bridging gaps in many scientific applications by allowing traditional information
processing and modeling techniques to be performed in a more complete multi-
dimensional and multivariate framework. In the particular case of geosciences,
specialized sensors are capable of measuring at a high local resolution, fluid and
rock properties (see e.g., [1,2] and references therein). These advances, in con-
junction with time-lapse seismic studies, are revealing enormous potentials to
reduce the uncertainty in both reservoir characterization and production sce-
narios. Meanwhile, new stochastic optimization and statistical learning methods
are arising as promising tools to find nontrivial correlations between data mea-
surements and responses and to develop optimal reservoir exploitation plans
([3,4,5,6,7,8]).

The main objective of the present work is to propose and evaluate a neural
stochastic optimization framework for reservoir parameter estimation. The pro-
posed optimization framework is demonstrated and evaluated by means of a
� The research presented in this paper is supported in part by the National Science

Foundation ITR Grant EIA-0121523/EIA-0120934 and the Spanish Ministry of Ed-
ucation and Science.
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history matching procedure that combines information conveyed by production
data, time-lapse seismic and specialized sensor measurements as independent
sources of spatial and temporal information. All sensor information of pressures,
concentrations and fluid velocities is incorporated, along with seismic and pro-
duction data, into a multi-dimensional objective function that quantifies the
mismatch between observed and predicted data. This set of objective functions
evaluates the impact that each information component has in the quality of the
permeability estimation, which allows for relating detailed changes in fluid flow
and seismic traveltimes to permeability field distribution.

The proposed optimization framework consists of the use of a hybrid multilevel
approach to gradually perform parameter estimation from low to high resolution
levels. In this way, the parameter space is globally explored and sampled by
the simultaneous perturbation stochastic approximation (SPSA) algorithm at a
given resolution level. Then, the estimation and sampling performed by SPSA
is further enhanced by a neural learning engine which is trained to provide a
smooth representation of the multi-dimensional objective function within the
region explored by SPSA. This combination of global stochastic searches with
local estimations via artificial neural networks (ANNs) also provides means to
study the objective function sensitivity with respect to parameter estimates in
the vicinity of the most promising optimal solutions, which consequently allows
for further resolution refinements to the parameter estimation process.

2 The Neural Stochastic Optimization Framework

As already mentioned, the proposed methodology consists of the use of a hybrid
multilevel approach to gradually perform parameter estimation from low- to
high-resolution levels. We restrict our attention to permeability although the
proposed framework could also be employed for other reservoir parameters of
interest, such as porosity, PVT data, stress and fracture distribution.

Starting from a coarse grid, the parameter estimation is first carried out with
the simultaneous perturbation stochastic approximation (SPSA) algorithm [7]
with different initial guesses. This not only augments the chances for finding a
global optimal solution, it also allows for a rich sampling of the parameter space.
Moreover, the search performed by the SPSA algorithm guides the sampling
toward promising regions containing a global solution (“hot spots”). We provide
more details on the SPSA algorithm below. Due to the size of the coarse grid,
thousands of computations are affordable in a few hours.

Based on the mapping between parameters and the objective function pro-
vided by SPSA samples, we train an artificial neural network (ANN) that pro-
vide us with an approximate smooth representation of the objective function
within the region of the most promising optimal solutions explored by SPSA.
The trained ANN also provides means to study the objective function sensi-
tivity with respect to parameter estimates in the vicinity of explored regions.
This sensitivity analysis allows to further refine the solution of the optimization.
Therefore, points evaluated by the ANN are validated against the simulator. If
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these evaluations lead to a better optimizer, then the final estimation is used as
an initial guess for the next finer resolution permeability grid. In this way, the
ANN acts as a surrogate model or metamodel for the simulation model.

The simulation model consists of the integrated functionality of independent
multiphase flow, petrophysics and seismic models. The flow component is pro-
vided by the Integrated Parallel Accurate Reservoir Simulation (IPARS) frame-
work ([9,10]). The petrophysics model follows the Biot-Gassman theory [11],
which describes seismic velocity changes resulting from changes in pore-fluid
saturations and pressures. Given the resulting seismic velocities, it is possible
to perform wave propagation modeling through the porous media. In the first
stage of the present effort, we are momentarily disregarding amplitude effects
and, instead, reporting on traveltime measurements generated by the FERMAT
raytracer algorithm [12]. Therefore, the simulation model allows us to evaluate
a collection of objective functions of the form:

Φ (θ) = Φ (p, c,u,q, τ ) =
T∑

i=1
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)∥
∥

2

]
,

(1)

where p, c and u denote pressure, concentration and velocity vectors at discrete
times, respectively. Here, q represents data at production wells, i.e. bottom hole
pressure, gas/oil ratio and cumulative production. The variable τ stands for the
traveltime vector. Superscript d indicates measured data. The weight operators,
wx, include scaling factors and allow for the flexible selection of sensor, produc-
tion and seismic measurements. Note that the above formulation may include
measurements at selected locations and at discrete times throughout the simu-
lation interval [0, T ].

3 Global Stochastic Optimization Via SPSA

The simultaneous perturbation stochastic approximation (SPSA) for equation
(1) is defined by the following recursion for the parameter vector θ:

θk+1 = θk − akĝk (θk) , (2)

where ak is a positive scalar that monotonically decreases with respect to k, and
ĝk (θk) is a stochastic approximation to the gradient given by a simultaneous
perturbation of all elements of θk, that is,

ĝk (θk) =
1

2ck
[Φ (θk + ckΔk) − Φ (θk − ckΔk)]Δ−1

k , (3)

where ck is also a positive scalar that monotonically decreases with respect
to k, Δk is a vector consisting of {−1, 1} values randomly generated with a
Bernoulli distribution and Δ−1

k stands for the componentwise reciprocal of each
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of the entries of Δk. The parameters ak and ck are chosen to ensure asymptotic
convergence of the algorithm; for more details and pointers on SPSA see [7].

The SPSA algorithm has received considerable attention for global optimiza-
tion problems where it is difficult or impossible to compute first order derivative
information associated with the problem. As indicated by (3), this algorithm only
requires two function evaluations per iteration independently of the parameter
space size to generate a stochastic descent direction for (2).

4 The Neural Learning Engine

The ANN implementation used in the present work considers a multilayer per-
ceptron architecture under the supervised learning framework [13]. Supervised
learning implies the existence of an “adviser” entity able to quantify the network
performance, which in many practical applications, reduces to the availability of
a set of input data for which the expected output data is known. In the case of the
proposed methodology, this data is numerically generated by the SPSA algorithm
which certainly explores a specific region of the objective function when converging
to a promising optimal solution. Special attention should be paid to this sampling
process in order to guarantee collected samples to provide a good representation of
the parameter space. Hence, several runs of SPSA within the same neighborhood
might be necessary to ensure a good parameter space representation.

These parameter space samples, along with their corresponding objective func-
tion values, constitute the training data set for the ANN model. This data set
is used to calibrate the multilayer perceptron parameters, as well as for the final
training of the ANN model. The training of the multilayer perceptron considered
here is implemented by using the classical back-propagation algorithm [13]. In
the proposed optimization framework, the ANN engine is used with a twofold
objective in mind. First, it should provide an efficient and smooth estimator
of the mismatch objective function, which will allow for further enhancing the
global solution provided by the SPSA algorithm. Special care must be taken
when performing a local search over the smooth estimator provided by the ANN
since the ANN representation is only valid inside the core region explored by the
SPSA. In order to avoid going out the valid region of search, some constraining
conditions should be artificially imposed to this local search. Second, it should
allow for capturing the intrinsic complexities of the mismatch objective function
with respect to variations of individual permeability field values. This will enable
performance of a fast sensitivity analysis of the overall model response with re-
spect to each individual model parameter, which will provide useful information
about the specific gridblocks for which further scale refinements are required.

5 Numerical Experiments

Computational experiments were performed on a coarse grid representation of
model 1 of the SPE 10th Comparative Solution Project [14]. This reference
coarse permeability field, consisting of 10 × 2=20 gridblocks, was obtained by
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successively upscaling the original 100×20 model with a wavelet transformation
using the Haar basis [15]. A fixed production strategy was adopted with one
gas injecting well located at the leftmost side of the model and a production
well at the opposite side. Sensor measurements of pressures, concentrations and
flow velocities were assumed to be active midway between the two wells and
along the wellbore. An a priori permeability model was obtained by an upscaled
low-resolution model of the original permeability field. Each iteration of the
SPSA algorithm involved two function evaluations by using the simulation model
described at the end of section 2. The SPSA converged in about 2000 iterations
for a total computation time of about half an hour.

Two ANN models were calibrated and trained by using the sample points
generated by the SPSA algorithm. The ANN-1 model corresponds to an ANN
architecture of only one hidden layer with ten units, and the ANN-2 model
corresponds to an architecture of two hidden layers with eight and five units,
respectively. The number of units was empirically selected by using a cross-
validation procedure to compare different networks of similar complexities (in
terms of their total amount of weights). A local search was performed over each
ANN model space in order to further improve the SPSA solution. Each of these
searches converged in about 1000 iterations for a total computation time of about
13 seconds. Table 1 presents both actual and estimated objective function values
for four specific permeability fields of interest: the a priori permeability model,
the SPSA solution model and both ANN model improved solutions.

Table 1. Actual and estimated objective function values for a priori permeability
model, SPSA solution, and ANN-1 and ANN-2 improved solutions

Objective Function A priori Model SPSA Solution ANN-1 Solution ANN-2 Solution

IPARS Value 0.0761578849 0.0042390311 0.0041412518 0.0039853471
ANN-1 Estimation 0.0761588044 0.0042386536 0.0041278380 —————–
ANN-2 Estimation 0.0758141299 0.0042406859 —————– 0.0038237641

Two important observations can be drawn from table 1. First, these figures
reveal that although both ANN models were able to capture the behavior of the
20-dimensional objective function under consideration, no significant improve-
ment with respect to the SPSA solution was achieved. This might suggest that
the SPSA algorithm probably reached, or got very close, to the basin minimum.
Nevertheless, it is seen that a little improvement of the permeability field was
achieved in both cases. The second observation refers to the mismatch between
the actual objective function values and the estimations provided by the ANN
models. It is interesting to notice that although ANN-1 estimations are better
than ANN-2 estimations, this latter model is the one which allows for a bet-
ter improvement of the SPSA solution model. Figure 1 presents the individual
permeability estimations for the global SPSA-based optimization and both local
ANN-based refinements along with the true permeability values.
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Fig. 1. True permeability values and permeability estimations for the global SPSA-
based optimization and both local ANN-based refinements

The following step in the proposed methodology is to proceed to generate
a higher resolution estimate of the initial coarse permeability field. In order
to achieve this in an efficient manner, only those gridblocks with a significant
impact on the objective function cost are subdivided into smaller gridblocks,
while all others are maintained at their original level of resolution. The selection
of significant gridblocks is supported by a sensitivity analysis which is performed
with the smooth estimator provided by the ANN. Table 2 presents the percentage
variations of the objective function value around the ANN-2 solution when each
individual permeability value is varied from −1% to +1% of its value.

Table 2. Percentage variations of the objective function for individual permeability
value variations of 2%

Block1 Block3 Block5 Block7 Block9 Block11 Block13 Block15 Block17 Block19
0.158% 0.751% 0.720% 2.940% 2.141% 1.113% 0.481% 0.466% 0.440% 0.339%
Block2 Block4 Block6 Block8 Block10 Block12 Block14 Block16 Block18 Block20
0.110% 0.186% 0.262% 2.941% 0.980% 0.561% 0.685% 0.641% 0.464% 1.698%

As seen from table 2, gridblocks 7, 8, 9, 11 and 20 are the most sensitive ones.
This shows the important incidence of sensor information on the overall esti-
mation process, since those gridblocks are precisely the closest ones to both the
midway and wellbore located sensors. The detailed objective function behavior
for each individual permeability value variation is depicted in figure 2, were each
panel (numbered in a row-wise fashion) corresponds to the varying permeability
gridblock.
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Fig. 2. Objective function variations corresponding to each individual gridblock per-
meability variation (gridblocks are presented in a row-wise fashion)

Finally, according to the sensitivity analysis results, further resolution refine-
ments should be performed at those particular gridblocks which have a stronger
incidence on the objective function behavior. Once this new multi-resolution grid
representation of the permeability field model is implemented, a global search
should be performed again by using SPSA in order to readjust all permeability
values of the new model. This global search result might be enhanced again by
a new ANN-based local search and sensitivity analysis.

6 Conclusions

According to the preliminary results presented in this work, the proposed metho-
dology promises to provide a very attractive framework for parameter estima-
tion, especially when the problem complexity makes derivative computation un-
feasible and when computational times strongly limit the search performance. As
already discussed, for the example presented here, although model enhancements
achieved by the ANN-based search were actually small compared to the global
search performed by SPSA, the ANN model not only helped for better under-
standing the search space, but also provided a good estimator of the objective
function allowing for much faster computations.

Moreover, this type of hybrid approach may be convenient when models and
data are subject to dynamic changes as the understanding of the reservoir in-
creases. Ongoing efforts are currently focused on a deeper analysis of the value
that sensor information has in time-lapse seismic history matching. To that end,
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the research team will continue evaluating the proposed framework for enhancing
the estimations when thousands of parameters are involved, and performing
sensitivity analysis for each component of the mismatch objective function.
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Abstract. To evaluate predictability of complex behavior produced from
nonlinear dynamical systems, we often use normalized root mean square
error, which is suitable to evaluate errors between true points and pre-
dicted points. However, it is also important to estimate prediction in-
tervals, where the future point will be included. Although estimation of
prediction intervals is conventionally realized by an ensemble prediction,
we applied the bootstrap resampling scheme to evaluate prediction inter-
vals of nonlinear time-series. By several numerical simulations, we show
that the bootstrap method is effective to estimate prediction intervals
for nonlinear time-series.

1 Introduction

Several prediction methods have been proposed for analyzing complex, possi-
bly chaotic, time-series, for example, the Lorenz’ method of analogues[1], the
Jacobian matrix estimation[2], the Bootstrap nonlinear prediction[3], and the
kNN technique[4]. In the field of nonlinear time-series analysis, these prediction
methods are important not only to predict future values of the time-series, but
also to analyze long-term unpredictability and short-term predictability, or one
of the essential characteristics of deterministic chaos[5].

To evaluate the prediction accuracy, we usually use a normalized root mean
square error between true points and predicted points. In such a case, prediction
must be described as a point even if its predictability is unreliable due to small
size data or noise in the data. In this paper, we evaluate prediction accuracy
from another viewpoint: we estimate prediction intervals in which the future
point would fall.

In statistical literatures, several attempts have been made on evaluation of
prediction intervals. For example, in Ref.[6], the bootstrap method is used to
evaluate prediction intervals for autoregressive models. In Ref.[7], a parametric
bootstrap method is applied to financial time-series. In Ref.[8], the endogenous
lag order method of Kilian[9] applied to sieve bootstrap prediction intervals.
However, an application of the bootstrap method is usually evaluated through
a linear model such as ARMA.
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Although a nonlinear model for a stochastic volatility is used in Ref.[7], how-
ever, there is no application of the bootstrap method to more general class of
nonlinear dynamical systems, possibly producing chaotic response. In this paper,
we apply the concept to the prediction problem of nonlinear, possibly chaotic,
time-series.

The concept of the prediction intervals does not directly evaluate the pre-
diction accuracy but statistically estimates a spatial distribution of the future
point which might be included in a bounded interval. One of the conventional
methods for evaluating such a prediction interval is the ensemble prediction[10].
However, because the ensemble prediction needs large size data to evaluate en-
semble properties, estimated prediction intervals[6,7] might be unreliable in the
case that we cannot use large size data. In Ref.[3], we have already reported
effectiveness of the bootstrap resampling scheme[11] for nonlinear prediction
even if the data size is small. This paper [3] showed that the bootstrap re-
sampling method improves prediction accuracy for nonlinear chaotic dynamical
systems.

Thus, it is expected that the concept of the bootstrap method would also
work well for the present issue. In this paper, we compared the performances of
the ensemble prediction and the bootstrap method on the basis of accuracy or
efficiency of estimated prediction intervals. By several numerical simulations, we
reveal that the bootstrap method has advantages on the evaluation of prediction
intervals for nonlinear time-series.

2 Local Linear Prediction Methods

Although there are several local linear prediction methods[1,2,4,5], we introduced
two basic methods[1,2] which are used for estimating prediction intervals in the
following sections. At first, let us consider a nonlinear dynamical system:

x(t + 1) = f(x(t)), (1)

where f is a k-dimensional nonlinear map, x(t) is a k-dimensional state at time
t. To estimate the Jacobian matrix of f , we linearize Eq.(1) as follows:

δx(t + 1) = Df(x(t))δx(t), (2)

where Df(x(t)) is the Jacobian matrix at x(t), and δx(t) is an infinitesimal
deviation at x(t). To evaluate Df(x(t)) only with local information at x(t),
we first extract a near-neighbor set of x(t). Let us denote the i-th near neigh-
bor of x(t) by x(tki), (i = 1, 2, . . . , M). Here, M is the total number of near
neighbors. After temporal evolution, displacement vectors can be denoted as
yi = x(tki)−x(t) and zi = x(tki + 1)− x(t + 1). Here, yi corresponds to δx(t),
and zi corresponds to δx(t + 1) in Eq.(2). If the norms of yi and zi and the
corresponding temporal evolution is small enough, we can approximate the re-
lation between zi and yi by the linear equation: zi = G(t)yi, where the matrix
G(t) is an estimated Jacobian matrix Df(x(t)) in Eq.(2). Then, we estimate
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G(t) by the least-square-error fitting which minimizes the average square error
S = 1

M

∑M
i=1 |zi − G(t)yi|. In other words, we can estimate G(t) by the fol-

lowing equations: G(t)W = C, where W is the variance matrix of yi, and C is
the covariance matrix between yi and zi. If W has its inverse matrix, we can
obtain G(t) from G(t) = CW−1[2,12].

Because we do not know a future value of x(t), we cannot use dynamical
information of zi, and then cannot have direct information of G(t). To solve the
problem, we use the information of the nearest neighbor x(tk0) of x(t). Then,
we calculate a displacement vector y′ = x(t)−x(tk0). Next, we can estimate the
Jacobian matrix G(tk0) at x(tk0) by the above procedure. If we define x̂(t + 1)
as the predicted future value of x(t), we can denote the predicted displacement
vector ẑ′ = x̂(t+1)−x(tk0 +1) by ẑ′ = G(tk0)y′. Then, we can predict x̂(t+1)
as follows: x̂(t + 1) = G(tk0)(x(t) − x(tk0)) + x(tk0 + 1). Repeating the scheme
for p time iteratively, we can predict the p step future of x(t)[13].

We introduced another prediction method to estimate a dynamical system
f [1,5]. First, in this method, we search for the near neighbors x(tki)(i=0, 1,. . ., K)
of x(t) on the reconstructed attractor. Then, we calculate a future value of x(t)
as

x̂(t + 1) =
K∑

i=0

exp(−di)x(tki + 1)
/ K∑

i=0

exp(−di),

where di = |x(tki) − x(t)|. This method is called a weighted average prediction.

3 Estimating Prediction Intervals

As a conventional measure to evaluate the prediction accuracy, we can use a
normalized root mean square error:

E =

√
√
√
√

N∑

t=1

k∑

d=1

(xd(t + 1) − x̂d(t + 1))2
/√

√
√
√

N∑

t=1

k∑

d=1

(xd(t + 1) − x̄d)2,

where N is the data length, x̄d(t + 1) is the d-th variable of a predicted point,

and x̄d =
1
N

N∑

t=1

xd(t). For evaluating the prediction accuracy, E is basic and es-

sential. However, any prediction methods cannot predict future points perfectly.
Instead, it is important to offer a prediction interval in which the true future
point might be included.

3.1 Ensemble Prediction

Generally, the prediction intervals can be generated by the ensemble predic-
tion[10] whose technical procedure is described as follows: first, we select several
ensemble samples x(m)(t)(m = 0, 1, 2, . . . , M) from near neighbors x(tki). In this
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paper, we set M = K, where K is the number of near neighbor data. We predict
a future state of x(m)(t) as x̂(m)(t + 1) with estimating f by some prediction
method, and we calculate the future of x(t) as

x̂(t + 1) =
1
M

M∑

m=1

x̂(m)(t + 1).

Next, to perform multi-steps prediction, we predict the futures of x̂(m)(t + 1),
respectively. Then, repeating this scheme for p times, we can predict the p step
future as x̂(m)(t + p).

The prediction intervals can be calculated from the spatial distribution of
x̂(m)(t + p). In this paper, the prediction intervals E(t + p) is defined by an
ellipse, the center of which is x̄(t+1). Then, the equation of the ellipse is defined
by

E(t + p) =
d∑

i=1

ẑ2
i (t + p)

σ2
i

− 1

where ẑ
(
i t + p) is the i-th principle component, obtained by the application of

PCA to the data set x̂(m)(t + p), (m = 1, 2, . . . , M), and σi corresponds to the
variance.

3.2 Prediction Intervals by Using the Bootstrap Method

Because the ensemble prediction needs large data sets to evaluate ensemble prop-
erties, estimated prediction intervals might be unreliable in the case that we
cannot use large size data. In Ref.[3], we have already reported effectivity of
the bootstrap method[11] for nonlinear prediction problem even if data size is
small. Thus, to evaluate more accurate prediction intervals and to perform stable
prediction, it is expected that the bootstrap method may work as well.

The bootstrap resampling scheme[11] is described as follows. First, we se-
lected near-neighbor points of x(t) to predict x(t). The data set is denoted
by D = {x(tk0), x(tk1), · · · , x(tkL)}, where L is the number of near-neighbor
points to make a predictor. In this paper, we set L = M . Next, we performed
a sampling with replacement of D to obtain a new near-neighbor data set
D(1) = {D(1,1), D(1,2), · · · , D(1,l), · · · , D(1,L)}. Here, D(1,l) means the l-th sam-
pling with replacement at the first bootstrap trial. Then, we estimate a predictor
f̃

(1,l)
on each D(1,l), and we predict a future point of x(t) by x̃(1,l)(t + 1) =

f̃
(1,l)

(D(1,l)).
We repeated such bootstrap estimates for B times. Namely, the b-th bootstrap

predicted point is described by x̃(b,l)(t+1) = f̃
(b,l)

(D(b,l)), where b = 1, 2, . . . , B.
Next, we predict the future of each bootstrap predicted point {x̃(b,1)(t + 1), · · · ,
x̃(b,L)(t+1)}. Therefore, predicted two-steps futures of bootstrap estimates was
described as x̃(b,l)(t+2) whose size is (B ·L)2. That is, this dimension is (B ·L)p. If
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we perform a p-steps prediction with the bootstrap method, the computational
load would grow exponentially. Thus, in this paper, at the second prediction
step, we randomly select B elements from {x̃(b,l)(t + 2)} to prevent the number
of bootstrap samples from exploding exponentially. Repeating this scheme for
p times, we can predict the p-step future of bootstrap estimates {x̃(b,l)(t + p)},
whose size is B2. Finally, we decided the prediction interval R(t+p) in the same
way as the ensemble prediction as described in 3.1.

4 Numerical Simulations

To confirm the validity of estimating prediction intervals by the proposed method,
we applied the proposed method to an example test: the Ikeda map[14], which
is described as follows:

{
x(t + 1) = a + b

(
x(t) cos(θ(t)) − y(t) sin(θ(t))

)

y(t + 1) = b
(
x(t) sin(θ(t)) + y(t) cos(θ(t))

)
,

θ(t) = κ − α/(1 + x2(t) + y2(t)),

where a, b, κ, and α are parameters. The Ikeda map is suitable to check the
validity of the proposed method because it has higher order nonlinearity. In
simulations, the parameters were set as a = 1.0, b = 0.9, κ = 0.4 and α = 6.0,
the data length of x(t) and y(t) is 1,000, respectively. Then, we disturbed the
system both by observational and dynamical noise. In this paper, the noise level
is quantified by the signal-to-noise ratio, which is calculated by SNR[dB] =
10 log10 σ2

o/σ2
η, where σ2

o is the variance of the original data and σ2
η is the variance

of Gaussian observational/dynamical noise.
For estimating prediction accuracy, we introduced a measure to evaluate the

prediction interval: we counted how many times the true point were included
in the prescribed prediction interval. The number is denoted by V , which is
averaged on several trials. We also introduced the size of prediction interval Sr,

defined by Sr(p) =
√

∑k
d=1 σ̂2

d(t + p) in the case of the ensemble prediction, or

Sr(p) =
√

∑k
d=1 σ̃2

d(t + p) in the case of the bootstrap method, and p is the
prediction step.

We compared two prediction methods: the Jacobian matrix estimation, and
the weighted average prediction. Figs.1–3 show the results of the comparisons
among four cases to estimate prediction intervals: the bootstrap method with
the Jacobian prediction or the Lorenz’ method of analogues, or the ensemble
prediction with the same local prediction methods. Figure 1 shows the result of
the noiseless data, Fig.2 shows the case that the data are disturbed by observa-
tional noise and Fig.3 shows the case that the data are disturbed by dynamical
noise.

To evaluate applicability of the proposed method to real data, the data might
be produced from a nonlinear chaotic dynamical system. we applied our method



160 D. Haraki, T. Suzuki, and T. Ikeguchi

 0

 2

 4

 6

 8

 10

 1  2  3  4  5  6  7  8  9  10

V
/S

r

prediction steps

Bootstrap(Jacobian)
Ensemble(Jacobian)
Bootstrap(Weighted)
Ensemble(Weighted)

(a) Noiseless data

Fig. 1. Comparisons of four methods to estimate prediction intervals for noiseless data.
The horizontal axis shows the prediction steps p, and the vertical axis shows the esti-
mation accuracy V (p)/Sr(p).
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Fig. 2. The same as Fig.1, but to the observational noise data

to the Japanese vowels /a/ which is example of a real time-series. This data is
suitable for benchmark tests because this data has been analyzed and discussed
in several studies[14-16].

5 Discussion

These results show that the bootstrap method is more reasonable to make effi-
cient prediction intervals if p is less than six. Namely, the bootstrap prediction
method adjusts intervals size more accurately and efficiently than the ensemble
prediction method. The performance of V/Sr of the bootstrap method and the
ensemble method is almost the same as the observational/dynamical noise level
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Fig. 3. The same as Fig.2, but to the dynamical noise data
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Fig. 4. Results of the Japanese vowels /a/. The axis is same as Fig.1.

becomes larger. In the case of noiseless data, the bootstrap method with the
Jacobian prediction showed the best performance.

6 Conclusion

In this paper, we proposed a new framework for estimating the prediction in-
tervals by using the bootstrap method with local-linear prediction methods. In
particular, the proposed framework improves short-term predictability compar-
ing to the conventional ensemble prediction. Moreover, the bootstrap method
adjusts the size of the prediction intervals effectively according to the difficulty
of prediction. The authors would like to thank Dr. Hiroki Hashiguchi for his
valuable comments and discussions. The research of TI was partially supported
by Grant-in-Aids for Scientific Research (C) (No.17500136) from JSPS.
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Abstract. This paper presents a novel approach that locates states with
similar sub-policies, and incorporates them into the reinforcement learn-
ing framework for better learning performance. This is achieved by iden-
tifying common action sequences of states, which are derived from pos-
sible optimal policies and reflected into a tree structure. Based on the
number of such sequences, we define a similarity function between two
states, which helps to reflect updates on the action-value function of a
state to all similar states. This way, experience acquired during learning
can be applied to a broader context. The effectiveness of the method is
demonstrated empirically.

1 Introduction

Reinforcement learning (RL) is the problem faced by an agent that must learn
behavior through trial-and-error interactions with a dynamic environment by
gaining percepts and rewards from the world and taking actions to affect it [1,2].
In most of the realistic and complex domains, the task that the agent is try-
ing to solve is composed of various subtasks and has a hierarchical structure
formed by the relations between them [3]. Each of these subtasks repeats many
times at different regions of the state space. Although, all instances of the same
subtask, or similar subtasks, have almost identical solutions (sub-behaviors),
without any (self) guidance an agent has to learn these solutions independently
by going through similar learning stages again and again. This situation affects
the learning process in a negative way, making it difficult to converge to optimal
behavior in a reasonable time.

The main reason of the problem is the lack of connections, that would allow to
share solutions, between similar subtasks scattered throughout the state space.
One possible way to build the connections, based on temporally abstract actions
formalism [4], is to identify subgoals of the problem, store the sub-policies solving
these subgoals, and then reuse them when necessary. Methods based on this
approach identify subgoals by using various statistics (such as visit frequencies
of states) [5,6] or graph theoretical notions (such as bottleneck states connecting
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the strongly connected components of the state space) [7,8]. They explicitly
generate subpolicies solving them using reinforcement learning processes such as
action replay [9] executed on restricted sub-problems with artificial rewards.

An alternative approach is to identify similar subtasks and corresponding
region of the state space during the learning process. Then, instead of explic-
itly generating solutions, transfer and apply experience acquired on solving one
instance to all other instances, reducing the repetitions in learning and there-
fore improving the performance. In this paper, we propose a method to identify
states with similar sub-policies, and show how they can be integrated into rein-
forcement learning framework to improve the learning performance. Using the
collected history of states, actions and rewards, traces of possible optimal poli-
cies are generated and then translated into a tree form to efficiently identify
states with similar sub-policy behavior based on the number of common action
sequences. Updates on the action-value function of a state are then reflected to
all similar states, expanding the influence of new experiences. We demonstrate
the effectiveness of the proposed approach empirically on the taxi domain.

The paper is organized as follows. Section 2 describes the standard reinforce-
ment learning framework. Our approach to reinforcement learning with similar
state update is presented in Section 3 on an illustrative example. A method
to find similar states during the learning process is described in Section 4. We
present experimental results in Section 5. Section 6 is conclusions.

2 Background

A Markov decision process, MDP, is a tuple 〈S, A, T, R〉, where S is a finite set of
states, A is a finite set of actions, T : S×A×S → [0, 1] is a state transition func-
tion such that ∀s∈S, ∀a∈A,

∑
s′∈S T (s, a, s′) = 1, and R : S×A → � is a reward

function. T (s, a, s′) denotes the probability of making a transition from state s to
state s′ using action a. R(s, a) is the immediate expected reward received when
action a is executed in state s. A (stationary) policy, π : S×A → [0, 1], is a map-
ping that defines the probability of selecting an action from a particular state. If
∀s∈S, π(s, as) = 1 and ∀a∈A, a �= as, π(s, a) = 0 then π is called a deterministic
policy. The value of a policy π at state s, V π(s), is the expected infinite dis-
counted sum of reward that the agent will gain if it starts in state s and follows
π [1]. Let Qπ(s, a) = R(s, a) + γ

∑
s′∈S T (s, a, s′)V π(s′), where 0 ≤ γ < 1 is

the discount factor, denote the expected infinite discounted sum of reward that
the agent will gain if it selects action a at s, and follows π afterward. Then, we
have V π(s) =

∑
a∈As

π(s, a)Qπ(s, a); V π(s) and Qπ(s, a) are called policy’s state
value function and action value function, respectively. In a Markov decision pro-
cess, the objective of an agent is to find an optimal policy, π∗, which maximizes
the state value function for all states (i.e., ∀π, ∀s∈S, V π∗

(s) ≥ V π(s)). Every
MDP has a deterministic stationary optimal policy; and the following Bellman
equations hold ∀s∈S: V ∗(s) = maxa∈As

(
R(s, a) + γ

∑
s′∈S T (s, a, s′)V ∗(s′)

)
=

maxa∈As Q∗(s, a) Here, V ∗ and Q∗ are called the optimal value functions. Ac-
cordingly, π∗(s) can be defined based on the value of Q∗ at state s.
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Fig. 1. Dietterich’s taxi domain of size 5×5

When the reward function, R, and the state transition function, T , are known,
π∗ can be found by using dynamic programming techniques [1,2]. When such in-
formation is not readily available, it is possible to use Monte Carlo or temporal-
difference (TD) learning methods, which rely on experience in the form of sam-
ple sequences of states, actions, and rewards collected from on-line or simulated
trial-and-error interactions with the environment. In TD learning methods, es-
timate of the optimal state-(action) value function is kept and updated in part
on the basis of other estimates. Various algorithms basically differ from each
other on how they update the estimation of the optimal value function. In sim-
ple TD learning algorithms, the update of estimation is based on just the one
next reward, using the value of the state one step later as a proxy for the remain-
ing rewards. In n-step TD and TD(λ) algorithms, such as Sarsa(λ), a sequence
of observed rewards and discounted average of all such sequences are used re-
spectively. Hierarchical RL algorithms [3] further extend traditional methods
to include temporally abstract actions that may last for a period of time once
executed and involve sub-abstractions.

3 RL with Similar State Update

Dietterich’s Taxi domain [10] is an episodic task, in which a taxi agent moves
around on a n×n grid world, containing obstacles that limit the movement
(Fig. 1). The agent tries to transport a passenger from one predefined loca-
tion to another. At each time step, the agent can execute one of six actions:
move one square in one of four main directions, attempt to pickup a passenger,
or attempt to drop-off the passenger being carried. Should a move action cause
the agent to hit a wall/obstacle, the position of the agent will not change. The
movement actions are non-deterministic and agent may move perpendicular to
the desired direction with 0.2 probability. An episode ends when the passenger
is successfully transported to its destination and the agent receives a reward of
+20. There is an immediate negative reward of −10 if pickup or drop-off actions
are executed incorrectly, and −1 for any other action. In order to maximize the
overall cumulative reward, the agent must transport the passenger as quickly as
possible, i.e. using minimum number of actions. Let L = {l1, . . . , lk} be the set of
possible locations on n×n version of the taxi problem. Then, each possible state
can be represented by a tuple of the form 〈r, c, l, d〉, where r, c ∈ {0, . . . , n − 1}
denote the taxi’s position, l∈L∪{T } denotes the location of the passenger (either
one of predefined locations or in case of l = T picked-up by the taxi), and d∈L
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denotes the destination of the passenger. Now, consider two different instances of
the problem where passenger is located at l1, but wants to go to l2 in one of them
and to l3 in the other. Suppose that taxi agent starts at the same position on
the grid. Although different state trajectories will be visited, in both cases, until
the passenger is picked-up, the optimal sub-policy (i.e. go to l1 and then pick
up the passenger) that can be executed by the agent has the same pattern. One
can easily observe that, any two states of the form 〈r, c, l, di〉 and 〈r, c, l, dj〉 such
that di, dj∈L, di �= dj have similar sub-policies. In general, such similar states
exist in most of the reinforcement problems that have a hierarchical structure,
and contain subtasks that need to be solved by the agent. By taking advantage
of this similarity relation, it is possible to improve the performance of learning.

Let Ω(s) be the set of states similar to s. Suppose that while learning the
optimal policy, the agent selects action a at state s which takes it to state s′

with an immediate reward r, and consequently the estimate of the state-action
value funtion, Q(s, a), is updated based on this experience. Let ΔQ(s, a) be the
difference between Q-values before and after the update. An increase in the value
of Q(s, a) roughly indicates that selecting action a at state s could be a good
choice leading to a better solution, whereas a decrease indicates the opposite.
Since states in Ω(s) are similar in terms of optimal sub-policies, it is very likely
that selecting action a at those states also has a similar effect, i.e., for t ∈ Ω(s),
increases Q(t, a) if ΔQ(s, a) > 0, and decreases Q(t, a) if ΔQ(s, a) < 0. Then,
based on Q(s, a) and ΔQ(s, a), we can update the Q-value of each state t similar
to s according to the following learning rule in order to speed up the learning pro-
cess: Q(t, a) = Q(t, a)+ρς(s, t)f(Q(t, a), Q(s, a), ΔQ(s, a)) where ρ ∈ [0, 1) is the
learning rate, ς(s, t) is the degree of similarity between s and t, and f is the re-
flection function such that sign(f(·, ·, ΔQ(s, a))) = sign(ΔQ(s, a)), i.e., its value
is positive for ΔQ(s, a) > 0 and negative for ΔQ(s, a) < 0. Since it is possible
that states similar to s would have different optimal state-action values depend-
ing on the reward formulation, it may not be feasible to use ΔQ(s, a) directly to
update Q(t, a). Function f maps the change in Q(s, a), i.e., ΔQ(s, a), to Q(t, a)
in a problem specific way. It can be a static function, such as f(·, ·, ΔQ(s, a)) =
c · sign(ΔQ(s, a)), where c is a constant that decreases with time, or reflects the
change proportionally, such as f(Q(t, a), Q(s, a), ΔQ(s, a)) = Q(t, a) ΔQ(s,a)

Q(s,a) .
The method described above assumes that similar states, and consequently ς

function, is already known. However, in general it is not easy to specify similar
states prior to learning, since optimal policies and relations between states are
not known in advance. In the next section, we describe a method to approximate
ς and identify similar states on-line using the collected history of events.

4 Finding Similar States

Let h = st, at, rt+1, st+1, at+1, . . . , rτ , sτ be the sequence of states, actions and
rewards observed by the agent starting from time t until τ . Following [4], we
will call this sequence the history from t to τ . Ah = atat+1 . . . aτ and Sh =⋃

i=t..τ{si} are the action sequence and state set of h, respectively. A history
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that starts with state s and obtained by following a policy π until the end of an
episode is called a π-history of s. For non-episodic tasks, a variety of methods
can be used to determine a termination condition for π-history such as when a
reward peak is reached.

Now consider the set of π∗-histories of two states u and v for an optimal
policy π∗. If u and v are parts of two similar subtasks or repeated instances of
the same subtask, then they are expected to have similar sub-policies. This means
that their π∗-histories will exhibit similar patterns of state transition and action
selection up to a number of steps t. The number of common action sequences
in such histories will be high for states that are similar to each other, and on
the contrary will be low for states with different sub-policies. Therefore, given
any two states, the number of common action sequences in their π∗-histories
approximately reflect the degree of similarity between them. During learning,
since optimal policy is not known, π∗-histories of a given state s are not available
to the agent, and the number of common action sequences can not be directly
counted. However, in RL methods where the behavior of the agent converges
to optimal policy as the learning progresses, it is possible to utilize observed
histories instead of optimal histories. Let π′ denote the agent’s current policy
and h′ = s1a1r2 . . . rtst be a π′-history of length t for state s1. Total cumulative
reward of h′ is defined as r(h′) = r2 + γr3 + . . . + γt−1rt. Now suppose that in
h′ a state appears at two positions i and j, i.e., si = sj , i �= j; and consider the
sequence h′′ = s1a1r2 . . . risiaj+1rj+1 . . . rtst where si and sj are united and the
sequence in between is removed; h′′ is also a π′-history for state s1 and could be a
better candidate for being a π∗-history if r(h′′) > r(h′). Also, every suffix of h′ of
the form h′

i = siairi+1 . . . rtst for i = 2..t−1 is also a π′-history. Combining these
two observations, we can generate a set of π∗-history candidates by processing h′

from back to front. Let bh′
s denote the π′-history for state s with maximum total

cumulative reward; initially bh′(st−1) = st−1at−1rtst. For each si, i = t−2..1, if si

is not encountered before (i.e., for j > i, sj �= si) or ri +γr(bh′
si+1

) is higher than
the total cumulative reward of the current bh′

si
, r(bh′

si
), then bh′

si
is replaced by

siairi+1bh
′
si+1

. Finally, for each unique si in (s1, . . . , st), resulting bh′si is used as
a probable π∗-history for state si. This process of creating probable π∗-histories
from the observed history also helps to reduce the effects of bogus transitions
due to non-determinism of the environment.

In order to calculate the similarity between states, we need to store probable
π∗-histories for each state, and enumerate common action sequences generated
by them. This process must be repeated at certain intervals during learning,
since sets of probable π∗-histories are not static but rather change with time.
Also, as the agent experiences new probable π∗-histories for a state s, previous
ones that are no longer eligible must be eliminated. These issues can be handled
efficiently by using an auxiliary structure called path tree. A path tree stores
the prefixes of action sequences of π-histories for a given set of states. There is
one node for every unique action sequence and two nodes representing action
sequences u and v are connected by an edge with label a if v = ua. The root
node represents the empty action sequence. Let σu denote the action sequence
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Fig. 2. Taxi problem with one passenger

associated with node u. Each node u holds a list of 〈s, ξ〉∈S × R tuples, stating
that state s has one or more π-histories starting with action sequence σu. ξ is
the eligibility value of σu for state s, which denotes the visit frequency. It is
incremented every time a new π-history for state s starting with action sequence
σu is added to the path tree, and gradually decremented otherwise. A π-history
h = s1a1r2 . . . rtst can be added to a path tree T by starting from the root node
and following edges according to their label. Let n̂ denote the active node of T ,
which is initially the root node. For i = 1..(t − 1), if there is a node n such that
n̂ is connected to n by an edge with label ai, then either ξ of the tuple 〈s1, ξ〉
in n is incremented or a new tuple 〈s1, 1〉 is added to n if it doesn’t exist, and
n̂ is set to n. Otherwise, a new node containing tuple 〈s1, 1〉 is created, and n̂
is connected to this node by an edge with label ai. The new node becomes the
active node.

After each episode, based on the sequence of states, actions and rewards ob-
served during the episode (or between two termination conditions in case of
non-episodic tasks), a set of probable π∗-histories are generated and added to
the path tree. The eligibility values of tuples in the nodes of the tree are decre-
mented by a factor of 0 < ξdecay < 1, called eligibility decay rate. For a given
state s, tuples in nodes representing action sequences that are frequently used
starting from s would have high eligibility values, whereas for sequences that
are used less would decay to 0 and those with eligibility value less than a small
threshold value, ξthres, can be removed. If two states u and v have π-histories
with same action sequence prefixes, then tuple lists of nodes corresponding to
those prefixes in T would contain entries for both u and v. Let νk(u) be the
number of nodes representing action sequences of length at most k that contain
a tuple for state u, and κk(u, v) be the number of such nodes that contain a
tuple for state v also. Then, ςk(u, v) = κk(u,v)

νk(v) is an approximate measure of the
similarity between u and v when sub-policies of length k are considered. Note
that, action sequences will eventually deviate and follow different courses as the
subtask that they are part of ends. As a result, for k larger than some threshold
value, ςk would inevitably decrease and no longer be a permissible measure of the
state similarity. On the contrary, for very small values of k, it may over estimate
the amount of similarity since number of common action sequences can be high
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for short sequences. Also, since optimal value of k depends on the subtasks of
the problem, to increase robustness it is necessary to take into account action
sequences of various lengths. In this work, we used the maximum value of ςi(s, s′)
over a range of i values, kmin to kmax, to combine the results of evaluations and
calculate ς(u, v). This can be efficiently realized by traversing the path tree in
breadth-first order and incrementally updating ς(u, v) values when necessary by
comparing with κi(u,v)

νi(v) at level i. Once ς values are calculated, state pairs with ς

greater than a threshold value τsim, can be regarded as similar and incorporated
into learning. Note that, for the purpose of ς(u, v) calculations, only nodes up
to level kmax are considered, and therefore, it is not necessary to store nodes at
higher levels, reducing the size of the path tree.

5 Experiments

We applied the similar state update method described in Section 4 to various RL
algorithms on single and multiple passenger versions of the 5×5 taxi problem and
compared their performance. In the multiple passenger version, the taxi agent
must transport passengers successively to their destinations. Rewards and action
characteristics are the same as defined in Section 3. State representation is ex-
tended to include multiple passenger locations and destinations. Passengers can
not be co-located at the same position, but their destinations can be the same.
In all cases, the initial Q-values are set to 0. After systematic initial testing,
the learning rate and discount factor are set as α = 0.125 and γ = 0.9, respec-
tively. ε-greedy action selection mechanism is used with ε = 0.1. For Sarsa(λ)
algorithm, we used λ = 0.9. Initial position of the taxi agent, locations and
destinations of the passengers are selected randomly with uniform probability.

Fig. 2 shows sliding window (20 episodes) average number of steps for suc-
cessful transportation of the standard version averaged over 30 runs. State sim-
ilarities are computed every 5 episodes starting from the 20th episode in order
to let the agent gain experience for the initial path tree. While updating the
path tree, ξdecay = 0.95 and ξthres = 0.1 are used as eligibility decay rate
and threshold values. In similarity calculations, the following parameters are
used: kmin = 3, kmax = 7, and τsim = 0.2. Reflection function is defined as
f(·, ·, ΔQ(s, a)) = ΔQ(s, a). In Sarsa(λ) with similar state update, Q-value up-
dates based on eligibility traces are also reflected to similar states. As presented
in Fig. 2(a), both Q-learning with state update and Sarsa(λ) with state up-
date outperform their regular counterparts and learn in less number of steps. In
SMDP Q-learning [3], in addition to primitive actions, the agent can select and
execute hand-coded options, extended actions, which move the agent from any
position to one of predefined locations in minimum number of steps. Although
SMDP Q-learning has a very steep learning curve in the initial stages, by utilizing
similarities more effectively Q-learning with similar state update perform better
in the long run (Fig. 2(b)). When state similarity update is applied to SMDP
Q-learning, we ignored the execution time of extended actions. In domains where
not only the state that the extended action leads to but the transition time is
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Fig. 3. (a) Effect of kmin and kmax, and (b) Taxi problem with two passengers

also important, π-histories and path tree need to be extended to include tempo-
ral information. The results are found to be consistent for a range of kmin and
kmax values, Fig. 3(a). Results for the taxi problem with two passengers, which
has a larger state space and contains more similar sub-policies, is presented in
Fig. 3(b). Although the convergence rate of regular algorithms decreases in this
case, those with similar state update still perform well.

6 Conclusions

We have shown that states that are similar to each other with respect to sub-
policies can be identified on-line in a reinforcement learning system. Our experi-
mental results suggest that experience transfer performed by the algorithm is an
attractive approach to make learning systems more effective and allows to im-
prove the learning performance using less information, i.e. interaction with the
environment. Future work will examine convergence guarantees of the method
and its adaptation to larger domains, possibly involving continuous variables.
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Abstract. This paper studies the structural robustness of evolutionary models of 
cooperation, i.e. their sensitivity to small structural changes. To do this, we fo-
cus on the Prisoner’s Dilemma game and on the set of stochastic strategies that 
are conditioned on the last action of the player’s opponent. Strategies such as 
Tit-For-Tat (TFT) and Always-Defect (ALLD) are particular and classical cases 
within this framework; here we study their potential appearance and their evolu-
tionary robustness, as well as the impact of small changes in the model parame-
ters on their evolutionary dynamics. Our results show that the type of strategies 
that are likely to emerge and be sustained in evolutionary contexts is strongly 
dependent on assumptions that traditionally have been thought to be unimpor-
tant or secondary (number of players, mutation-rate, population structure…). 
We find that ALLD-like strategies tend to be the most successful in most envi-
ronments, and we also discuss the conditions that favor the appearance of TFT-
like strategies and cooperation.  

Keywords: Evolution of Cooperation; Evolutionary Game Theory; Iterated 
Prisoner's Dilemma; Tit for Tat; Agent-based Modeling. 

1   Introduction 

The evolutionary emergence and stability of cooperation is a problem of fundamental 
importance that has been studied for decades in a wide range of disciplines. The value 
of understanding such a question is clear: in the social and biological sciences, the 
emergence of cooperation is at the heart of subjects as diverse as the first appearance 
of life, the ecological functioning of countless environmental interactions, the effi-
cient use of natural resources, the development of modern societies, and the sustain-
able stewardship of our planet. From an engineering point of view, the problem of 
understanding how cooperation can emerge and be promoted is crucial for the design 
of efficient decentralized systems where collective action can lead to a common bene-
fit but individual units may (purposely or not) undermine the collective good for their 
own advantage. 

At the most elementary level, the problem of cooperation can be formalized using 
the symmetric Prisoner’s Dilemma (PD), a two-person game where each player can 
either cooperate or defect. The payoff that players gain when they both cooperate (R) 
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is greater than the payoff obtained when they both defect (P); a single cooperator  
obtains S, whereas a single defector receives T. The essence of the problem of coop-
eration is captured by the fact that both players prefer any outcome in which the op-
ponent cooperates to any outcome in which the opponent defects (T > R > P > S), but 
they both have clear incentives to defect. Specifically, both the temptation to cheat  
(T > R) and the fear of being cheated (S < P) put cooperation at risk. 

Thus, the fundamental challenge of understanding the evolutionary emergence and 
stability of cooperation can be enlightened, at the most elementary level, by identify-
ing the conditions under which a finite number of units that interact by playing the PD 
may cooperate. These units might be able to adapt their individual behavior (i.e. 
learn), or the population of units as a whole may adapt through an evolutionary proc-
ess (or both). While formalizing the problem of cooperation in this way significantly 
decreases its complexity (and generality), the question still remains largely unspeci-
fied: how many units form the population? How do they interact? What strategies can 
they use? What is the value of each of the payoffs in the game? and, crucially, what 
are the processes governing the dynamics of the system? 

It is well known since the early years of the study of the evolution of cooperation 
that, in general, the question of how – if at all – cooperation emerges in a particular 
system significantly depends on all of the above defining characteristics of the system 
(see e.g. [1], [2], [3] and [4]). Having recognized this, the method that scientists have 
naturally followed to advance our formal understanding of the emergence of coopera-
tion has been to study those systems that are tractable with the tools of analysis avail-
able at the time. Until not long ago, such tools have derived almost exclusively from 
the realm of mathematics, and they have given rise to mainstream evolutionary game 
theory [5]. Mainstream (analytical) Evolutionary Game Theory (EGT) has proven to 
be tremendously useful, but its use has had important implications in terms of the 
classes of systems that have been investigated, and in terms of the kind of conclusions 
that have been drawn on such systems.  

In terms of classes of systems, in order to achieve mathematical tractability, EGT 
has traditionally analyzed idealized systems, i.e. systems that cannot exist in the real 
world (e.g. a system where the population is assumed to be infinite). Typically, main-
stream EGT has also imposed various other assumptions that simplify the analysis, 
but which do not necessarily make the system ideal in our terminology (i.e. impossi-
ble to exist in the real world). Some examples of such assumptions are: random  
encounters, infinitely repeated interactions, finite sets of deterministic strategies, pro-
portional fitness rule, and arbitrarily small homogenous invasions. Applying main-
stream EGT to non-idealized systems can be very problematic because the validity on 
non-idealized systems of conclusions drawn from extremely similar idealized systems 
is not as straightforward as one may think. As an example, Beggs [6] demonstrates 
that when analyzing some types of evolutionary idealized systems, results can be 
widely different depending on the order in which certain limits are taken: if one takes 
the limit as population size becomes (infinitely) large and then considers the limit as 
the force of selection becomes strong, then one obtains different results from those at-
tained if the order of the limits is inverted. Thus, Beggs [6] warns that “care is there-
fore needed in the application of these approximations”. 

The need to achieve mathematical tractability has also influenced the kind of conclu-
sions obtained in mainstream EGT. Thus, mainstream EGT has focused on analyzing 
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the stability of incumbent strategies to arbitrarily small mutant invasions, but has not 
paid much attention to the overall dynamics of the system in terms of e.g. the size of the 
basins of attraction of different evolutionary stable strategies, or the average fraction of 
time that the system spends in each of them. 

Nowadays it has just become possible to start addressing the limitations of main-
stream EGT outlined above. The current availability of vast amounts of computing 
power through the use of computer grids is enabling us to conduct formal and rigor-
ous analyses of the dynamics of non-idealized systems through an adequate explora-
tion of their sensitivity both to basic parameters and to their structural assumptions. 
These analyses can complement previous studies by characterizing dynamic aspects 
of (idealized and non-idealized) systems beyond the limits of mathematical tractabil-
ity. It is this approach that we follow in this paper. 

The specific aim of this paper is to study the structural robustness of evolutionary 
models of cooperation. To do this, we analyze simple non-idealized models of coop-
eration and we study their sensitivity to small structural changes (e.g. slight modifica-
tions in the way players are paired to play the PD, or in how a generation is created 
from the preceding one). The impact of the assumptions that we study here has not 
been, to our knowledge, investigated in a formal and consistent way before arguably 
because a) it is only recently that we can thoroughly analyze non-idealized models, 
and/or because b) the effect of such assumptions has been considered unimportant. 
Thus, in broader terms, our results also shed light on the robustness of the conclusions 
obtained from EGT as we know it nowadays – i.e. can these conclusions be readily 
applied to non-idealized systems? 

Following this introduction, in section 2 we review some previous work on the ro-
bustness of evolutionary models of cooperation. Section 3 describes our modeling 
framework: EVO-2x2. In section 4 we provide and discuss the main results obtained, 
and finally, in section 5, we present our conclusions. 

2   Previous Work 

In this section we report previous work that has shed light on the robustness of evolu-
tionary models of cooperation. We find it useful to place these models in a fuzzy 
spectrum that goes from mathematically tractable models with strict assumptions that 
limit their applicability (e.g. work on idealized systems), to models with the opposite 
characteristics. The rationale behind the construction and use of such a spectrum is 
that when creating a formal model to investigate a certain question (e.g. the evolution 
of cooperation), there is often a trade-off between the applicability of the model (de-
termined by how constraining the assumptions embedded in the model are) and the 
mathematical tractability of its analysis (i.e. how deeply the functioning of the model 
can be understood given a certain set of available tools of analysis).  

The former end is mostly populated by models designed to ensure its mathematical 
tractability. Near this end we find papers that study the impact of some structural as-
sumptions, whilst still keeping others which ensure the model remains tractable and 
which, unfortunately, also tend to make the model retain its idealized nature. Gotts et 
al. [4] review many of such papers in sections 2 and 4. Some of these investigations 
have considered finite vs. infinite populations [7, 8, 9], different pairing settings or 
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population structures (see section 6 in [4]), deterministic vs. stochastic strategies [10, 
11], and finite vs. infinitely repeated games [12]. While illuminating, the applicability 
of most of these studies is somewhat limited since, as mentioned before, the models 
investigated there tend to retain their idealized nature. 

Near the opposite end, we find models that tend to be slightly more applicable (e.g. 
they consider non-idealized systems), but they are often mathematically intractable. It 
is from this end that we depart in this paper. To our knowledge, the first relevant 
study with these characteristics was conducted by Axelrod [13]. Axelrod had previ-
ously organized two open tournaments in which the participant strategies played an 
iterated PD in a round robin fashion [1]. Tit for Tat (TFT) was the winner in both 
tournaments, and also in an ecological analysis that Axelrod [1] conducted after the 
tournaments. Encouraged by these results, Axelrod [13] investigated the generality of 
TFT’s success by studying the evolution of a randomly generated population of 
strategies (as opposed to the arguably arbitrary set of strategies submitted to the tour-
nament) using a particular genetic algorithm. The set of possible strategies in this 
study consisted of all deterministic strategies able to consider the 3 preceding actions 
by both players. From this study, Axelrod [13] concluded that in the long-term, “re-
ciprocators […] spread in the population, resulting in more and more cooperation and 
greater and greater effectiveness”. However, the generality of Axelrod’s study [13] is 
doubtful for two reasons: (1) he used a very specific set of assumptions, the impact of 
which was not tested, and (2) even if we constrain the scope of his conclusions to his 
particular model, the results should not be trusted since Axelrod only conducted 10 
runs of 50 generations each. As a matter of fact, Binmore [14, 15] cites unpublished 
work by Probst [16] that contradicts Axelrod’s results.  

In a more comprehensive fashion, Linster [17] studied the evolution of strategies 
that can be implemented by two-state Moore machines in the infinitely repeated PD. 
He found a strategy called GRIM remarkably successful. In particular, GRIM was 
significantly more successful than TFT. GRIM always cooperates until the opponent 
defects, in which case it switches to defection forever. Linster [17] attributed the suc-
cess of GRIM over TFT to the fact that GRIM is able to exploit poor strategies while 
TFT is not. Linster’s investigation was truly remarkable at its time, but technology 
has advanced considerably since then, and we are now in a position to expand his 
work significantly by conducting parameter explorations beyond what was possible 
before. As an example, note that Linster [17] could only consider deterministic strate-
gies and one specific value for the mutation rate; furthermore, in the cases he studied 
where the dynamics were not deterministic, there is no guarantee that his simulations 
had reached their asymptotic behavior. 

In the following section we describe the relevant aspects of our modeling frame-
work, which is aimed at facilitating a more consistent and systematic exploration of 
the impact of competing assumptions in non-idealized evolutionary models of  
cooperation.  

3   Our Modeling Framework: EVO-2x2 

EVO-2x2 was developed using NetLogo [18]. In EVO-2x2 there is a population of 
num-players players. Events occur in discrete time-steps, which can be interpreted as 
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successive generations. At the beginning of every generation every player’s payoff 
(which denotes the player’s fitness) is set to zero. Then, every player is paired with 
another player to play a 2-player match, according to one of two possible pairing al-
gorithms (pairing-settings): 

• random pairings: Pairs are made at random, without any bias.  
• children together: Players are paired preferentially with their siblings (and at ran-

dom among siblings). Once all the possible pairs between siblings have been 
made, the rest of the players are paired at random. This procedure was imple-
mented because it seems plausible in many biological contexts that individuals  
belonging to the same family tend to interact more often among them than with 
individuals from other families. 

Every player plays one single match per generation. Each match consists of a num-
ber of sequential rounds (rounds-per-match). In each round, the two members of the 
pair play a symmetric PD once. The action selected by each of the players determines 
the magnitude of the payoff that each of them receives in that round (CC-payoff, CD-
payoff, DC-payoff, DD-payoff). The total payoff that a player obtains in a match is 
the sum of the payoffs obtained in each of the rounds. Players differ in the way they 
play the match, i.e. they generally have different strategies. The strategy of a player is 
determined by three numbers between 0 and 1:  

• PC: Probability to cooperate in the first round.  
• PC/C: Probability to cooperate in round n (n > 1) given that the other player has 

cooperated in round (n – 1).  
• PC/D: Probability to cooperate in round n (n > 1) given that the other player has 

defected in round (n – 1).  

The set of possible values that PC, PC/C or PC/D can take depends on the value 
of the binary variable infinite-strategies?, which is either on or off. If on (default op-
tion), the set of possible values is any (floating-point) number between 0 and 1. If 
off, only num-strategies (≥ 2) values are allowed for each of the variables PC, PC/C, 
and PC/D; the permitted values are evenly distributed between 0 and 1 (both in-
cluded). Once every player has played one – and only one – match, two evolutionary 
processes come into play to replace the old generation with a brand new one: natural 
selection (selection-mechanism) and mutation (mutation-rate). Successful players 
(those with higher payoffs) tend to have more offspring than unsuccessful ones. This 
marks the end of a generation and the beginning of a new one, and thus the cycle is 
completed. In this paper we only consider a selection-mechanism called roulette 
wheel, which involves conducting num-players replications that form the new gen-
eration. In each replication, players from the old generation are given a probability of 
being chosen to be replicated that is proportional to their total payoff. A mutant is a 
player whose strategy (the 3-tuple formed by PC, PC/C, and PC/D) has been deter-
mined at random. The probability that any newly created player is a mutant is  
mutation-rate.  
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4   Results and Discussion 

We use EVO-2x2 to conduct a systematic exploration of the parameter space for the 
PD, in order to assess the impact of various competing assumptions. All the simula-
tions reported in this paper have been run on computer grids. 

Defining a state of the system as a certain particularization of every player’s strat-
egy, it can be shown that all simulations in EVO-2x2 with positive mutation rates can 
be formulated as irreducible positive recurrent and aperiodic (sometimes called er-
godic) discrete-time Markov chains. Thus, there is a unique long-run distribution over 
the possible states of the system, i.e. initial conditions are immaterial in the long-run 
[19, Theorem 3.15]. Although calculating such (dynamic) distributions analytically is 
unfeasible, we can estimate them using the computer simulations. The problem is to 
make sure that a certain simulation has run for long enough, so the limiting distribu-
tion has been satisfactorily approximated. To make sure that this is the case, for each 
possible combination of parameters considered, we ran 8 different simulations starting 
from widely different initial conditions. These are the 8 possible initial populations 
where every individual has the same pure strategy (the 8 corners of the strategy 
space). Then, every simulation run is conducted for 1,000,000 generations. Thus, in 
those cases where the 8 distributions are similar, we have great confidence that they 
are showing a distribution close to the limiting distribution.  

A useful summary of the results produced in a simulation run is the accumulated 
frequency of different types of strategies throughout the course of a simulation run. 
This is something that can be plotted in a 3D contour plot, and in complementary 2D 
density plots, as shown in figure 1. 

 

Fig. 1. Influence of the mutation rate on the dynamics of the system. TFT measures the average 
time that strategies with PC ≥ (13/15), PC/C ≥ (13/15) and PC/D ≤ (2/15) were observed. 
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Here we report several cases where it can be clearly seen that some of the assump-
tions that are sometimes thought to have little significance (e.g. mutation-rate, number 
of players, or population structure) can have a major impact on the type of strategies 
that emerge and are sustained throughout generations. The payoffs used in all simula-
tions are: CC-payoff = 3; CD-payoff = 0; DC-payoff = 5; DD-payoff = 1. 

The two distributions in figure 1 only differ in the value of the mutation rate used 
(0.01 on the left, and 0.05 on the right). The distribution on the left shows the evolu-
tionary emergence and (dynamic) permanence of strategies similar to TFT (PC ≈ 1, 
PC/C ≈ 1, and PC/D ≈ 0). Such strategies do not appear for slightly higher mutation 
rates (distribution on the right). The other parameter values used were num-players = 
100; pairing-settings = random pairings; rounds-per-match = 50. 

The two distributions in figure 2 only differ in the number of players in the popula-
tion (100 on the left, and 10 on the right). The distribution on the left shows the evolu-
tionary emergence and (dynamic) permanence of strategies similar to TFT, whereas 
such strategies do not appear in smaller populations. The other parameter values are: 
pairing-settings = random pairings; rounds-per-match = 50; mutation-rate = 0.01. 

   

Fig. 2. Influence of the number of players in the population. TFT measures the average time 
that strategies with PC ≥ (13/15), PC/C ≥ (13/15) and PC/D ≤ (2/15) were observed. 

The two distributions in figure 3 only differ in the algorithm used to form the pairs 
of players (random pairings on the left, and children together on the right). On the 
left, strategies tend to be strongly uncooperative, while the distribution on the right is 
concentrated around strategies similar to TFT. The other parameter values used were: 
num-players = 100; rounds-per-match = 5; mutation-rate = 0.05. 

The two distributions in figure 4 only differ in the set of possible values that PC, 
PC/C or PC/D can take. For the distribution on the left the set of possible values is 
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the right, the set of possible values is only {0, 1}, and the distribution is concentrated 
in TFT. The other parameter values used were: num-players = 100; mutation-rate = 
0.05; rounds-per-match = 10; pairing-settings = random pairings. 

 

Fig. 3. Influence of different pairing mechanisms. TFT measures the average time that strate-
gies with PC ≥ (10/15), PC/C ≥ (10/15) and PC/D ≤ (5/15) were observed; ALLD measures the 
average time that strategies with PC ≤ (5/15), PC/C ≤ (5/15) and PC/D ≤ (5/15) were observed. 

 

Fig. 4. Stochastic (mixed) strategies vs. deterministic (pure) strategies: influence in the system 
dynamics. TFT measures the average time that strategies with PC ≥ (10/15), PC/C ≥ (10/15) 
and PC/D ≤ (5/15) were observed; ALLD measures the average time that strategies with  
PC ≤ (5/15), PC/C ≤ (5/15) and PC/D ≤ (5/15) were observed.  
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In figures 5 and 6 we show the effect of gradually increasing the set of possible 
values for PC, PC/C and PC/D (i.e. num-strategies). Figure 5 shows the (average) 
number of each possible outcome of the game (CC, CD/DC or DD) in observed series 
of 106 matches (this number of matches is selected so the effect of changing the initial 
state is negligible, i.e. results are close to the stationary limiting distribution).  
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Fig. 5. Influence in the distribution of outcomes (CC, CD/DC or DD) of augmenting the set of 
possible values for PC, PC/C and PC/D  

Figure 6 shows the average values of PC, PC/C and PC/D observed in the same se-
ries. Augmenting the set of possible values for PC, PC/C and PC/D undermines co-
operation and favors the emergence of ALLD-like strategies. The other parameter 
values used were: num-players = 100; mutation-rate = 0.01; rounds-per-match = 10; 
pairing-settings = random pairings. 
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Fig. 6. Influence of augmenting the set of possible values for PC, PC/C and PC/D in the aver-
age values of these variables in the population  

5   Conclusions 

In this paper we have presented, for the Prisoner’s Dilemma, several results on the 
evolutionary dynamics of stochastic strategies that are conditioned on the last action 
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of the player’s opponent. Popular strategies such as TFT and ALLD are particular 
(extreme) cases within this framework, and we have studied the possible appearance 
and evolutionary robustness of such strategies. Our results show that: 

• The type of strategies that are likely to emerge and be sustained in evolutionary 
contexts is strongly dependent on assumptions that traditionally have been thought 
to be unimportant or secondary (value of mutation-rate, number of players, popula-
tion structure…) 

• Strategies similar to ALLD tend to be the most successful in most environments. 
• Strategies similar to TFT tend to spread best with the following factors: in large 

populations, where individuals with similar strategies tend to interact more fre-
quently, when only deterministic strategies are allowed, with low mutation rates, 
and when interactions consist of many rounds. 
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Abstract. This paper considers the prediction of chaotic time series by pro-
posed multi-scale Gaussian processes (MGP) models, an extension of classical 
Gaussian processes (GP) model. Unlike the GP spending much time to find the 
optimal hyperparameters, MGP employs a covariance function that is con-
structed by a scaling function with its different dilations and translations, ensur-
ing that the optimal hyperparameter is easy to determine. Moreover, the scaling 
function with its different dilations and translations can form a set of complete 
bases, resulting in that the MGP can acquire better prediction performance than 
GP. The effectiveness of MGP is evaluated using simulated Mackey-Glass se-
ries as well as real-world electric load series. Results show the proposed model 
outperforms GP on prediction performance, and takes much less time to deter-
mine hyperparameter. Results also show that the performance of MGP is com-
petitive with support vector machine (SVM). They give better performance 
compared to the radial basis function (RBF) networks. 

1   Introduction 

Chaotic time series prediction has attracted considerable interest in the past few years. 
Not only is it an efficient method to reconstruct a dynamical system from an observed 
time series, but it also has many applications in engineering problems. Traditional 
machine learning methods, such as multi-layer perceptron (MLP) [1], RBF networks 
[2], and SVM [3] have been developed for chaotic series prediction.  

Recently, there has been a good deal of excitement about the use of Gaussian proc-
esses (GP) model for function regression and prediction within the machine learning 
community [4]. The GP model has the merit of simplicity and flexibility. In contrast 
to the traditional methods mentioned above, it obtains not only a point prediction but 
also a predictive distribution. Moreover, there are strong similarities between the GP 
model and these traditional methods. For instance, the SVM uses a covariance kernel, 
but differs from GP by using a different data fit term [5]. 

The GP model has been successfully applied to the prediction of nonstationary 
time series [6]. However, little attention has been paid to apply GP to the prediction of 
chaotic time series, although the problem is essentially important for real applications. 
In this paper, we focus on prediction tasks of chaotic time series by proposed MGP 
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models, an extension of classical GP model. Unlike the GP spending much time to 
find the optimal hyperparameters, MGP employs a covariance function that is con-
structed by a scaling function with its different dilations and translations, ensuring 
that the optimal hyperparameter is easy to determine. Furthermore, whether in GP or 
in MGP, the function to be estimated can be represented by a set of bases. For in-
stance, if squared exponential (SE) function–––most frequently used covariance func-
tions is employed by the GP model, it is proved that the set of bases is composed of 
radial basis functions centered at different points [5]. However this set of bases is 
incomplete, so the representation is only an approximation. On the contrary for the 
MGP model, the scaling function with its different dilations and translations can form 
a set of complete bases, ensuring that the representation is accurate. From this per-
spective, it is anticipated that the MGP has better prediction performance than GP. 

2   Chaotic Time Series Prediction 

Assume that a chaotic time series ( )s n  is defined as a function s  of an independent 
variable n , generated from an unknown dynamical system. Our goal is to predict the 
future behavior of the series. Takens’ theorem [7] ensures that, for almost all τ  and 
for some d  there is a smooth function f  such that 

( ) ( ) ( ) ( ), 2 , ,s n f s n s n s n dτ τ τ= − − −⎡ ⎤⎣ ⎦   ,  (1) 

where d  is embedding dimension and τ  is time delay respectively. If f  were 
known, the value ( )s n  is uniquely determined by its d  values in the past. Therefore, 
the problem of prediction becomes equivalent to the problem of estimating f .  

To estimate f  one needs to construct a training set ND  with the capability N . 
For simplicity of notation, we define the scalar ( )nt s n≡ and the d -dimensional 
vector ( ) ( ) ( )( ), 2 , ,

T

n s n s n s n dτ τ τ≡ − − −x  in a phase space. Thus the training set 

ND  can be constructed as follows: ( ){ }, | 1, ,N n nD t n N= =x . Correspondingly, Eq. 
(1) can be written simply as 

( )n nt f= x   .  (2) 

3   Overview on GP Model for Prediction 

Given the training set ND , the GP would like to estimate ( )f x . Now assume ( )f x  
be represented by a fixed basis functions with a weight vector ( )1 2, ,

T

Hw w w=w  

( ) ( )∑
=

=
H

h
hhwf

1

xx φ   .     (3) 

If the prior distribution of w  is Gaussian with zero mean, it follows that ( )f x  is a 
Gaussian process. Let ( )1 2, ,

T

N Nt t t=t  be the collection of target values, in terms of 
Eq. (2) and (3) we can infer that 
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( )NN N Ct ,0~     ,  
(4) 

where the matrix NC  is given by a covariance function ( ),n nC ′x x . For example, the 
covariance function most frequently used is the SE function  

( ) ( )22 2

1

, exp /4
d

n n c l nl n l c
l

C x xπσ ξ σ′ ′
=

⎛ ⎞= − −⎜ ⎟
⎝ ⎠
∑x x     ,  (5) 

where cσ  is so called lengthscale and nlx  is the l -th component of nx .  
If the GP employs Eq. (5) as its covariance function, the set of bases ( ){ }

1

H

h h
φ

=
x  

given in Eq. (3) would be composed of radial basis functions centered at different 
points hx , that is ( ) ( )2 2

2
exp / 2h h cφ σ∝ − −x x x , 1,2,h H= [5]. However this set of 

bases is incomplete in the square integrable space, so the function ( )f x  can only be 
represented approximately. 

Let us assume that the covariance function (5) has been chosen, but it depends on 
undetermined hyperparameters ( )0 1 0 1, , , , ,

T

dv v ς ς ς=θ . To use conjugate gradient 
method to find the maximum likelihood MPθ  one needs to calculate the log likelihood 
Γ and its derivatives. The partial derivatives of Γ  with respect to θ  is expressed by 

( ) ( )1 1 1/ 0.5 / 0.5 /T
N N N N N N NTrace θ θ− − −⎡ ⎤∂Γ ∂ = − ⋅ ∂ ∂ + ∂ ∂⎣ ⎦θ C C t C C C t   .   (6) 

where ( )Tr ⋅  stands for the trace of a matrix. 

4   Proposed MGP Model for Chaotic Time Series Prediction 

4.1   Proposed MGP Model 

One of the areas of investigation in multi-scale analysis has been the emerging theory 
of multi-scale representations of function and wavelet transforms [8]. Unlike the GP 
model representing ( )f x  as in Eq. (3), MGP seeks a multi-scale representation as  

( ) ( ) ( )∑=
k

jk
j

kj wf xx φ   ,     
(7) 

where ( )j
kw  is the k -th weight coefficients and the set of bases 

( ) ( )/ 22 2j j
jk kφ φ− −= −x x , ( ),j k Z∈  is composed of the dilations and translations of a 

scaling function φ . If suitable φ  has been chosen�it follows Ref. [8] that this set of 
bases is complete in the square integrable space, ensuring the representation of ( )jf x  
is accurate. 

To set up the MGP model, the set of N  variables ( ) ( ) ( ) ( )( )1 2, ,
Tj

N j j j Nf f f=f x x x , 
modeling the function values at 1 2, , Nx x x  respectively, is introduced. Following 
that, a Gaussian prior distribution is specified over the vector ( )j

Nf : 

( ) ( )( )~ 0,j j
N NNf Q   .      
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This is equivalent to specify a Gaussian process prior over ( )jf x  since that a Gaus-
sian process is fully defined by giving a Gaussian distribution for every finite subset 
of variables. The ( ),n n′  entry of covariance matrix ( )j

NQ  is given by 

( ) ( ) ( ), 2 2 2j j j
j n n n n

k

Q k kφ φ− − −
′ ′= − −∑x x x x   .      

If nt  is assumed to differ by additive Gaussian noise with variance 2
vσ  from the cor-

responding function value ( )j nf x  then Nt  also has a Gaussian distribution 

( )( )~ 0, j
N NNt C   .    (8) 

It is inferred that the ( ),n n′  entry of ( )j
NC  is given by the covariance function 

( ) ( ) 2, ,j n n j n n v nnC Q σ δ′ ′ ′= +x x x x   ,    (9) 

where 1nnδ ′ =  if n n′=  and 0 otherwise. 
Having formed the covariance function defined in Eq. (9) our task is to infer 

( ) ( )jt x , the target of x  at the scale j . Assume ( )
1

j
N +C  is the ( ) ( )1 1N N+ × +  covari-

ance matrix for the combination of Nt  and ( ) ( )jt x . Given such assumption, the ana-
lytic form of predictive distribution over ( ) ( )jt x can be derived. It is a Gaussian 

( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ){ }2 2
ˆ| exp / 2j j j j

N NP t t t σ⎡ ⎤ ⎡ ⎤∝ −⎣ ⎦ ⎣ ⎦x t x x x   ,  (10) 

where the mean and variance are given by 

( ) ( ) ( ) ( )( ) 1
ˆ

Tj j
j N Nt

−
⎡ ⎤= ⎣ ⎦x k x C t   ,  (11) 

( ) ( ) ( ) ( ) ( )( ) ( )
1T Tj j

N j j N jσ κ
−

⎡ ⎤ ⎡ ⎤= − ⎣ ⎦ ⎣ ⎦x x k x C k x   .    (12) 

where ( )jk x  and ( )jκ x  are sub-blocks of the matrix ( )
1

j
N +C . 

The mean ( ) ( )ˆ jt x  is regarded as the prediction of MGP on the test sample x  at the 
scale j , that is, ( ) ( ) ( )ˆ j

jf t=x x . The interval ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ2 , 2j j j j
N Nt tσ σ⎡ ⎤− +⎣ ⎦x x x x  is 

called the error bar. It is a confidence interval of ( ) ( )ˆ jt x  that represents how uncer-
tain we are about the prediction at the point x  assuming the model is correct. 

4.2   Determining the Optimal Scale j 

The MGP takes Eq. (9) as its covariance function. As seen from the equation, the sole 
hyperparameter needs to determined is the scale j . We would like to obtain the opti-
mal j  by maximum likelihood estimation. The posterior of j  comprises three parts 

( ) ( ) ( ) ( )| | /N N NP j P j P j P=t t t   .      (13) 
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The evidence term ( )NP t  is independent of j  and will be ignored for the time being. 
The two remaining terms, the likelihood ( )|NP jt  and the prior ( )P j , will be con-
sidered in terms of their logs. The log of the likelihood Γ  is 

( ) ( ) ( ) 1log | 0.5log 0.5 0.5 log 2j jT
N N N N NP j N π−Γ = = − − −t C t C t   .      (14) 

It is common practice to ignore the log prior and maximize the log likelihood Γ . 
For the MGP model, unlike GP model where the partial derivatives of Γ  with respect 
to θ  should be implemented, each of the discrete values for j  can be substituted into 
Eq. (14), the one that maximizes Γ  is selected for the optimal value.  

5   Experiments 

Experiments 1: Benchmarking the Mackey-Glass time series 
Our first experiment is with the Mackey-Glass (MG) chaotic time series. This series 
may be generated by numerical integration of a time-delay differential equation 

( ) ( ) ( )10
/ 0.2 / 1 0.1ds d s s sς ς ς ς⎡ ⎤= − Δ + − Δ −⎡ ⎤⎣ ⎦ ⎣ ⎦   .       

In this experiment we consider two series with parameters 17,30Δ = , ( )0 1.2s = , and 
( ) 0s ς =  for 0ς < . We denote these two series by MG17 and MG30. To test the per-

formance of the MGP model and compare it with classical GP model, 1000 samples 
are generated by sampling two series with 4d =  and 6τ = . We use the samples  
1-300 for training, while the samples 600-800 for testing. The GP employs Eq. (5) as 
covariance function. The function φ  we chosen is the scaling function of the Daube-
chies (DB) wavelet with order 10. It is a compact supported scaling function. Being in 
a noiseless environment, vσ  is set to 0. Mean square error (MSE) and prediction error 
(PE) are used to measure the prediction performance.  

Fig.1 shows the prediction results on the MG17 series using the MGP and GP re-
spectively. It is can be seen that both the MGP and GP show excellent performance. 
The difference between the original series and the predicted values is very small. This 
is why we can only see one curve in the first and second plot. The prediction error is 
shown in the third plot with a much finer scale. However, it can be easily seen that the 
MGP can provide smaller prediction error than the GP model. The whole prediction 
results in MSE are given in Table 1. As can be seen from the table, the MGP outper-
forms GP both on MG17 and MG30 series. We also note that whether for MGP or for 
GP, the MG30 series has a significantly higher MSE value than MG17. This is probably 
because the MG30 is more difficult to predict than MG17. 

Now we compare the CPU time in seconds consumed for determining hyper-
parameters. Simulations were conducted in the MATLAB environment running on an 
ordinary PC with single 2.8GHZ CPU (Celeron) and 256MB size of memory. The 
results are illustrated in Table 1. It is found that the CPU time consumed by MGP is 
much less than that by the standard GP. 
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Fig. 1. Comparison of prediction results on the MG17 series between the MGP and GP model  

Table 1. Comparison of the MGP and GP model for predicting MG17 and MG30 series. TH 
denotes the time in seconds consumed for determining hyperparameters. 

MG17 MG30 Models 
MSE (×10-5) TH (s) MSE (×10-5) TH (s) 

MGP 0.683 0.195 1.781 0.196 
GP 1.111 5.207 2.495 5.412 

For the MGP model, to see how to determine the optimal scale j  in the prediction 
of MG17 and MG30 series, we substitute each integer value in the interval [-6,12] to 
Eq. (14). The minus logarithm Γ  plotted as a function of j  is illustrated in Fig. 2. As 
seen in the figure, the optimal scales determined are 1j = −  and 4j = −  respectively. 
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Fig. 2. Graphs of the minus logarithm Γ  with respect to different scale j for the MGP model 

Experiments 2: Electric load prediction 
This experiment provides an in-depth comparison of MGP with SVM and RBF net-
works based on the electric load prediction. The electric load acquired from North-
west China Grid Company (NCGC) has been normalized to lie in the range [0,1]. It 
appears periodical approximately due to the nature of load. After 2d =  and 1τ =  are 
chosen, we generate 700 samples by sampling the load. Samples of point 1-500 are 
used for training and consequent 168 samples are used for testing.  
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(c)  

Fig. 3. Comparison of prediction results and prediction error between the (a) MGP model, (b) 
SVM, and (c) the RBF networks. For convenience to plot, the error bar shown in (a) is multi-
plied by a factor of 35. 

For the MGP model, the function φ  and the parameter vσ  are set as same as those 
in experiment 1. The RBF networks are trained based on the methods of Moody [9]. 
However, the output weights, the RBF centers and variances are adaptively adjusted 
during the training procedure. When SVM employed a Gaussian kernel is used for 
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prediction, the kernel width wσ  and the regularization factor λ  must be determined. 
This paper adopts a simple cross validation (CV) technique to determine these pa-
rameters. The prediction results and corresponding prediction error curves produced 
by MGP, SVM, and RBF networks are shown in Fig.3.  

On one hand, as seen in Fig.3, the prediction error of RBF networks is obviously 
larger than that of MGP. This is probably because the MGP represents a function, as 
shown in Eq. (7), by an infinite number of basis functions. However, the RBF net-
work can only involve a limited number of basis functions. On the other hand, the 
MSE on the testing set achieved by MGP, SVM, and RBF networks are 0.634×10-3, 
0.547×10-3, and 1.079×10-3 respectively.  These results indicate that the performance 
of MGP is competitive with SVM. They give better performance compared to the 
RBF networks. 

6   Conclusions 

In this paper, the problem of predicting chaotic time series using a proposed MGP 
model is considered. The MGP employs a covariance function that is constructed by a 
scaling function with its different dilations and translations. It can identify the chaotic 
systems characteristics well and provide a new way to predict chaotic time series. 
Compared with prediction by GP, SVM and RBF networks, the study can lead to the 
following conclusions. (1) The MGP gives a relatively better prediction performance 
in comparison with classical GP model, and takes much less time to determine hyper-
parameter. (2) The prediction performance of MGP is competitive with SVM. They 
give better performance compared to the RBF networks.  
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Abstract. A challenge in ANN research is how to reduce the number of
inputs to the model in high dimensional problems, so it can be efficiently
applied. The ANNs black-box operation makes not possible to explain the
relationships between features and inputs. Some numerical methods, such
as sensitivity analysis, try to fight this problem. In this paper, we combine
a sensitivity analysis with a linked multi-dimensional visualization that
takes advantage of user interaction, providing and efficient way to analyze
and asses both the dimension reduction results and the ANN behavior.

1 Introduction

Many disciplines (such as bioinformatics, economics, climatology, etc.) face a
classification or prediction problem involving large number of features. However,
the high dimensionality of the data can lead to inaccurate results or even disqual-
ify the use of machine learning methods. The curse of dimensionality stipulates
that it is hard to apply a statistical technique to high-dimensional data.

Feature selection and dimension reduction techniques are both used to remove
features that do not provide significant incremental information. Numerous stud-
ies have revealed that in high-dimensional data, feature selection and dimension
reduction methods are essential to improve the performance of a classifier report
on dimension reduction techniques such as principal component analysis (PCA)
or factor analysis [1].

Despite the great success in many fields, ANNs are still regarded as black-
box methods [2] where it is difficult for the user to understand the nature of
the internal representations generated by the network in order to respond to a
certain problem. In order to overcome this problem, different rule extraction and
numerical methods are applied to study the contribution of variables in a neural
network; sensitivity analysis is one of the most broadly used [3].

In recent years the field of information visualization has played an important
role providing insight through visual representations combined with interaction
techniques that take advantage of the human eye’s broad bandwidth pathway
� This work was supported by the MCyT of Spain under Integrated Action (Spain-

France) HF2004-0277 and by the Junta de Castilla y León under project SA042/02.
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to the mind, allowing experts to see, explore, and understand large amounts
of information at once. In this work we combine a sensitivity analysis with
a linked multi-dimensional visualization, mainly based on interactive parallel
coordinates[4], that can help to understand the behavior of the neural network,
analyze its sensitivity, and provide a way to interpret the relationship between
features and outputs.

1.1 Related Work

Tzeng and Ma [5] provide a survey of several visualization techniques for under-
standing the learning and decision-making processes of neural networks. These
techniques include Hinton diagrams, bond diagrams, response-function plots,
hyperplane diagrams, and trajectory diagrams [6], that are used to illustrate
the idea of neural networks but are not practical due to the difficulty of show-
ing a large network clearly. The visualization method in [5] allows the user to
probe into the data domain and visualize the corresponding network, errors,
and uncertainty visualization, by means of Parallel coordinates [4], to help both
the designer and the user of a neural network. In [7] an interactive visualiza-
tion tool for feed-forward neural networks, based on tree/graph visualization,
is described. Although the visualization tool is useful both as an educational
device (to aid in the understanding of neural networks, search spaces, and ge-
netic drift), and as a practical tool for solving complex problems with neural
networks, the authors recognize that its main limitation is that the graphical
feedforward network depiction does not scale well to networks with large num-
bers of nodes.

A projection on a lattice of hypercube nodes to visualize the hidden and
output node activities in a high dimensional space is used in [8]. Scatterograms of
the images of training set vectors in the hidden space help to evaluate the quality
of neural network mappings and understand internal representations created
by the hidden layers. Visualization of these representations leads to interesting
conclusions about optimal architectures and training of such networks.

In [9], Cook and Yin discuss visualization methods for discriminant analy-
sis adapted from results in dimension reduction for regression (sliced inverse
regression and sliced average variance estimation). The method are good iden-
tifying outliers. The graphical representations used for regression visualization
are Summary plots, where the structural dimension of the data is used, so such
plots have the minimal complexity needed to explain the structure of the model
and to make predictions.

2 Visual Sensitivity Analysis

In order to add power to ANNs in their explanatory capacity and understand
the complex relationships that occur between the variables, sensitivity analysis
[10][11][3] have been used. Having trained a neural network, an input sensitivity
analysis is conducted on the trained network, using the training data.
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Fig. 1. Visual techniques used in visual sensitivity analysis

In the Jacobian matrix S, each line represents an output to the network and
each column represents an input to the network, so that the element Ski rep-
resents the sensitivity of the output yk with respect to the input xi, calculated
as a partial derivative of the output with respect to the input, Ski = ∂yk

∂xi
. This

way, the higher the value of Ski, the more important it is xi with respect to yk.
The sign indicates the kind of influence (direct or inverse).

From a practical point of view it is more interesting to understand how dif-
ferent inputs affect to a given output for the training pairs (cases). Thus, the
purpose of the visual sensitivity analysis is to provide a representation of the
relationships between the output yk with each of the inputs xi for each of the
cases. Furthermore, the inputs and their output values will also be represented
to be able to compare the input data and the sensitivity analysis.

2.1 Visualization Techniques

In this section we will explain the information visualization techniques used in
the visual sensitivity analysis. The interface consists of two clearly differentiated
areas: one for stacked bars and another one for parallel coordinates. Both areas
are linked so the interaction on one implies changes in the other one.

Each case in a problem is represented as a stacked bar (see figure 1), divided
into as many fragments (rectangles) as input variables. On top of each bar, both
the output value estimated by the ANN and the target are represented.

Each stacked bar is color coded in order to distinguish each of the variables of
the case. The height of the rectangle is used to represent the value of the variable.
On the other hand, bars are represented in 3D, so that the rectangles with salient
appearance represent positive values (direct influence), while negative values
(inverse influence), are represented without relief (see figure 1).

Target and estimated output values are also color coded, from blue (lowest
value, 0) to red (highest value, 1). This way, we can determine in a visual and
quick way erroneous network estimates (note the last case on the right in figure 1)
or see the group to which each case belongs.

Parallel Coordinates Plot (PCP) [4] is one of the most successful techniques in
multi-dimensional visualization. Each case is drawn as a polyline passing through
parallel axis, which represent the input variables (see figure 2).

Each axis represents an input variable; thus, the handles (see figure 1) are
colored using the corresponding color of the rectangles in the stacked bars. A
case (bar) is also a polyline in the PCP (see two cases highlighted in figure 2).
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Fig. 2. Selecting cases: bars and polylines

Our aim was to design a highly interactive visual interface that would allow
to compare relationships between the variables and their values, through the
cases and to determine the ranges of variable values that separate the individual
cases into groups. Several interaction techniques [12] have been integrated to
allow brushing [13], linking, focus + context, etc., for exploratory analysis and
knowledge discovery purposes. Thus, it is possible to select one or several bars
and the corresponding polylines are highlighted, and vice versa (see figure 2); the
order of bars and axis can be altered; tooltips are used to give details on demand;
handles in axis can be used to filter cases based upon interesting variables ranges
(see how the handles were used to filter cases in figure 2), etc.

3 Case Study: Aggressive Behavior in High School
Students

Following, the visual sensitivity analysis for the aggressive behavior in high
school students is explained. 111 students of 7 schools with ages ranging from
14 to 17 years answered to 114 questions. The dimension of the problem was
reasonably high for building a neural network classifier, so a factor analyis with
a PCA extraction method was performed to reduce the number of variables. As
a result, 34 factors were extracted, i.e., the actual number of variables used to
train a Multilayer Perceptron (MLP). Having the input/output and sensitivity
data, this visualization technique can be used with other types of ANNs.

Once the MLP was trained, an analysis of sensitivity was carried out. The
results of this process are then used in the visual sensitivity analysis, in order
to study the relationship of the input variables with the aggressive behavior of
students (i.e., the target used for the network training).

3.1 Sensitivity Analysis

The visual sensitivity analysis for the MLP trained after dimension reduction can
be seen in figure 2. Red colors on outputs (on top of stacked bars) represent an
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Fig. 3. Visualization of sensitivity ranges for aggressive behavior

aggressive behavior. Note an estimate error on the last case: the target (above)
is blue (non aggressive), while the estimated value (below) is red (aggressive).

Focusing in the stacked bars, different areas can be observed, depending on
how different cases (students) were affected by the components. Concretely, in a
first group, a falling trend in the influence of the inputs to the output is found;
this can be observed up to the third aggressive student (red colored target, case
35). Then a growing trend begins arriving to a local maximum, a non aggressive
student (case 69). Finally, there is another falling phase arriving to student 103
and a small growing one up to the 111.

This result is quite curious; we had 34 neurons in the input layer and the
changes take place every 34+1 cases. In order to explain this, two neighbor bars
were selected and the polylines examined: they are almost identical but displaced
(see figure 2). All couples of neighbor bars (cases) offer the same result, except
for trend change places. That is, during the training, the influence of the input
neurons in the output goes moving toward the end of the input neurons, then a
small variation takes place. The training order does not change this situation.

An interesting question is if there exists a value for the coordinates that sep-
arate the aggressive students. The cases were ordered according to an increasing
value of target. Then, the aggressive cases were selected so the ranges were au-
tomatically delimitated by the axis handles (see figure 3). The only polylines
that were active and highlighted were those corresponding to the selected bars
(aggressive students). The remaining cases are drawn with soft colors in the
background so the context of the problem is not lost.

3.2 Target Data

This analysis is similar to the previous one and complements it. Now, instead of
the influences, the the MLP input values are represented. The result is shown in
figure 4. It can be observed that the height of the bar does not follow any certain
pattern: no relationship similar to that observed for the analysis of sensitivity
can be found. In this case, few conclusions can be reached starting from the
stacked bars. There are many cases in which the values of the answers are low
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Fig. 4. Visual inputs analysis

(very small bars), but this does not separate the aggressive students. In this
case, the color code of the bars, as opposed to what happened in the sensitivity
analysis, does not contribute much information.

In this case, it is more useful the parallel coordinates plot. It can be easily seen
that a mass of polylines exists in the central part of the plot. They correspond
to the bars with the smaller heights. This permits to understand that, possibly,
there was a group of students that were not interested in the survey and they
answered similarly to all the questions. Another explanation is that they may
form a differentiated class; this should be kept in mind when choosing cases
for the sample. Repeating the previous process, ordering the bars according to
height, and selecting only the smaller bars, it can be seen that these students
actually form a separated group (see the polyline pattern in figure 5).

Now, the main question is if it is possible to determine if a student is aggressive
according to his/her answers. By selecting the aggressive students (as context,
the rest are maintained in the background). The handles in the parallel axis are
automatically placed so they indicate that if the answers are inside those ranges,
the student is aggressive (see figure 6). This a quick and easy way to determine
if the variables are actually good to classify the students. In this particular

Fig. 5. Discovering a group of students
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Fig. 6. Visualization of sensitivity ranges for aggressive behavior

Fig. 7. Discovering the relevant factors in input analysis

situation the result has been affirmative. Note how aggressive students form an
independent group: there are not blue polylines selected anymore.

Finding the smaller range in the axis will provide the more important inputs
to classify the students behavior. Note the tooltip of input 33 (figure 6) showing
the range in which the answer of an aggressive student should be. Remember
that inputs are the result of dimensionality reduction, so a conversion to the
actual answers of the student should be performed. Furthermore, we can go on
removing axis (inputs) and seeing that there are not aggressive cases inside the
range. After this process the most important variables that allow the isolation
of the students are inputs 1, 23, 25, 26, 28, 32 and 34 (see checked boxes on the
right of the PCP, figure 7). Same behavoir is observed in the sensitivity analysis.

4 Conclusions

A novel method for the visualization and exploration of the relationship between
features and outputs in ANNs was presented. The combination of sensitivity
analysis with information visualization techniques for multi-dimensional data
provides a solution to face the curse of dimensionality. As case study, a visual
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sensitivity analysis for a MLP classifier of aggressive students has been shown.
Although PCPs and Stacked bars are valid for a high number of variables, future
work will be testing the proposed technique limitations and if these can be faced
with other information visualization techniques.
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Abstract. Traditional signal detection theory (SDT) and recent binary signal 
detection theory (BSDT) provide the same basic performance functions: 
receiver operating characteristic (ROC) and basic decoding performance (BDP) 
curves. Because the BSDT may simultaneously be presented in neural network 
(NN), convolutional, and Hamming distance forms, it contains more parameters 
and its predictions are richer. Here we discuss a formal definition of one of 
specific BSDT parameters, the confidence level of decisions, and demonstrate 
that the BSDT's ROCs and BDPs, as functions of the number of NN disrupted 
links, have specific features, though rather strange at first glance but consistent 
with psychophysics experiments (for example, judgment errors in cluttered 
environments).  

1   Introduction 

Traditional signal detection theory [1] (SDT) operates mainly with a kind of 
continuous signals (sinusoids as a rule) distorted by an additive noise distributed 
according to a continuous probability distribution function (Gaussian as a rule), a 
natural assumption in 1940s-1960s—the era of analogous (vacuum-tube and 
transistor) communication technologies. Recent binary signal detection theory [2-5] 
(BSDT) operates with digital (binary) signals (messages) distorted by binary noise 
and distributed according to a discrete finite-range (binomial) probability distribution 
function, a natural assumption in 2000s—the era of digital (VLSI and computer) 
communication technologies.  

The BSDT's decoding algorithm exists simultaneously in functionally equivalent 
NN, convolutional, and Hamming distance forms each of which is optimal in the 
sense of pattern recognition quality [2,4]. For BSDT decoding algorithms based on 
intact NNs, their performance functions, receiver operating characteristic (ROC) 
curves and basic decoding performance (BDP) curves (universal psychometric 
functions [3]), may easily be found even analytically [2]. For each locally damaged 
NN with specific arrangement of its disrupted links, formulae for computing its 
decoding probabilities have separately to be derived, but that is a rather complicate 
problem, taking into account the large amount of possible damage arrangements even 
for small NNs with rather small damage degrees (see the legend to Fig. 1). The 
solution required may routinely be found by the method of multiple computations 
[4,5], using the BSDT NN decoding algorithm with decision rules specified in ref. 4.  
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2   Confidence Levels of Decisions 

The decision confidence is usually understood through the value of corresponding 
false-alarm probability, F: the smaller the F the larger the confidence is. As the 
BSDT's parameters may be calculated one through the other [3], to quantify 
confidence levels, we ascribe to each discrete F its unique number j and interpret it as 
the confidence level of decisions. For intact NNs, relations between confidence levels, 
j, false alarms, Fj, and their underlying triggering threshold intervals, ∆θj, are shown, 
for example, in Fig. 1b of ref. 3 (j = N − i where i is an auxiliary index from Table 1 
[3]; if j = 0 then Fj = 1); for damaged NNs, similar relations Fig. 1 illustrates.  
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Fig. 1. False alarms, F, vs. neuron triggering thresholds, θ, for the BSDT's decoding algorithms 
based on NNs of the size N [4] with nd local damages (disrupted links). Confidence levels of 
decisions, j (digits), their corresponding false alarms, Fj (horizontal line segments), and their 
underlying neuron threshold intervals, ∆θj (lengths of horizontal line segments; in particular, 
∆θ4 in B), are indicated; θmin and θmax are bounds for ∆θleft = (−∞,θmin) and ∆θright = [θmax,+∞); N 
= 5. Arrangements of NN disrupted links (entrance-layer-neuron, exit-layer-neuron) and their 
total number, na(N,nd) = N2!/(N2 − nd)!/nd!, are as follows. A, nd = 2: (1,2) and (4,5); na(5,2) = 
300. B, nd = 4: (1,1), (1,4), (3,4), and (5,4); na(5,4) = 12 650. C, nd = 12: (5,1), (1,2), (3,2), 
(5,2), (1,3), (2,3), (1,4), (2,4), (3,4), (4,4), (2,5), and (4,5); na(5,12) = 520 030. D, nd = 15: (3,1), 
(4,1), (1,2), (2,2), (3,2), (5,2), (1,3), (2,3), (3,3), (4,3), (5,3), (1,4), (2,4), (1,5), and (3,5); 
na(5,15) = 3 268 760. In shaded areas, Fmax < F ≤ 1, values of F do not exist; points, where the 
function F(θ) is not defined [3], are plotted as diamonds. Calculations were performed by 
multiple computations [4,5] (at θ ≥ 0 and θ < 0 Equations A and a from Table 1 of ref. 4 were 
used, respectively); in A and ref. 4, the same NN example is considered. 
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3   ROCs and BDPs for Locally Damaged NNs 

The BSDT operates with binary vectors x; their properties are defined by binomial 
probability distribution functions [2,3] which are discrete-valued and finite-ranged 
ones. For this reason, in contrast to traditional SDT [1], the BSDT's performance 
functions, ROCs and BDPs, are discrete-valued and finite-ranged [2,3]. Their 
discreteness and the discreteness and finiteness of their arguments are the BSDT's 
inherent property and, consequently, its discrete-valued predictions imply the 
existence of fundamentally discrete-valued empirical data whose discreteness is also 
their inherent property, not a result of an imperfection in measurement tools or of the 
specificity of measurement protocols.  
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Fig. 2. Examples of ROCs for BSDT algorithms based on locally damaged NNs. In A, B, C, 
and D, those ROCs are plotted that correspond to NNs whose confidence levels of decisions, 
damage degrees, and damage arrangements are specified in Fig. 1A, B, C, and D, respectively 
(for different values of q, intensity of cue, they are shown in different signs). Other 
arrangements of disrupted links could produce other ROCs that are not shown. Digits 
enumerate confidence levels; shaded rectangles indicate the areas where probabilities Fj and 
Pq(Fj) are not defined (Fmax < Fj ≤ 1, 0 ≤ Pq(Fj) ≤ 1; Fmax is the largest Fj provided by a given 
locally damaged NN); in B and C, cases, where the next Pq(Fj) is smaller than the previous one, 
are boxed; vertical dashed lines (F = 1/2) indicate the axis of symmetry in distributions of Fj for 
intact NNs [2,3]; A displays ROCs for the NN discussed in ref. 4. For further details see the 
legend to Fig. 1.  
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Even the continuousness and the infiniteness of the neuron triggering threshold 
parameter, θ, is actually consistent with above assertions because the whole range of 
θ, −∞ < θ < ∞, is naturally divided into a finite number of neuron threshold intervals, 
∆θj (see Fig. 1), and each θ related to a particular interval (θ∈∆θj) exerts an equal 
influence on final BSDT predictions (decoding probabilities). Infinite bounds of the 
left-most threshold interval, ∆θleft = (−∞,θmin), and the right-most threshold interval, 
∆θright = [θmax,+∞), mean only that any θ∈∆θleft is smaller than θmin (θ < θmin) and any 
θ∈∆θright is equal to or larger than θmax (θ ≥ θmax); the infiniteness of these intervals 
does not imply the infiniteness of thresholds in real neurons. 
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Fig. 3. Examples of BDPs (universal psychometric functions satisfying the Neyman-Pearson 
objective [3]) for BSDT decoding algorithms based on locally damaged NNs. In A, B, C, and 
D, those BDPs are plotted that correspond to NNs whose confidence level specifications, 
damage degrees, damage arrangements, and ROCs are presented in Figs. 1 and 2 (panels A, B, 
C, and D, respectively). BDPs, corresponding to different confidence levels, j, or false alarms, 
Fj (Fj  = PF(q) at q = 0 [2,3]), are shown in different signs; Fmax is as in Figs. 1 and 2. 

There are many similarities and distinctions between the SDT and the BSDT. For 
the case of BSDT algorithms based on intact NNs, in part they have already been 
discussed [3]. Below, we focus on specific distinctions between the performance of 
BSDT algorithms based on intact NNs and based on locally damaged NNs (they were 
perfectly learned [2-5] but afterward some of their connections were disrupted).  

For a locally damaged BSDT NN of the size N with a given arrangement of nd 
disrupted links, from the inspection of Figs. 1-3, one can infer that: 
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1. The more the nd the smaller the Fmax is (Figs. 1-3).  
2. An ROC's arguments, values of Fj, are asymmetrically distributed relative to F = 

1/2, 0 ≤ Fj ≤ Fmax < 1, and, consequently, such an ROC cannot contain the point 
(1,1) (Figs. 1 and 2); for intact NNs, Fmax = 1, 0 ≤ Fj ≤ 1, Fj are symmetrically 
distributed relative to F = 1/2, and the ROC point (1,1) is always present. 

3. The number of theoretical confidence levels of a decision (the number of neuron 
threshold intervals, ∆θj, values of Fj, or points along an ROC) depends not only 
on N but also on nd and the damage arrangement; for intact NNs, the number of 
ROC points is always N + 2,  including the points (0,0) and (1,1). 

4. At different q, the right-most ROC points, Pq(Fmax), are different in general; for 
rather large cues (e.g., q > 1/2) and not too large damage degrees, nd, right-most 
parts of ROCs are flat (Fig. 2A and B). If q = 0 (by-chance decoding) then all the 
ROCs are linear, Pq(Fj) = Fj, but they are shorter than the main diagonal (Fig. 2). 

5. For some q, non-monotonous ROCs are possible (signs boxed in Fig. 1B and C); 
for intact NNs, ROCs are never-decreasing functions.  

6. A 'false' correspondence between j and Fj is possible when larger values of j 
(confidence levels) may correspond to smaller values of Fj (Figs. 1C-4C). 

7. Severely (catastrophically) damaged NNs do not recognize the own standard 
pattern (memory trace) x0; in such a case, BDPs and ROCs are zero-valued: if q = 
1 then PF(q) = 0 (Fig. 3D) and Pq(Fj) = 0 (Fig. 2D).  

8. The genuine 'two-point' ROCs (with two theoretical confidence levels) are 
possible for catastrophically damaged NNs only (Fig. 2D), but two-point 
empirical ROCs may result from theoretically many-point ROCs (Fig. 4A and C).  

9. Positions of bounds θmin and θmax of intervals ∆θleft and ∆θright depend on N, nd, and 
a particular damage arrangement (Figs. 1-3); in general, the more the nd the 
smaller the distance θmax − θmin is (Fig. 1); for intact NNs, θmin = −N and θmax = N. 

10. Some of na(N,nd) different damage arrangements (see the legend to Fig. 1) may 
generate different ROCs and BDPs, but some of them may also produce equal 
performance functions. Moreover, the arrangements are possible that generate 
such ROCs and BDPs as intact NNs do (e.g., Table 1 in ref. 5).  

BSDT theoretical predictions discussed above and illustrated by Figs. 1-3 are rich, 
diverse, rather strange (with respect to both the SDT and the BSDT based on intact 
NNs), and have to be verified by comparing with an experiment. Recent findings, for 
example in the field of perceptual (visual) decisions in cluttered environments [6], 
provide one of such possibilities. 

4   Judgment Errors in Cluttered Environments 

In psychophysics, traditional SDT [1] is extremely popular for empirical data 
analysis, because usually SDT-based theories of memory and/or perception describe 
corresponding data quite well, e.g. [6-8]. But scrutinizing of large sets of available 
data and methods for their SDT-based analysis reveal discrepancies between the 
theory and experiment and lead to new versions of the SDT [7] (and theories [6] 
based on it) which contain additional, sometimes disputable, assumptions. The SDT 
can also not describe any cognitive phenomena, as it does not contain any cognitive  
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parameters. To demonstrate the BSDT's advantages, we consider, for example, a 
rather surprised finding according to which in cluttered environments, when a target 
may be confounded with competing stimuli, subjects demonstrate high confidence of 
their (erroneous) perceptual decisions [6]. This inference has many potential 
practical consequences but cannot be explained by SDT-based theories of (visual) 
perception.  
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Fig. 4. Theoretical and empirical probabilities of judgement errors. A, Possible relations 
between 10 theoretical (Fig. 1A) and 3 empirical [6] confidence levels; digits, boxed digits, and 
shadowed digits enumerate respectively theoretical confidence levels, those of them that may 
individually represent empirical confidence levels, and groups of them that may jointly 
represent empirical confidence levels (corresponding Fj are boxed). B, Judgement errors vs. 
empirical confidence levels of decisions; circles (they correspond to red patterned bars in Fig. 
7A [6]), the proportion of erroneous responses in trials when targets were presented in 
isolation; horizontal line segments, separate theoretical false alarms (Fj) or false-alarm values 
(<F>) averaged across a set of Fj boxed in A. C, Possible relations between 6 theoretical (Fig. 
1C) and 4 empirical [6] confidence levels; designations are as in A. D, The same as in B; circles 
(they correspond to green bars in Fig. 7A [6]), the proportion of erroneous responses in trials 
when targets were presented in a cluttered environment; horizontal line segments, theoretical 
false alarms and their averaged value designated as in C. In B and D, arrows indicate the 
averaged theoretical decision confidences, <jB

theo> = 31173/21582 ≈ 1.44 and <jD
theo> = 60/31 

≈ 1.93; ∆j = <jD
theo> − <jB

theo>; the fact that <jD
theo> is grater than <jB

theo> explains the subject's 
preferences for high-confidence (erroneous) decisions in cluttered environments [6].  
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For decision data measured in rating experiments, the BSDT's cognitive metric 
(confidence levels, j) allows to compare directly the theoretical predictions about 
human cognitive abilities (Fig. 1) with corresponding empirical data (Fig. 7 in ref. 6). 
As the number of theoretical and empirical confidence levels may not coincide, in 
Fig. 4A and C two possible ways of how to compare them are considered.  

Fig. 4B and D demonstrate that BSDT false alarms, presented in any of forms 
shown in Fig. 4A and C, consist equally well with judgement errors found in 
experiment [6]. Averaged theoretical decision confidences, <jB

theo> ≈ 1.44 and <jD
theo> 

≈ 1.93 (Fig. 4B and D), coincide with corresponding empirical data, <jB
exper> = 1.44 ± 

0.02 and <jD
exper> = 1.93 ± 0.08 (Fig. 7A in ref. 6), also quite well. Consequently, it 

may be thought of that on isolated targets (Fig. 4B) decisions are generated by a 
slightly damaged NN (for its properties see Figs. 1A-4A), while decisions concerning 
the target embedded in distractors (Fig. 4D) are produced by an NN with a rather 
large damage degree (for its properties see Figs. 1C-4C). The BSDT not only 
describes successfully decision confidences measured in simple (Fig. 4B) and 
complex (cluttered, Fig. 4D) environments but provides also a clear 'idea of the neural 
representations on which observers base their response' [6]. For explaining the 
bimodality of response distributions observed in cluttered environments [6], the 
BSDT-based theory for vision [5] may be used.  

5   Conclusion  

For a simple example by a method of multiple computations, performance functions  
for BSDT decoding algorithms based on locally damaged NNs (ROC and BDP 
curves) have exactly been calculated and classified using a specific BSDT cognitive 
parameter, the confidence level of decisions. It has been demonstrated that the version 
of the BSDT considered provides rich, diverse, and strange at first glance predictions. 
Some of them were applied to the first explanation of recent experimental findings 
concerning a cognitive experiment (judgment errors in cluttered environments). As a 
result, empirical data have been reproduced both qualitatively and quantitatively.  
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Abstract. In telecom industry high installation and marketing costs make it be-
tween six to ten times more expensive to acquire a new customer than it is to
retain the existing one. Prediction and prevention of customer churn is therefore
a key priority for industrial research. While all the motives of customer deci-
sion to churn are highly uncertain there is lots of related temporal data sequences
generated as a result of customer interaction with the service provider. Existing
churn prediction methods like decision tree typically just classify customers into
churners or non-churners while completely ignoring the timing of churn event.
Given histories of other customers and the current customer’s data, the presented
model proposes a new k nearest sequence (kNS) algorithm along with temporal
sequence fusion technique to predict the whole remaining customer data sequence
path up to the churn event. It is experimentally demonstrated that the new model
better exploits time-ordered customer data sequences and surpasses the existing
churn prediction methods in terms of performance and offered capabilities.

1 Introduction

Most of telecom companies are in fact customer-centric service providers and offer to its
customers variety of subscription services. One of the major issues in such environment
is customer churn known as a process by which a company loses a customer to its
competitor. Recent estimates suggest that churn rates in the telecom industry could
be anything between 25% to 50% [1]. Moreover average acquisition costs standing at
around $400 take years to recoup [1] and are estimated to be between 5 to 8 times
higher than average retention costs [2]. In such circumstances, it makes every economic
sense to have a strategy to retain customers which is only possible if the customer
intention to churn is detected early enough. In the presence of large data warehouses
packed with terabytes of data, data mining techniques are being adopted to business
applications [3] in an attempt to understand, explain and predict customer interaction
with the company that leads to churn. Many churn prediction models are available in
the market, however churn is only being modelled statically by analysing customer data
and running regression or predictive classification models at a particular time instance
[4]. On the research arena the focus is shifted towards more complex classification and
nonlinear regression techniques like neural networks [5] or support vector machines [6]
yet still applied in the same static context to customer data.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 207–215, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In this work the weaknesses of static churn prediction are addressed resulting in a
proposition of a new temporal churn prediction system. It uses novel k nearest sequence
algorithm that learns from the whole available customer data path and is capable to
generate future data sequences along with precisely timed predicted churn events.

The remainder of the paper is organised as follows. Section 2 formulates the problem
of churn prediction and explains the sequential data model used for predictions. Next
section shows Gamma distribution-based modelling of customer lifetime as a prereq-
uisite tool for kNS algorithm described in Section 4. Section 5 provides comparative
churn prediction results from experiments carried out upon real customer data. Finally
the concluding remarks are drawn Section 6.

2 Problem Formulation and Data Model

Assuming a constant stream of N customers from whom nchurn customers churn while
nnew customers join the company in a considered time window let nchurn = nnew and
let pprior = nchurn/N stand for a prior churn probability. As only churn predictions
are actionable and incur some cost, the performance measures evaluating the model
should focus on measuring efficiency of churn predictions. Considering predictability
limits in the optimal scenario all churn predictions made are correct, whereas in the
worst case i.e. by predicting k churners at random, on average kpchurn churners will be
correctly recognised at the cost of (1 − kpchurn) wrong churn predictions. The churn
prediction results can be presented in a form of confusion matrix as shown in Table 1.
The churn recognition rate evaluating efficiency of churn predictions can be expressed

Table 1. Confusion matrix representation: c0|0 - true negatives, c1|0 - false negatives, c0|1 - false
positives, c1|1 - true positives, where churn is denoted by 1 and non-churn by 0

Actual\Predicted NonChurn Churn
NonChurn c0|0 c1|0
Churn c0|1 c1|1

by: pchurn = c1|1/(c1|1 +c1|0). In order to truly reflect the quality of model predictions
compared to the random predictions it is sensible to use a gain measure which expresses
how many times the predictor’s churn rate is better than the prior churn rate pprior:

G =
pchurn

pprior
=

c1|1(c1|1 + c1|0 + c0|1 + c0|0)
(c1|1 + c1|0)(c0|1 + c1|1)

(1)

Or in order to scale the gain within the achievable limits of (1, 1/pprior) a simple
normalisation can be used to finally give the relative gain measure defined as follows:

Gr =
pchurn − pprior

1 − pprior
=

c1|1c0|0 − c1|0c0|1
(c1|1 + c1|0)(c0|0 + c1|0)

(2)

Using the above performance measures it is demonstrated that the successful churn
prediction strategy depends on comprehensive exploitation of temporal data. These data
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are generated on the course of customer interaction with the service provider and can
be interpreted as a time-directed trajectories in the multidimensional data space gen-
erated from customer events. This way not only information coming in the sheer data
is used for prediction but also additional information about data sequentiality patterns.
The model assumes periodically collected customer data. The duration of each time
interval will form the time resolution for customer behaviour analysis and should be se-
lected inline with company routines, data availability and the required time-resolution
of generated predictions. Once this is decided, the elementary data unit xcti represents a
value of the ith column (feature), collected at time interval t for the customer identified
by c. For each customer c the complete life cycle would be defined by the time ordered
sequence of customer data that can be stored in a matrix profile as follows:

Xc =

⎡

⎣
xc,1,1 xc,1,2 . . . xc,1,M

. . . . . . . . . . . .
xc,T,1 . . . . . . xc,T,M

⎤

⎦ (3)

where T is the total number of time intervals of a sequence and M stands for the number
of features. To increase storage efficiency customer data matrices were piled together
into a single table D with the customer identifier and time interval index moved into
the two first identifying columns. This tabular data model is more suitable for SQL
processing in databases and allows for instant and effortless update of table D. Due to
data availability issues, in our models the time resolution has been set to 1 month such
that the annual customer data form an ordered sequence of 12 points.

3 Customer Lifetime

Customer lifetime in itself provides unconditional estimation of the churn timing blind
to any additional data describing customer interaction with the service provider. His-
torical lifetime data from different customers gives information about the lifetime dis-
tribution which then allows to link the churn event to a random process with certain
probability distribution and hence describe churn in probabilistic terms. Denoting by xi

a random series of customer lifetimes extracted from the available data the first goal is to
find its distribution. Customer lifetime can be modelled as a random process modelling
random event occurrence where the waiting time (i.e. lifetime) before the event (i.e.
churn) is relatively long. The three distributions that match this process have been iden-
tified: exponential, Gamma and Weibull distributions. All of these distributions have
reported applications to lifetime modelling [7]. Yet further analysis in which distrib-
utions were fitted to certain ranges of lifetimes e.g. for lifetimes greater than 5 years
showed that only Gamma distribution consistently fits well the data despite its chang-
ing characteristics. Settling on the Gamma distribution, the probability density function
(PDF) of the lifetime x is defined by:

y = f(x|a, b) =
xa−1e−x/b

baΓ (a)
Γ (a) =

∫ ∞

0
e−tta−1dt (4)

where a and b are the distribution parameters and Γ (a) is a gamma function. Given the
density (4) the cumulative distribution function (CDF) can be obtained by:
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p = F (x|a, b) =
∫ x

0
f(x)dx =

1
baΓ (a)

∫ x

0
ta−1e−t/bdt (5)

The CDF function F (x) returns the probability that an event drawn from gamma dis-
tribution will occur no later than at x. In case of customer lifetime modelling the only
event expected is customer churn, hence the CDF becomes immediately the churn risk
expressed as a function of the customer life with the service provider. Complementing
the event of churn occurrence to a certain event, i.e. S(x) = 1 − F (x) gives the cus-
tomer survival function showing the probability S(x) of a customer surviving up to the
period x. Figures 1(a)-1(b) show examples of the fitted gamma distribution along with
corresponding cumulative probability distribution and the survival function.

Exploiting further the properties of the gamma distribution one can immediately
obtain the average customer lifetime expectancy and its variability which correspond to
the gamma mean μ = ab and variance ν = ab2.

The lifetime analysis carried out so far applies to a customer who just joined the
service. In reality at any snapshot of a time one might need to ask about the remaining
lifetime of a customer who already stayed with the service provider for some time. The
problem of a remaining lifetime from the mathematical point of view is quite simple.
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The remaining lifetime of a customer at age t can be found by an integration of the
survival function from t to ∞ and renormalisation which can be expressed by:

L(t) =
1

S(t)

∫ ∞

t

S(x)dx (6)

Note that if the customer has just joined the company i.e. when t = 0, the remaining
lifetime simplifies to the Gamma mean parameter: L(0) =

∫ ∞
0 S(x)dx = μ.

Figure 1(c) shows the plot of the remaining lifetime for incremental periods that the
customer already stays with the company obtained by numerical integration shown in
(6). Finally the most interesting characteristics from the churn prediction point of view
is the churn risk evolution over time. Assuming that the churn probability relates to
fixed time ahead τ , its evolution over time H(t) can be calculated by the integration of
gamma PDF function from t to t + τ and renormalisation i.e.:

Hτ (t) =

∫ t+τ

t
f(x)dx

∫ ∞
t

f(x)dx
=

F (t + τ) − F (t)
1 − F (t)

=
S(t) − S(t + τ)

S(t)
(7)

Using formula (7) examples of churn risk evolution curves were obtained for 1, 3, 6 and
12 months as shown in Figure 1(d)

The presented analysis indicates that entrants have much higher churn rate than the
customers who stayed long with the service provider. For churn prediction purposes
this information means that the random churn prediction strategy from previous sec-
tion would give much higher performance if applied only to entrants or in general to
customers with the service age at which the churn risk is the highest.

4 K Nearest Sequence Algorithm

As mentioned in Section 1 temporal classification approach to churn prediction strug-
gles from its underlying static form in which a classifier can only give the answer on
whether the churn will occur or not in the particular time slot. Such models either loose
information through the necessity of temporal data aggregation or ignore it by not being
able to exploit the dynamics of data evolution over time. The timed predictions of churn
and its circumstances is beyond the capabilities of temporal classification models.

In an answer to these challenges an original, simple and efficient non-parametric
model called k Nearest Sequence (kNS) has been developed. This model uses all avail-
able sequences of customer data on input and generates the whole remaining future data
sequences up to the churn event as an output. An interesting part is that this model does
not require learning prior to the prediction process. Instead it uses customer sequence as
a template and automatically finds the k best matching data subsequences of customers
who already churned and based on their remaining subsequences kNS predicts the most
likely future data sequence up to the time-stamped churn even. The model is further
supported by the remaining lifetime estimate presented in Section 3 which is used to
add the estimated lifetime feature to the training data.

Let for notation simplicity S(c, t, τ) stand for a data sequence for a customer identi-
fied by c, starting from the time period t and having the length τ i.e.:

S(c, t, τ) = {xc,t, . . . ,xc,t+τ} τ = 1, 2, .. (8)



212 D. Ruta, D. Nauck, and B. Azvine

Formally the objective of kNS is to predict the future sequences of customer data
S(c, tcur + 1, R), where R is the remaining customer lifetime and tcur is the current
time, given the existing customer data sequence to date S(c, tcur − τ, τ), where τ is
the data availability timeframe, and the historical and live data of former and current
customers S(ci, 0, Li), where Li is a lifetime of the customer identified by ci.

In the first step kNS finds the k nearest sequences, i.e. the customers whose data se-
quences match the considered sequence the most. This task is split into 2 subtasks. First,
all customer sequences are scanned to find the best matching subsequences i.e. the sub-
sequences S(ci, ti − τ, τ) that have the closest corresponding points to the considered
sequence pattern S(c, tcur − τ, τ) in the Euclidean distance sense, that is:

ti = arg
Li

min
t=τ

‖S(c, tcur − τ, τ)−S(ci, t− τ, τ)‖ = arg
Li

min
t=τ

τ∑

j=0

‖xc,tcur−j −xci,t−j‖

(9)
Then all best subsequences S(ci, ti−τ, τ) are sorted according to their distance from the
sequence in question in order to determine first k best matching patterns. The remaining
subsequences of these best matches i.e. S(ci, ti, Li − ti), i = 1, .., k, are referred to
as k nearest remainders, and are used directly for predicting the future sequence in
question S(c, tcur, L). The prediction is done by a specific aggregation of the k nearest
remainders, which due to different lengths of the remaining subsequences has been
supported by the time stretch of the sequences such that they all terminate in the same
average churn point. First, the remaining lifetime is calculated by taking average from
the last points of k nearest remainders:

R =
1
k

k∑

i=1

Li − ti (10)

Then denoting by si = (Li − ti)/R, i = 1, .., k the transition step for each of k nearest
remainders, each jth point xc,tcur+j , j = 1, .., R of the predicted sequence can be
calculated using the following formula:

xc,tcur+j =
1
k

k∑

i=1

[
(�jsi� − jsi)xci,ti+�jsi� + (jsi − �jsi�)xci,ti+�jsi�

]
(11)

which uses interpolation of in-between sequence points spaces to obtain higher preci-
sion when dealing with unequally lengthened sequence reminders. This way kNS algo-
rithm would predict the churn taking place in L = tcur + R time period along with the
data path S(c, tcur, R) leading to this event.

In realistic scenario the data availability timeframe is very narrow compared to cus-
tomer lifetime, which means that instead of having complete data sequences of cus-
tomers from their acquisition up to churn there is only a tiny time slice of data avail-
able. In this time slice the turnover of customers and hence the number of churners
that can be observed is on average τN/L and . Most of the data in such It is therefore
expected that vast majority of data relate to the existing customers who did not churn
yet. In this case it is very likely that among k nearest sequences most would relate to
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existing customers with unknown churn time. In this case the kNS algorithm is aided
by the unconditional remaining lifetime estimate covered in Section 3. The data se-
quence predictions are provided only up to the data availability limit and then overall
customer average sequence is filled in up to the predicted churn event. The complete
kNS algorithm is visualised in Figure 2.

Fig. 2. Flowchart of the k nearest sequence algorithm

5 Experiments

In order to demonstrate the capabilities of the presented kNS algorithm a set of com-
parative experiments have been carried out on the real BT customer data sample. Due
to data security issues only selected features describing customer provisions, fault re-
pairs and complaints events were used excluding possibly crucial but sensitive customer
billing data. They were prepared compliant to data model presented in Section ?? with
first column of customer identifier, second keeping monthly time period, third holding
customer lifetime up to the current month, and fourth keeping the churn label i.e. a bi-
nary flag indicating whether the customer churned in this month or not. This follows
with 24 columns of customer data features extracted from customer events database
and including events counters, durations and many other mostly quantitative measures
describing these events. The data were sampled at random from the database but due to
very narrow data availability timeframe of just 10 months churners have been selected
for only last month in order to keep customer sequences the longest possible and of
consistent length. All the customers data selected for the experiment had at least one
event of each type. As a result about 20000 10-months customer sequences have been
extracted with many missing data. These missing data have been treated using expo-
nential continuous decay function of the form y(t) = e−ln(2)t/T , where T stands for
the half-decay period, which intends to simulate fading intensity of human emotions
caused by certain event over time. The 2-weeks half-decay period was used following
some quick manual optimisation. The prior churn probability i.e. the average likelihood
that random customer will churn in particular month turned out to be very low and is
denoted by pprior as summarised in Section 2. Due to security reasons the real value
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of pprior can not be shown here and for the same reasons in all experiments the model
performance is expressed by a gain measure as described in Section 2.

The first experiment concerned predicting customer lifetime based on lifetime analy-
sis presented in Section 3. Based on gamma distribution fitted to customer lifetimes, the
period with the highest churn density was identified to be the first year of contract and
accordingly random churn prediction was applied to the customers who stay less than
a year at the time of measurement. The resultant performance brought a gain of just
Glifetime = 1.46 achieving 46% improvement in correct churner prediction.

In the next experiment a number of standard classifiers were used to classify cus-
tomer states in the last month (Oct-2004) only using 10-fold cross-validation testing
method. The results are shown in the Table 2.

Table 2. Gain measures obtained for the 3 linear classifiers applied to the last month data

Classifier Dec. Tree LDA Fisher Quadratic FF NNet SVM
Gain 11.28 10.24 10.58 10.86 9.97 11.06

Finally the presented kNS algorithm was tested using all 20000 10-months customer
sequences with approximated missing data when necessary. Due to the fact that kNS
returns precise churn timing it has been assumed that correct churn recognition occurs
when the predicted timing deviates no more than 2 months from the actual churn date.
The experiment was run for 5 different nearest sequence parameters k = 1, .., 5 and
for 5 different lengths of the matching template i.e. for τ = 1, .., 5 months. For each
setup the performances have been converted to the gain measures which are shown
in Figure 3 along with the diagram depicting differences between these measures. The
results show very clearly that above k ≥ 3 performance gain obtained for kNS becomes
higher than for any other tested classifier, shown in Table 2. When τ = 1 the algorithm
converges to a standard kNN algorithm for which the performance is comparable to
other classifiers from Table 2. The sequential strength starts to take effects from τ >
1 and the results shown in Figure 3 confirm that the highest performance gains are
observed for τ ranging between 2 and 4 months with the highest gain of 13.29 obtained
for 3-months sequences matched to 4 nearest sequences. These results outperform static
non-sequential classification by around 20% and thereby confirm the contribution of the
sequential modelling to the churn prediction performance. Due to the lack of space the
whole issue of data sequences prediction, coming as a by-product of kNS-based churn
prediction, was ignored and left for further investigations within a wider framework of
of customer behaviour modelling.

6 Conclusions

Summarising, this work uncovered a new perspective on customer churn prediction and
highlighted the importance of the sequential analysis for events prediction. The tradi-
tional methods of churn prediction based static classification have been shown con-
ceptually unable to handle the sequential nature of customer relationship path up to
churn and therefore unable to time the predictions. The presented kNS algorithm was
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k \ τ 1 2 3 4 5
1 6.53 6.53 8.05 7.37 7.58
2 8.80 11.20 10.71 7.61 9.06
3 9.00 11.25 10.75 12.87 9.09
4 10.62 12.82 13.29 13.18 12.87
5 11.05 13.02 12.35 12.33 12.42

1 2 3 4 5 6
1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Fig. 3. Gain performance measures obtained for kNS predictor for 5 different nearest sequence
parameters k and template sequence lengths τ , shown in a tabular form (left) and graphical dia-
gram (right). Darker shades correspond to higher gain measures.

designed specifically to learn from customer data sequences and is capable to handle
the whole customer life cycle rather than individual customer state caught in a snapshot
of time. The kNS algorithm is prepared for limited data availability timeframe and can
effectively handle missing data. Moreover kNS is capable of exploiting both former
customers with completed lifetime data paths and the existing customer sequences by
using Gamma distribution applied to model expected customer lifetime. Due to the lack
of space and the churn focussed theme of this work the whole aspect of data sequences
prediction, coming as a by-product of kNS-based churn prediction, was ignored and left
for further investigations within a wider framework of customer behaviour modelling.
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Abstract. Hydrological Simulation Program Fortan (HSPF) is a mathe-
matical modelling program developed by the United States Environmen-
tal Protection Agency (EPA). HSPF is used for simulating of watershed
hidrology and water quality. In this paper, an evolutionary algorithm is
applied to automated watershed model calibration. The calibration stage
of the model is very important in order to reduce the errors in hydro-
logical predictions. Results show the capacity of the proposed method to
simulate watershed streamflows.

1 Introduction

The movement and storage of water at watershed scales is a complex process
primarily affected by climatic, topographic, soil, vegetative, geologic and land
use factors. The complex nature of the processes inherent in surface and sub-
surface hydrology is best investigated by computer models that simulate these
processes over short and long intervals. In recent years a number of conceptual
watershed models have been developed to assess the impacts of changes in land
use, land cover, management practices, or climatic conditions on water resources
and water quality at watershed scales [1]. They range in capability, complexity,
scale and resolution and may have different data requirements. Moreover the
accuracies of the resulting simulation may vary [2].

One of this models is Hydrological Simulation Program in Fortran (HSPF) [3]
developed by the United States Environmental Protection Agency (EPA) [4] for
simulating many processes related to water quantity and quality in watersheds
of almost any size and complexity. An extensive description of HSPF is given
in [5].

HSPF allows modelers to emphasize the hydrologic process that are dominant
in a watershed by adjusting parameter values during calibration (see Table 1). All
of them depend on the physical conditions of the river basin and reflect specific
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watershed physical values that need to be adjusted to adapt the HSPF model
to a particular river basin. But, the estimation of actual parameter values from
physical measurements is either difficult or impossible [6]. Therefore, parameter
values are generally obtained through the calibration process. In some hydro-
logical models where the number of parameters is small enough - up to three
according to [7] - they can be adjusted using trial and error methods. But the
bigger the number of parameters is, the more efficient optimization algorithms
should be applied.

There are a few works concerned the HSPF model calibration. In [17], the
authors use HSPexp [16] for the calibration stage. They adjusted only eleven
out of the twenty parameters of HSPF model (see Table 1), since they did not
used the snow module. They applied this calibrated HSPF model to evaluate
water quality in Virginia (USA). Computer programs like PEST [18] can be
used to estimating the parameters. If we are modelling an US watershed, the
calibration could be done using HSPF Parameter Database (HSPFParm) [19].
In [20] the authors propose the optimization of WATCLASS hydrology model
calibration using fuzzy Tagaki Sugeno Kang method (TSK).

Evolutionary computation (EC) comprises several robust search mechanisms
based on underlying biological metaphor. EC techniques have been established as
a valid approach to problems requiring efficient and effective search, furthermore,
EC are increasingly finding widespread application in business, scientific and en-
gineering circles. There are very few works that use evolution search strategies in
model calibration, the first attempt was undertaken by [15] who applied Genetic
Algorithms (GA) [14] in a model with only 7 parameters.

The purpose of this contribution is to show the improvement of the calibration
stage in the HSPF model by means of evolutionary computation techniques. In
order to assess our proposal, we had calibrated a Spanish watershed using the
calibration process presented in this paper.

This paper is organized as follows, first section 2 presents how HSPF model
works. Then an evolutionary algorithm for the calibration stage is presented in
section 3. The experimental results are presented in section 4. Finally section 5
shows the conclusions of this work.

2 HSPF

HSPF is a very robust, high resolution, flexible, reliable, and comprehensive hy-
drologic model for simulation of watershed hydrology and water quality. As a
physical-process-based model, HSPF uses minimal input data to describe hy-
drological conditions in a watershed. As a time series management system, it
can simulate continuously the hydrologic and associated water quality processes
on pervious and impervious land surfaces as well as in streams. Derived from
the Stanford Watershed Model (SWM) developed by [8], HSPF considers all
streamflow components (runoff, interflow and baseflow) and thier pollutant con-
tributions, snow accumulation is also included in the HSPF model.

HSPF model has been used to simulate: (1) a wide variety of hydrologic
conditions [9] [10], (2) transport of various non-point source pollutants, including
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Table 1. Adjusted parameters during the calibration stage

Parameter Definition Unit
RDCSN Relative density of new snow at -18 ◦C none
COVIND Empirical parameter used to give the areal coverage none

of snow in a land segment
SNOEVP Parameter used to adjust the calculation to field conditions none
CCFACT Parameter used to correct melt values to field conditions none
MELEV Lower mean elevation meters
SHADE Parameter indicating the fraction of the land segment none

which is shaded
MWATER Parameter specifying the maximum liquid water content (mm/mm)

of the snowpack
CEPSC Interception storage capacity of vegetation mm
INFILT Index to mean soil infiltration rate. High values of INFILT (mm/interval)

divert more water to the subsurface flow paths
INFILD Parameter giving the ratio of maximum and mean soil infiltration none

capacity over the land segment
INFEXP Infiltration equation exponent >1 none
INTFW Interflow coefficient that governs the amount of water that enters none

the ground from surface detention storage
UZSN Parameter for upper zone nominal storage. Defines the storage (mm)

capacity of the upper-unsaturated zone
LZSN Lower zone nominal storage parameter. Defines the storage (mm)

capacity of the lower-unsaturated zone
LZETP Lower zone evapotranspiration parameter. 0<=LZETP<1 (mm)
DEEPFR Fraction of infiltrating water that is lost to deep aquifiers. none

Represents the fraction of ground water that becomes inactive
ground water and does not discharge to the model stream channel

AGWRC Active ground water recession rate (1/interval)
KVARY Ground water recession flow parameter. Describes nonlinear (1/mm)

ground water recession rate
AGWETP Active ground water evapotransporation. Represents the fraction none

of stored ground water that is subject to direct evaporation and
transpiration by plans whose roots extend below the active ground
water table

IRC Interflow retention coefficient. Rate at which interflow is discharged 1 per day
from the upper-zone storage

contaminated sediment [11] and pesticides [12], and (3) land use management
and flood control scenarios [13].

HSPF is usually classified as a Lumped model1 and it can reproduce spatial
variability by dividing the basin in hydrologically homogeneous land segments
and simulating runoff for each land segment independently, using different me-
teorologic input data and watershed parameters.

In HSPF, the various hydrologic processes are represented mathematically as
flows and storages. In general, each flow is an outflow from a storage, usually
expressed as a function of the current storage amount and the physical charac-
teristics of the subsystem. Thus the overall model is physically based. Although

1 A model in which the physical characteristics of the catchment are assumed to be
homogeneous.
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this requires the use of calibrated parameters, it has the advantage of avoiding
the need of giving the physical dimensions and characteristics of the flow system.

The key steps in modelling a watershed with HSPF are the mathematical
representation of the watershed, the preparation of input meteorological and
hydrological time series and the estimation of parameters in calibration. For
HSPF model calibration proposes, we must have a set of historical data inputs
and their respective output values. Once the model is calibrated, we are able
to use it with predicted meteorological values as inputs in order to generate
hydrological predictions.

HSPF requires eight meteorological time series to simulate the hydrological
cycle in a watershed. These are air temperature, dew-point temperature, cloudi-
ness, wind velocity, atmospheric pressure, solar radiation and precipitation, and
this is considered as the model inputs. The parameters that governs the stream-
flow simulation in HSPF are categorized as fixed and adjusted parameters. Fixed
parameters can be measured or are well documented in the literature, such as the
length, slope, width, depth and roughness of a watershed. Fixed parameters are
held constant in HSPF during model calibration. On the other hand, adjusted
parameters are highly variable in the environment or are immeasurable [6], such
as the infiltration rate (INFILT ). A model calibration process lies in searching
these adjusted parameters in order to estimate the measured flow of a watershed
from the meteorological values and the present state of the watershed. Table 1
shows the 20 adjusted parameters used in the calibration stage.

3 Model Calibration Using Evolutionary Computation

In this section, we show the evolutionary technique used for HSPF model cal-
ibration of a specific Spanish watershed. The aim of the calibration stage is
to find the best parameters values for the physical area. The model was cali-
brated using meteorological inputs and their respective measured flow over 33
years period. The data set was divided in two subsets. First, we used 21 years
(from 01/02/1968 to 12/31/1989) as calibration set, and the remainder (from
02/01/1990 to 12/31/2000) as validation set. The simulated flow results for the
21 year period were compared with the observed daily discharge records during
the simulation period.

Since we have used a huge data set for calibrating (a daily data set of 21
years), the computational cost of evaluating an individual is very high. There-
fore, we have implemented a steady-state evolutionary algorithm. The steady-
state evolutionary algorithm uses overlapping populations. In each generation,
a portion of the population is replaced by the newly generated individuals. We
only replace one individual in each generation (close to 100% overlap). Since the
algorithm only replaces one individual in each generation, the best individuals
are more likely to be selected and the population quickly converges. As a re-
sult, the steady-state algorithm often converges prematurely to a sub-optimal
solution. The crossover and mutation operators are the key to the algorithm
performance. A crossover operator that generates children unlike their parents
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Table 2. Parameters Values

Parameter Manual value Optimized Value Value Range
RDCSN 0.15 0.166751 (0.1 , 0.2)
COVIND 47.0 45.05150 (20.0 , 55.0)
SNOEVP 0.20 0.230342 (0.1 , 0.3)
CCFACT 4.0 3.797310 (3.0 , 5.0)
MELEV 800 1127.930 (500 , 1300)
SHADE 0.05 0.064753 (0.01 , 0.1)
MWATER 0.015 0.066278 (0.001 , 0.1)
CEPSC 2.6 2.847270 (2.0 , 3.2)
INFITL 23.0 23.17990 (18.0 , 28.0)
INFILD 2.3 2.583510 (1.8 , 2.8)
INFEXP 2.5 3.135000 (1.5 , 3.5)
INTFW 3.9 3.380480 (2.0 , 4.0)
UZSN 19.0 19.32750 (15.0 , 23.0)
LZSN 70.0 65.14050 (60.0 , 80.0)
LZETP 0.25 0.390257 (0.01 , 0.5)
DEEPFR 0.01 0.005994 (0.0001 , 0.02)
AGWRC 0.975 0.989731 (0.96 , 0.99)
KVARY 1.5 0.019585 (0.01 , 2.99)
AGWETP 0.1 0.066748 (0.0001 , 0.2)
IRC 0.80 0.8711780 (0.60 , 0.90)

and/or a high mutation rate can delay the convergence. Each individual are en-
coded as an array of 20 elements of double data type. Each element represents
the parameter value of Table 1 and all of them represents one possible solution
to the calibration problem. The range values for these parameters are shown
in the fourth column of the Table 2.The crossover operator is implemented by
use of one point sexual (two parents) crossover operator. The new individual
has the first 10 values of the father and the last 10 values of the mother. The
mutation was performed based on the mutation rate. For each parameter if a
random number between 0 and 1 is greater than the mutation rate the parameter
change and its obtained a new parameter. The selection operator chosen was a
fitness proportionate selection, also known as roulette wheel selection. Candidate
solutions with higher fitness has more probability of selection.

The fitness function is the result of calling the HSPF simulator over 21 years
(calibration period) and evaluate

F (x) =
K −

∑n
i=1(Qobs,i − Qsim,i)2

K
(1)

where Qobs,i is the observed streamflow at day i and Qsim,i is the model sim-
ulated streamflow at day i with the specific parameters and the meteorological
input values for that day, and K is a constant for scaling propose. In our case,
we have used the value of K =

∑n
i=1(2Qobs,i)2.
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4 Experimentation and Results

As we have mentioned above, we use two data sets: calibration set and validation
set. First, it is used for model calibration purpose and comprises 7665 samples
(21 years). In order to validate the calibrated model, we use the second data set,
which 4015 samples (11 years) are not involved in the calibration process.

Table 3. Evolutionary Algorithm Experiments (2000 generations)

Population Size Mutation Rate Best Fitness Worst Fitness Average Fitness
10 10% 0.985348 0.909932 0.965289
10 20% 0.992765 0.895047 0.969007
10 30% 0.994031 0.900430 0.967297
20 10% 0.986759 0.369053 0.928430
20 20% 0.987637 0.767560 0.955034
20 30% 0.986759 0.369053 0.928430
30 10% 0.986865 0.909145 0.948826
30 20% 0.991004 0.846900 0.960567
30 30% 0.986865 0.909145 0.948826

Fig. 1. Correlation coefficient for the estimation of the Watershed Measured Flow using
(a) the evolutionary algorithm and (b) the manual process

We have run several experiments using different parameters of the evolution-
ary algorithm. In Table 3, we present the results obtained with different values for
the Population Size and Mutation Rate parameters. The Table 3 also exhibits,
for each experiment, the Best, Worst and Average fitness of the population. We
can see as the individual with best fitness is obtained using Population Size of 10
individuals and Mutation Rate of 30%. The optimized values of this individual
for the HSPF model parameters are shown in the third column of the Table 2.
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Fig. 2. Observed, optimized and manual measured flow

In order to show the improvement of this evolutionary technique, we have com-
pared the calibrated HSPF model using these optimized parameters with an-
other calibrated manually using the validation data set. The try and error is the
most usual technique for searching manually these parameters. The HSPF cali-
brated model using the evolutionary algorithm provided a good fit (r2 = 0.98)
(Figure 1a) concerning the HSPF model manually calibrated (r2 = 0.86) (Fig-
ure 1b). In Figure 2 we display the Observed, Optimized and Manual Measured
Flow for the first two months of the year 1996. Notice how the optimized model
fits the true measured flow successfully.

5 Conclusions

Mathematical models of watershed hydrology have now become accepted tools
for water resources planning, design operation and management. But the cali-
bration stage of a watershed model, in this case HSPF, is a complex process that
is very difficult to solve manually in an efficient way. Here we solve the problem
using historical meteorological data and streamflow and probe that evolutionary
algorithms are a good approach that solve it and find the best parameters of an
specific basin. This technique could be apply over any watersheds with historical
meteorologic data and measured streamflows information.

Acknowledgements. We would like to thank Meteologica S.A. for providing
us the rainfall and streamflow measured data.
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Abstract. The aim of this paper was to evaluate genetic algorithms (GA) and 
sensitivity analysis (SA) for selecting inputs of a multi-layer perceptron model 
(MLP) applied to forecast time-series of urban air pollutant. The main objective 
was to compare usability and efficiency of the methods. The results in general 
showed that the methods based on the SA and GA can be used efficiently to 
select relevant variables and thus, to enhance the performance of MLP.  

Keywords: Genetic algorithms, Multi-layer perceptron, Sensitivity analysis, 
Input selection, Time-series forecasting. 

1   Introduction 

The modeling of real-world processes such as urban air pollution using a multi-layer 
perceptron (MLP) model is challenging due to the limitations of MLP [1], [2]. The 
selection of an optimal model inputs (features) is one of the main topics because 
irrelevant or noisy variables disturb the training process leading to complex model 
structure and poor generalization power. In real-word problems a high number of 
measurements are usually available and thus, the selection of an optimal input subset 
should be considered. 

A wide variety of different input selection algorithms have been developed. The 
selection schemes are based either on the filter or the wrapper approach [3]. In the 
filter approach, the selection is based on data only as in the wrapper approach the 
selection is made using the model itself. Both the schemes have their own pros and 
cons. However, in most cases, the wrapper approach seems to lead better performance 
but heavy computation efforts are required because the model is involved into 
calculations.  

The MLP models have been successfully applied in the field of air quality 
forecasting [2], [4]. For a more detailed description of MLP in air quality modelling, 
the reader is referred to the article written by Gardner and Dorling [2]. However, the 
selection of optimal inputs has been challenging task due to the excessively large 
number of potential meteorological input variables and complex interactions between 
them. Part of these variables may have negligible effect or be totally irrelevant, and 
should be removed from the modelling. 
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The aim of this study was to evaluate input selection techniques based on genetic 
algorithms and sensitivity analysis to enhance a MLP model for the forecasting of 
urban air pollution time-series. The paper is organised as follows. First technical 
outlines of input selection methods are presented, that is followed by the presentation 
of experiments made to evaluate methods. Finally, the numerical results of 
experiments are presented and discussed.  

2   Methods for Selecting Inputs 

2.1   Sensitivity of Inputs 

Irrelevant, noisy or correlated input variables may disturb the training of MLP leading 
to poor generalisation on "unseen" data. Correlation analysis could be used to 
eliminate the features having strong dependency. For large number of inputs there are 
O(N2) pairs of features to correlate and thus, the use of methods based on the 
correlation is difficult. Another way is to retrain MLP with various subsets of inputs 
to determine the best input subset. However, due to exhaustive enumeration such 
approach is not practical for large number of inputs [5]. 

Therefore, the examination of sensitivity of inputs is potential way to go about the 
input selection problem.  A method due to Belue and Bauer [6] uses the MLP itself in 
the selection of relevant features. In this scheme, the MLP with one hidden layer is 
first trained over the full set of inputs and the training is used to determine the 
relevance of the inputs. Final inputs are determined by eliminating the input features 
having low relevancy. A simple relevancy metric is based on the squared sum of 
weights between input node and hidden neurons [5]. 

The approach utilised, denoted here as SA, was based on the study proposed by 
Moody and Utans [7] where the selection of inputs is based on the sensitivity of MLP 
model trained with all the input variables. The sensitivity of an input is estimated by 
replacing input variable in test set by its average computed on the training set (should 
be variance scaled) and calculating the effect of elimination on the output of the MLP. 
To measure the accuracy of MLP we have used the index of agreement [8] calculated 
as follows:     
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where N is the number of observations, Oi is the observed data point, Pi is the 
predicted data point and Ō. 

The sensitivity of inputs was then defined here according to the absolute change of 
performance as follows: 

( ) dxdS −=  (2) 

where ( )xd  is the index of agreement achieved when replacing unselected input 
variable by its means and d is the index of agreement achieved using all input 
variables.  
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2.2   Genetic Algorithms 

Genetic algorithms [9] are stochastic search strategies developed as the inspiration of 
biologic evolution. They have been successfully used to solve different optimization 
problems in wide range of application areas. The advantage of GAs is that they are 
capable of searching complex search spaces with multiple local minima that cannot be 
yielded using the conventional optimization algorithms. However, a major drawback 
of GAs is related to computational burden which is due to the stochastic search 
strategy. Therefore, a particular attention should be laid on an objective function to 
minimise computational burden. 

GAs are especially well suited to the selection of input features as the problem can 
be represented directly as a bit string where 1-bit corresponds to presence and 0-bit 
corresponds to absence. In this study, the implementation of GA was based on the 
toolbox of genetic and evolutionary algorithms (GEATbx). The selection of structure 
and control parameters of GA was made experimentally. One population having 30 
individuals was evolved for 150 generations with the elitist selection scheme (20% of 
the best individuals were maintained).  

2.3   Multi-Objective GAs 

Relatively new approach is to pose input selection as the multi-objective optimisation 
problem where two optimisation criteria are minimised, namely, (1) the number of 
inputs and (2) the modelling error. Such approach has many appealing features 
compared to the pure GA, such as the guidance of the search towards interesting areas 
of search space and small number of potential inputs.  

In recent years, multi-objective GAs (MOGAs) has been applied in this domain. 
The combination of MOGA and SA has showed to be successful in the field of pattern 
recognition [10]. In this study, the implementation of MOGA was based on the 
functions of GEATbx which follows mainly Fonsecas and Flemmings work [12] and 
utilises the well-known Pareto-ranking technique. The selection of appropriate 
recombination operator has been found necessary to ensure efficient search and 
maintain diversity over Pareto-front. We have utilised subset size-oriented common 
features (SSOCF) recombination [11] which has been found to be appropriate in this 
domain. The rest of search parameters were similar to ones used in the GA. 

3   Experimental Study 

3.1   Air Quality Forecasting Using MLP 

The forecasting of urban air pollutant concentrations is largely based on the modelling 
of complex relationships between meteorological and air pollutant variables. 
Moreover, timing data has an important role because the major source of air pollution 
is usually traffic and the activity of traffic varies over time. In operational situation, 
the use of numerical weather prediction (NWP) data enhances the performance of 
forecasting [13] because it describes the meteorological condition of time which 
forecast applies.  
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In our experiments, we have focused on the forecasting of hourly concentration of 
NO2 which is one of the most significant urban airborne pollutants. In the 
calculations, we have utilised both the meteorological and the NWPs of the HIRLAM 
[4] as the input of the MLP model [13], 14]. The NWPs are applied from time which 
forecast applies. The use of the NWP data increases the number of potential number 
of inputs drastically because the variables are utilised from several model surfaces. In 
addition to the NWP, air pollutant data is utilised to describe the air pollution situation 
of the previous day. Overall picture of the input variables and their time-lags is 
presented in Table 1. 

Table 1. The list of input variables (N=92) used in the MLP model for the forecasting (T+24) 
of NO2 cocentrations. The input time T+24 is the time (next +24 hours), for which the forecast 
applies; N is the number of variables. 

Input variable(s) Unit(s) Time Lags N 

Temporal variables 

Sine and cosine of year, week day and hour  T + 24 2x3 

Weekend  T + 24 1 

Concentration variables  

NOx, NO2, O3, PM10 and PM2.5 μg/m3 T 5

Meteorological variables 

Pressure, temperature and humidity Pa, K, % T 3

State of ground and albedo  T 2

Cloudiness (0-8)/8 T 1

Dewpoint, wetbulb and temp. scale K T 3

Rain mm T 1

Height of low clouds m T 1

Sine and cosine of direction of flow  T 2

Wind speed m/s T 1

Sunshine duration and solar elevation h, rad T 2

Solar and net radiations W/m2 T 2

Moisture parameter  T 1

Monin-Obukhov length m T 1

Friction and convective velocities  m/s T 2

Turb. and latent heat flux W/m2 T 2

Mixing height m T 1

Gradient of potential temperature K/m T 1

HIRLAM forecasts for the model surface levels from 26 to 31 

U- and V-components of wind m/s T + 24 6x2

Kinetic energy of turbulence J/kg T + 24 6x1

Temperature K T + 24 6x1

Specific humidity and cloud condensate kg/kg T + 24 6x2

Total cloud cover % T + 24 6x1

Pressure and temperature at 2m Pa, K T + 24 6x2
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The implementation of the MLP was based on the functions of Matlab Neural 
Network Toolbox. The MLP model was back-propagation (BP) trained using early-
stopping criteria. One fully connected hidden layer was utilised with the number of 
neurons determined as follows sqrt(p)*2 where p is the the number of inputs and sqrt 
is the square root. Non-linear tangent sigmoid functions were used for hidden units 
and linear transfer function was used for output.  

3.2   Evaluation Scheme 

The selection of inputs was performed using the methods based on the sensitivity 
analysis of inputs and the genetic algorithms, namely the SA, the SA+GA, 
SA+MOGA, the GA and the MOGA. The correlation based selection scheme, 
denoted as CORR, was utilised for benchmarking the methods. In the CORR, the 
inputs having averagely greater linear correlation with output were selected. 
Moreover, the random selection of variables (N=20) was employed to reflect the 
importance of input selection. 

The GA and MOGA were based on the actual training of MLP where the fitness of 
input set was estimated as the average index of agreement of three 10% random samples 
of training data sets. In the case of the SA, the selection of relevant was performed 
according to the average sensitivity Sx. All the inputs having sensitivity greater than Sx 
were selected to the final set of inputs (Fig. 1). In the case of the SA+GA and the 
SA+MOGA the input sets having minimum sensitivities were selected.  

The data used for evaluating the MLP models contained overall 24215 
measurement rows gathered during the period 1 May 2000 to 30 April 2003 in 
Helsinki; for more detailed information of data, the reader is referred to Niska et al. 
[13]. The training and testing of the MLP (during the input selection) was performed 
using the data from the period 1 May 2000 to 30 April 2002; 30% random sample was 
used to test MLP for input sets. The rest of data (the last year cycle) was used to 
perform final evaluation of the models.  

The final evaluation of input selection methods was based on the statistical analysis 
of the prediction accuracies of the MLP obtained with selected input subsets. The runs 
were repeated several times (10 times) to achieve error marginals of statistical 
measures. Three statistical indices were calculated, namely, the index of agreement 
(Eq. 1), the root mean square error (RMSE) and the coefficient of determination (R2).  

4   Numerical Results and Discussion 

The numerical performance indices of the evaluation are presented in Table 2. The 
results showed that sensitivity analysis of inputs is efficient and appropriate for the 
selection of MLP input variables. The performances obtained with SA, SA+GA and 
SA+MOGA varied within the same range. Slightly better average performances were 
obtained with MOGA, in terms of index of agreement, which applies the actual 
training of MLP instead of the sensitivity analysis. However, the approaches based on 
the actual training of MLP are computationally very demanding and thus, the use of 
them is not usually practical. The results obtained with the CORR showed that 
moderately good results can be achieved simply by applying correlation analysis to 
decide input variables.  
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Table 2. Statistical evaluation of MLP models trained with selected input sets where N is the 
number of inputs 

Method Model performance for selected inputs N 

 d RMSE R2  

No selection 0.77 ± 0.02 15.19 ± 0.53 0.41 ± 0.03 92 

SA 0.81 ± 0.01 13.25 ± 0.33* 0.49 ± 0.02* 19 ± 3 

SA+GA 0.82 ± 0.01 13.27 ± 0.27 0.49 ± 0.01* 48 ± 3 
SA+MOGA 0.81 ± 0.01 13.29 ± 0.26 0.48 ± 0.02 18 ± 5 
GA 0.82 ± 0.01 13.43 ± 0.35 0.48 ± 0.02 43 ± 2 

MOGA 0.83 ± 0.02* 13.40 ± 0.67 0.48 ± 0.04 36 ± 10 

CORR 0.80 ± 0.00 13.67 ± 0.21 0.46 ± 0.01 28 

RAND 0.73 ± 0.03 14.76 ± 0.51 0.36 ± 0.03 20 

*The best value 
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When comparing the GA and the MOGA it can be seen that the major advantage of 
MOGA is that it is capable of investigating more potential (less inputs) regions of 
search space. Moreover, the MOGA produces several optimal input sets, i.e., Pareto 
optimal sets to be selected by user. On the whole, it seems that there are multiple 
“optimal” input sets having different number of inputs which are capable of yielding 
the good model accuracy. The optimal number of input variables varies between ~20 
and 50. If larger number of variables (>~50) are utilised the prediction accuracy of 
MLP model seems to be decreased. It could be concluded that the selection of inputs 
enhances the generalisation ability of the MLP (d: 0.77<0.83) by eliminating 
irrelevant variables and decreasing the model complexity. 

5   Summary 

In this study, the GAs and the SA were evaluated for selecting inputs of MLP model 
applied in the air pollution modelling. The numerical results in general showed that 
the SA is sufficient technique to identify significant input variables of MLP. 
Moreover, it was seen that the combination of SA and GA or MOGA did not 
improved the performances any more. Finally, it should be emphasised that the 
evaluation of input selection methods was based here on the one-year validation set. 
In the future more attention should be laid on the model validation itself, and the 
evaluation should be performed with different data sets 

Acknowledgements. The Finnish Meteorological Institute (FMI) and the Helsinki 
Metropolitan Area Council (YTV) are thanked for providing the numerical weather 
prediction and the air quality data sets.  
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Abstract. Measuring the length of a path that a taxi must fare is an
obvious task: when driving lower than certain speed threshold the fare is
time dependent, but at higher speeds the length of the path is measured,
and the fare depends on such measure. When passing an indoor MOT
test, the taximeter is calibrated simulating a cab run, while the taxi is
placed on a device equipped with four rotating steel cylinders in touch
with the drive wheels. This indoor measure might be inaccurate, as the
information given by the cylinders is affected by tires inflating pressure,
and only straight trajectories are tested. Moreover, modern vehicles with
driving aids such as ABS, ESP or TCS might have their electronics dam-
aged in the test, since two wheels are spinning while the others are not.
To surpass these problems, we have designed a small, portable GPS sen-
sor that periodically logs the coordinates of the vehicle and computes
the length of a discretionary circuit. We will show that all the legal is-
sues with the tolerance of such a procedure (GPS data are inherently
imprecise) can be overcome if genetic and fuzzy techniques are used to
process and analyze the raw data.

1 Introduction

One of the tasks to be performed in the Spanish VTSS is the test and control of
the taximeters in the taxicabs. This supervision must be performed every year
because the taxicabs’ fares are revised and published by the authorities every
year. The process a taxicab owner must follow includes driving the taxicab to
a specialized garage to change the fares in the taximeter. When the fares are
changed, a MOT test must be done. In this MOT test, the tester engineer verifies
if both the distance traveled and the waiting time fares lie between the limits
imposed.

The verification of the fares can be done in two ways. The simplest way consists
in doing a cab run in a previously measured circuit, manually computing the fare.
More over, one person from the MOT agency must do it. One second approach
is to use a machine capable of the recovering of the speed of the cab to select
� This work was funded by Spanish M. of Education, under the grant TIN2005-08386-

C05.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 232–240, 2006.
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Maximum allowed error

Fig. 1. If the owners of the taxis calibrated their taximeters in good faith, the density
of the errors in the measures of taximeters should be centered in 0. Field measures show
that the density is centered near 9% (the legal cut point is 10%). A small deviation in
the tolerance of our measure, which would be unnoticed under theoretical circumstances
(dark gray area,) will cause a high percentage of rejections (light gray area).

the waiting fare or the traveled fare and to compute the time elapsed and the
distance. Currently, such device is used, but fails when active safety systems
nowadays present in cars trigger, moreover these systems may be damaged.

In this situation, a new method of testing taximeters must be developed. This
system should be designed taking into account that it is not desirable to block
one MOT test engineer when testing a taximeter. We have decided to use GPS
technology to track the position of a vehicle in an actual road, and process this
information on-line [13]. Moreover, the taxi driver can be sent alone to cover a
distance, and no personal of MOT agency is needed, making the process cheaper.

There are some drawbacks, though. GPS generates imprecise data, and the
degree of imprecision of every sample is different. The differences in tolerances
must be taken into account in the algorithm that analyzes the data. The signif-
icance of this step is crucial for our system to compute the upper bound of the
length of the trajectory, which must be provided in the case that a taximeter
is rejected. The legal margin of error of a taximeter in Spain is 10%. We can
not reject a taxi with a deviation of 7% if we can not warrant a tolerance lower
than 3%, say. This could seem a minor problem, and it would be, if the density
of the errors in the taxis resembled the left Gaussian in Fig. 1. Unfortunately,
our study revealed that the calibration of taximeters is far from unbiased. Small
changes in the tolerance produce important changes in the number of rejections.
Therefore, it is needed a procedure to determine the bounds of the measure with
high accuracy and it is also needed that all the tolerance errors benefit the owner
of the taxi. In other words, we need to compute the lowest upper bound (LUB)
of the trajectories compatible with the (imprecise) GPS measures.

In this paper we will explain a new method for estimating the LUB of the
trajectory from imprecise data. Through multiobjective genetic algorithms, the
measures are filtered to obtain the smallest set of samples that define a multi
polygonal covering the input data. The LUB of the path is found by means of a
deterministic algorithm that processes this multi polygonal.

The structure of this work follows: In next section, how GPS measures are
obtained is detailed. Then, a description of the proposal is done in Sect. 3. The
genetic algorithms are detailed in Sect. 3.1, while the deterministic algorithm for
estimating the maximum length is detailed in Sect. 3.2. In Sect. 4 experiment
and results are shown. Finally, conclusions and future work are presented.
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2 GPS-Based Measures Are Fuzzy Data

The term Global Positioning System (GPS) refers to a set of devices (satellites
and receiver) working together to get a fix (the position) of the receiver. The
receiver can get some signals from the satellites and compute a set of measures:
longitude, latitude, altitude, number of satellites in use, time, etc. Each signal
received from a satellite contains information about the time that the signal lasts
from the satellite to the receiver.

The higher the number of satellites, the better the accuracy. But even with a
high number of satellites in use (12 to 16) the geometry or constellation of the
satellites must be taken into account to estimate the fix accuracy. This is done
using DOP (Dilution of Precision), a measure of the probability of the effects of
the constellation on the fix accuracy; a higher value of DOP indicates a weaker
geometry of satellites. In the case of GPS longitude and latitude accuracy, the
HDOP (latitude and longitude DOP) value must be taken into account. Related
with HDOP is the CEP (Circular Error Probable), a given value of CEP at
probability P means that the receiver is inside a circle of radius CEP, centered
at the measured fix with that probability. When using consumer-grade receivers,
it is very common to obtain accuracies like 3 meter CEP (50%) and 7 meters
(90%). Given the number of satellites n used for the measure and an accuracy
probability P, the CEP is computed by means of equation Eq. 1. Constants A,
B, C and D are device dependant [16] .

CEP =
(

−((A · ( C

n2 + D))2 + B2) · ln(1 − P (Err ≤ CEP |HDOP )
)0.5

(1)

2.1 Fuzzy Interpretation of GPS-Values

Under the imprecise probabilities framework, it makes sense to understand a
fuzzy set as a set of tolerances, each one of them is assigned a confidence degree,
being the lower degree the narrower tolerance [9]. In particular, it has stated
that, given an incomplete set of confidence intervals for a random variable, we
can build a fuzzy random variable, whose α-cuts are confidence intervals with
degree 1 − α, that contains all the information we know about the unknown
random variable [4]. In our case, the GPS sensor provides two confidence intervals
at 50% and 90% (the mentioned circle of radius CEP,) and therefore the fuzzy
representation of GPS coordinates is immediate.

3 Determining the Length of Trajectories Using Fuzzy
Data

GPS data is recorded at regular time intervals. Each sample is a fuzzy set, as
mentioned, whose α−cuts are circles. In turn, every circle is a confidence interval
for the coordinates of the taxicab at that moment. It is remarked that taking
the centers of these circles is not a valid estimation. We need to compute the
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LUB of the paths whose extremes are contained in the circles, and this length
will always be higher than the value obtained from the centers.

The answer to the problem is not easy, though. If we try to compute the
maximum length of all compatible piecewise linear paths that are contained in
the circles it is obvious that, the shorter the sampling period, the longer the
estimation. This is not correct, and we wish the estimation of the length not
to be too influenced by the sampling period [12]. We have decided to process
the fuzzy data and remove all redundant information with the help of a genetic
algorithm, as we will show in the section that follows.

When using crisp data, the geometric problem of simplifying polygonal lines
has been studied in [7]. The most similar approach to ours, up to our best
knowledge,uses fuzzy data from a geographical database for reconstruction of
3D images by means of B-splines[1], where a fuzzy point is said to be covered
by the fuzzy B-spline if the fuzzy set induced by the latter completely contains
the former, we use this concept next.

3.1 Multiobjective Fuzzy Fitness Genetic Algorithm for Filtering
the Fuzzy Input Data

The fuzzy GPS measures are filtered using a multiobjective genetic algorithm.
The output is the minimum set of fuzzy input data that defines a fuzzy trajectory
covering as many points as possible. Using those fuzzy points, and for each α-
cut, a distance value is computed by means of a deterministic algorithm, which
will be detailed later.

Every candidate solution is evaluated as follows: we first build a polygonal
chain for each α-cut of the selected data, using the tangent surfaces to the
selected fuzzy data set 1. We wish that this chain contain as many data as
possible, while having the minimum area.

Both objectives are fuzzy numbers and define a multicriteria problem [3], and
two different approaches had been used for solving the problem. The first one
is using the NSGA-II algorithm [5,6]. The second approach is using the multi-
objective genetic operators simulated annealing (MOSA) [14]. Further details of
those algorithms follow.

Coding of Individuals. Each individual is a boolean vector, marking the
corresponding fuzzy input data to be or not part of the hypothesis: those marked
with true are used to define the polygonal chain. To generate an individual, a
probability value p is given, and for each fuzzy point in the vector of input fuzzy
data, it is included in the hypothesis with probability less of equal than p. The
origin and the end of the ride must be always included.

Genetic Operators. The definitions of crossover and mutation must reduce
the number of vertexes in the population, and therefore they are unbiased.

1 This chain might include some extra points not covered by the input data, but this
fact always would benefit the taxi, thus it is legally correct.
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Given two parents A and B, the offspring are two new chains C and D such
that a A ∩ B ⊆ C and A ∩ B ⊂ D; a vertex v ∈ A − B has a probability
p+ of being in C, and a vertex in B − A has a probability p− of being in C,
where p− is much lower that p+. The chain D is built the same way. Mutation
is defined as the random removing of a point of the chain, different from the
first or last one. The operation named toggle is very similar to mutation, but it
can alter the state of inclusion in the hypothesis of a randomly selected fuzzy
data. Toggle is used as genetic operation for MOSA. When generating a neigh-
borhood of current individual a random number of toggle operations are done.
The number of operations is temperature dependent, and so the neighborhood
of new individual, as well.

Multiobjective Fuzzy Fitness. As stated before, two criteria are to be rea-
ched: the minimization of polygonal chain area and the maximization of the
percentage of data covered. Both of them are fuzzy numbers. This means that it
is needed an operator less than and an operator less or equal than, both defined
for fuzzy numbers, so dominance could be evaluated. Some work has been done
in evaluating Pareto dominance with fuzzy fitness. In [17] the Pareto dominance
concept is extended to fuzzy dominance, and different levels of α-cut are used
for each decision making process, using the concept known as α-dominance. In
[11] it is proposed a fuzzy rule to determine the degree of dominance of x over
y, and another fuzzy rule to determine the degree of been dominated of x by y.
Then, aggregating those rules by means of the max t-conorm, a crisp rank of
dominance is obtained for each individual x. In [10] a totally different approach is
used. It defines a comparison between fuzzy numbers, so Pareto dominance could
be used as stated in its definition. In [8] a generalization of the Pareto dominance
concept is proposed. In that work, instead of using especial operators less than
and less or equal than, fuzzy Pareto dominance is defined so the result of such
redefinition is that decision surface is obtained. For the purposes of this work,
α-dominance approach is used.

3.2 Deterministic Longest Path Estimation

Once the data is preprocessed by means of genetic algorithms, LUB is computed.
For each α-cut of the fuzzy b-splines that contains the taxi trajectory, we get
a polygonal set constructed with trapezoids, as it can be seen in right side
of Fig. 2. The motion direction is indicated by the thin dashed arrow. Each
trapezoid vertex is denoted with a pair of integers, those at the left of the arrow
have zero at first and those at the right have one at first. The other number
is the step in motion sequence. The longest path at each step i goes through
(0, i) vertex or (1, i). The set of vertexes that defines the longest path, can be
computed by exhaustive exploration of all possible combinations, but this is
very expensive in terms of computational cost and proved impracticable in a
realistic trajectory with 700 points, for instance. This problem has been studied
in the area of Computational Geometry and is related with Longest Path with
Forbidden Pairs [2], that is NPO PB-complete. Because of this and given that
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Fig. 2. Left: Possible relative positions of vertex and lines between prior and next
vertex. Right: Example of longest path estimation.

in a realistic trajectory the changes of direction and the changes in distance
between left and right vertex are limited due to the dynamics of the taxi, the
geometry of the road and GPS behavior, we use a heuristic that is lineal in
time with the number of vertex. The heuristic is based in the selection of convex
vertexes: when a vehicle turns, the longest path goes through the exterior of the
trajectory curvature. The convexity of a vertex is analyzed using the straight
lines that rely on previous and next vertexes, the possible relative positions of
the central vertex can be seen in right side of Fig. 2, where convex vertex are
marked with a small circle and the lines that pass through vertex (0, i − 1),
(0, i+1) and (1, i−1), (1, i+1) are drawn. From left to right and up to bottom,
if both vertexes lie between the lines, both are concave. If only one is outside of
the lines, it must be convex. If both are out of the lines, either both are convex
(left) or one is concave and the other one convex. In both cases, if the farthest
one from the nearest line is chosen , then it is convex.

The heuristic is as follows: the first segment of the longest path goes from a
convex vertex in step 1 to the vertex at step 0 that gives the maximum segment
length. From vertex 1 to the one before the last, the path goes through this
vertex if there is only a convex vertex, throught the farthest one if there are
two convex vertexes or there is not any convex vertex. Last segment ends in the
farthest vertex from the previous one. In right side of Fig. 2 the path computed
with this heuristic is marked with a thick dashed line. The first segment goes
from (1, 0) to (0, 1) because (0, 1) is convex and the distance to (0, 0) is shorter.
Then the longest path continues to (1, 2) because is the only convex. The same
situation happens with (0, 3) and (0, 4). Finally, the path ends in (1, 5) because
it is farther from (0, 4) than (0, 5)).

4 Experiments and Results

In the experiments presented here, the parameters of the NSGA-II algorithm
are: 4000 generations, 15 individuals in the population, 0.1 and 0.7 of mutation
and crossover probabilities, p+ = 0.7 and p− = 0.01. Each individual must cover
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Fig. 3. Left: Example of GPS generated data along with the real trajectory. Center:
Part of the first trajectory simplified by NSGA-II algorithm. Rigth: Same data simpli-
fied by MOSA.

a minimum of 85 percent of input data to be included in the Pareto front. When
using MOSA, delta is 1/4000, T0 is 1.0 and T1 is 0.0, while the rest of parameters
are the same to those of NSGA-II. We have decided to evaluate our algorithm
in a realistic path that covers the situations usually found when the MOT test
of a taxi is done, and computing HDOP, CEP, and projecting earth measures
adequately [16,15].

The trajectory is sampled each second, obtaining 1000 points, the total length
of the trajectory is 21273.21 meters. At each location, we take a random number
from 4 to 9 as the number of available satellites, that we found representative
for real data. From this data, we build a dataset of GPS measures, sampled
at each second. Each measurement is simulated using the following procedure,
with a probability of 0.95, a point is selected that is closer in distance to the
real one less than the CEP at that probability. With 0.05 probability the point
is selected further than the corresponding CEP from the original data. This
resembles the uncertainty that occurs using GPS, and the obtained data can be
used to test how tight the bounds obtained with our algorithm are. The reader
must remember that the goal is to obtain a multi polygonal chain that covers
most of the GPS fixes with minimum number of vertexes and with the minimum
area. In left side of Fig. 3 is shown part of the generated data. GPS measures
are represented with circles (actually ellipsoids due to scaling issues) with radius
equal to 95% CEP and the original trajectory with a continuous line. As it can
be seen, most of the circles intersect the trajectory, that is, most of the points of
the real trajectory (in fact 95%) are inside the circles with CEP radius, centered
in GPS fixes.

We perform two experiments with two subset of the complete dataset with
120 points each. The true length of the first trajectory is 3228.574 meters. The
estimated length of the longest path compatible with the 85 % of the points of the
first processed trajectory polygonal chain using NSGA-II is 3471.75, and 3555.34
using MOSA. If the taximeter reports a distance longer more than 10% than this
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upper bound, it should be rejected because even in the worst case the taximeter
is out of tolerance. The distance through the GPS fixes is 3238.521, that is much
closer to the real data, but the taxi owner can argue about the uncertainty of
the procedure saying that it is inaccurate, if we compute an upper bound of the
length compatible with GPS data there is no chance for this.

The length of the second trajectory is 2741.306 meters. The estimated length
of the longest path compatible with the 85 % of the points of the correspond-
ing processed trajectory polygonal chain using NSGA-II is 3059.1, while us-
ing MOSA is 3130.48. In this case the bound is less tight since the trajectory
has stronger turns and this leads to longest path compatible with the data. In
center and right of Fig. 3 can be see how the simplification of the trajectory
works with NSGA-II and MOSA algorithms showing part of the data from the
first trajectory. The data correspond to the individuals with less total length.
Both algorithms cover most of the data, but differ in which data must be pre-
served.

5 Conclusions and Future Work

During the development of this application we found that if we report directly
the data obtained with GPS equipment, there were legality issues about the
uncertainty of the measures. Taxi owners could easily gain in courts any recla-
mation where the uncertainty of the GPS measures were revealed. As result, the
upper bound of the trajectory length compatible with GPS data is computed.
In this way there is no doubt to reject a taximeter with reported length above of
this measure. Additionally, this alternative is less restrictive with the real data
given the biased error detected in the taximeters. In the experiments, MOSA
has shown to be almost as accurate as NSGA-II but much more faster. We have
found that our algorithm performs worst when the trajectory includes more and
stronger turns, this issue must be solved in future modifications with an addi-
tional heuristic that includes the dynamic behavior of a real driver using the
time information in GPS measures.

Future work includes also using different fuzzy dominance approaches that
should be tested to better fit the longest path better.
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Abstract. We have recently investigated a family of algorithms which
use the underlying latent space model developed for the Generative
Topographic mapping(GTM) but which train the parameters in a dif-
ferent manner. Our first model was the Topographic Product of Experts
(ToPoE) which is fast but not so data-driven as our second model, the
Harmonic Topographic Mapping (HaToM). However the HaToM is much
slower to train than the ToPoE. In this paper we introduce ideas from
the Neural Gas algorithm to this underlying model and show that the
resulting algorithm has faster convergence while retaining the good quan-
tization properties of the HaToM.

1 Introduction

Clustering is one of the fundamental problems in data mining. There are differ-
ent techniques, the most popular being K-means and its harmonic variant K-
Harmonic Means [11]. These are sometimes combined with topology-preserving
algorithms such as Neural Gas (NG)[6], the Self-organizing Map (SOM)[5] and
the Generative Topographic Mapping (GTM)[1] which tend to be used for vi-
sualisation of datasets. The neighborhood cooperation in these algorithms also
reduces the influence of initialisation [2]. The topology preservation however may
limit the efficiency of clustering due to the fixed topology in the algorithm.

One drawback of K-Means is its sensitivity to initialisation of the centres, that
can lead to convergence to a local minima. The SOM algorithm can be considered
as a topology preserving mapping generalisation of K-Means. We[4][9][10] have
recently investigated a family of algorithms which use the underlying latent space
model developed for the Generative Topographic Mapping (GTM) but which
train the parameters in a different manner. Our first model was the Topographic
Product of Experts (ToPoE).

K-Harmonic Means overcomes the initialisation problem by using harmonic
means instead of arithmetic means. Recently we have used this clustering tech-
nique in a topology preserving map called The Harmonic Topographic Mapping
(HaToM) that shares a common structure with the GTM map, but the centres
are organised by K-Harmonic Means.

We have shown that HaToM is more responsive to the data than ToPoE
but this comes at a cost of an increase in computation time. In this paper,
we introduce ideas from the Neural Gas algorithm and show that the resulting
method retains the good quantization properties of HaToM but is much faster.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 241–248, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



242 M. Pen̄a and C. Fyfe

2 GTM, ToPoE and HaToM

The GTM[1] was introduced as a principled alternative to Kohonen’s SOM[5].
It begins with a fixed set of points, tk, k = 1, ..., K, in latent space which have
some regular topology, such as lying on a grid. These latent points are then
mapped through a set of nonlinear basis functions, tipically Gaussians, to an
intermediate feature space which is then mapped to a set of centres, mk, in data
space. This last mapping is a linear mapping with a set of parameters, W, which
are updated by treating the complete mapping as a mixture of experts. [1] uses
the Expectation Maximization (EM) algorithm to train the parameters such that
the mk lie on the data manifold and so, by investigating the responsibilities that
each latent point has for each data point, the resulting mapping can be used to
visualize the data.

ToPoE[4] uses the same underlying mapping, tk → mK , but treats the struc-
ture as a product of experts. Training is done by gradient descent on the resulting
mapping. HaToM[9,10] again uses this underlying mapping but uses K-Harmonic
Means[11] to train the parameters. We have previously shown that this algorithm
is more data driven than ToPoE but this comes at increased computational
expense.

3 Neural Gas

Vector quantization methods encode a set of data points in n-dimensional space
with a smaller set of reference vectors mk, k = 1, ..., N . The mk are determined
such that the expected Euclidean distance between all data vectors and their
corresponding reference vectors becomes minimal. Neural Gas [6] is a vector
quantization technique with soft competition between the units. In each training
step, the squared Euclidean distances

dik = ‖xi − mk‖ = (xi − mk)T ∗ (xi − mk) (1)

between a randomly selected input vector xi from the training set and all refer-
ence vectors mk are computed; the vector of these distances is d. Each centre k
is assigned a rank rk(d) = 0, ..., N − 1, where a rank of 0 indicates the closest
and a rank of N-1 the most distant centre to x. The learning rule is then

mk = mk + ε ∗ hρ[rk(d)] ∗ (x − mk) (2)

The function
hρ(r) = e(−r/ρ) (3)

is a monotonically decreasing function of the ranking that adapts all the cen-
tres, with a factor exponentially decreasing with their rank. The width of this
influence is determined by the neighborhood range ρ. The learning rule is also
affected by a global learning rate ε. The values of ρ and ε decrease exponentially
from an initial positive value (ρ(0), ε(0)) to a smaller final positive value (ρ(T ),
ε(T )) according to

ρ(t) = ρ(0) ∗ [ρ(T )/ρ(0)](t/T ) (4)
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and
ε(t) = ε(0) ∗ [ε(T )/ε(0)](t/T ) (5)

where t is the time step and T the total number of training steps, forcing more
local changes with time.

There is also a Growing version of Neural Gas[3] that learns the topology of
the data by combining NG with Competitive Hebbian Learning (CHL), which
is then closer to the SOM algorithm. In our algorithm Neural Gas is embeded
in a GTM-like structure.

4 Topographic Neural Gas

Topographic Neural Gas (ToNeGas) unifies the underlying structure in GTM
for topology preservation, with the technique of Neural Gas. We thus have a
number of latent points (organised in a two dimensional grid as in the SOM
algorithm), that are mapped to a feature space by M Gaussian functions, and
then into the data space by a matrix W. Each latent point, indexed by k is
mapped, through a set of M basis functions, Φ1(), Φ2(), · · · , ΦM () to a centre in
data space, mk = Φ(tk) ∗ W . The centres in data space are then clustered using
the NG algorithm. The algorithm has been implemented based on the Neural
Gas algorithm code included in the SOM Toolbox for Matlab [8].

The steps of the algorithm are as follows:

1. Initialise K to 2. Initialise the W weights randomly and spread the centres
of the M basis functions uniformly in latent space.

2. Initialise the K latent points uniformly in latent space. Set count=0.
3. Calculate the projection of the latent points to data space. This gives the K

centres, mk = Φ(tk)T ∗ W .
4. Select randomly a datapoint
5. Calculate the distances between the datapoint selected and all the centres
6. Calculate the rank of each centre depending of the previous distance, and

the neighborhood function hρ(r) = e(−r/ρ)

7. Recalculate centres using the learning rule mk = mk +ε∗hρ[rk(d)]∗(x−mk)
8. If count<MAXCOUNT, count= count +1 and return to 4
9. Recalculate W using

W =
{

(ΦT Φ + δI)−1ΦT Ξ if K < M
(ΦT Φ)−1ΦT Ξ if K ≥ M

10. If K < Kmax, K = K + increment and return to 2.
11. For every data point, xi, calculate the Euclidean distance between the ith

data point and the kth centre as dik = ||xi − mk||.
12. Calculate responsibilities that the kth latent point has for the ith data point

and the projections of each datapoint in latent space

rnk =
Cλ(n, k)

∑K
j=1 Cλ(n, j)

and yn =
K∑

k=1

rnktk (6)
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where tk is the position of the kth latent point in latent space, and Cλ(n, k)
the tri-cube Kernel

Cλ(n, k) = D

(
|xn − mk|

λ

)

where D(t) =
{ 3

4 (1 − t2) if |t| < 1
0 otherwise (7)

We have used this growing method with HaToM but have found with the
addition of the NG learning, we can increment the number of latent points by
e.g. 10 each time we augment the map. With HaToM, the increase can only
be one at a time to get a valid mapping. The visualisation is provided by the
projection of each datapoint to latent space yn, using the responsibilities of all
the centres for each data point rnk, and the fixed centres in latent space tk.
The responsibilities include the tri-cube Kernel that proved to be better also for
HaToM[10]. One of the advantages of this algorithm is that the Neural Gas part
is independent of the non-linear projection, thus the clustering efficiency is not
limited by the topology preservation restriction.

5 Simulations

We apply this new algorithm to a real dataset of 18 dimensions, and two artificial
datasets from the Fundamental Clustering Problems Suite that are complicated
to cluster for different reasons.

5.1 The Algae Data Set

This is a set of 118 samples from a scientific study of various forms of algae
some of which have been manually identified. Each sample is recorded as an 18
dimensional vector representing the magnitudes of various pigments. 72 samples
have been identified as belonging to specific classes of algae which are labeled
from 1 to 9. 46 samples have yet to be classified and these are labeled 0. ToNeGas
is able to cluster this data correctly (Figure 1). In this case we used wider
responsibilities to spread the clusters, but as with HaToM, the projection depicts
tighter clusters with narrower responsibilities.

5.2 The Hepta and Target Dataset

We use two of the datasets that appear in The Fundamental Clustering Problems
Suite (FCPS)1. We use specifically the Hepta and the Target algorithm; the first
one has clusters with different densities while the second one includes several
outliers.

For both datasets (Figure 2 and Figure 3) the Topographic Neural Gas sepa-
rates well the clusters, projecting the right topology into the latent space. The
centres (bottom left of the Figures) are mainly located within the clusters.

1 http://www.mathematik.uni-marburg.de/ databionics/
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Table 1. Convergence time (seconds) for HaToM and ToNeGas

Dataset Four clusters Algae Hepta Target
No points 800 118 212 770

Dim 2 19 3 2
HaToM 174.47 7.07 17.19 155.19

ToNeGas 20.21 6.10 7.24 19.23

The Harmonic Topographic Mapping proved to be good as well in separating
these datasets (see [9] and [10]. To illustrate how the clustering speed of NG
makes a great improvement of ToNeGas over HaToM we evaluate the time con-
vergence for both algorithms and four datasets in Table 1. The difference in time
is noticeable, specially when the number of datapoints is large.

Another possible criterion for comparison is the reduction in the Mean Quan-
tisation error (MQE) while growing the map. In this experiment we calculate
the MQE every time we add new latent points to the map, that is after finishing
each run of the clustering technique (K-Harmonic Means for HaToM and Neural
Gas for ToNeGas). We can see in Figure 4 that both techniques reduce the MQE,
but the change is much more remarkable for ToNeGas.
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6 Conclusions

We have presented a new algorithm for vector quantization and visualisation that
integrates the Neural Gas and the underlying structure of the GTM algorithm.
The clustering speed of Neural Gas gives an important improvement over the
previously developed algorithm, the Harmonic Topographic Mapping, and has
also proved to reduce the mean quantisation error much more than the latter.

The Topographic Neural Gas gains advantages from the Neural gas clustering
as well as from the GTM like structure. Three main advantages of NG model
are [6]: (1) faster convergence to low distortion errors, (2) lower distortion error
than that resulting from K-means clustering, maximum-entropy clustering and
Kohonens self-organizing map algorithm [5], obeying a stochastic gradient de-
scent on an explicit energy surface. From the non-linear projection from latent
space to data space, the algorithm obtains topology preservation as well as a
visualisation application in a low dimensional grid.
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Abstract. This work presents a new classification method based on the
iterative combination of two steps: a clustering technique and a set of
one-layer neural networks. First, the clustering algorithm divides the in-
put space in several regions (local models). Subsequently, a one-layer
neural network, for each local region, is used to fit the model (classifier)
for a specific group of data points. Experimental results on three different
data sets are showed to verify the validity of the proposed method. Be-
sides, a comparative study with a feedforward neural network is included.
This study exhibits that the presented algorithm is a fast procedure that
obtains, in many cases, better results than the other technique.

1 Introduction

Most of the proposed algorithms in the Machine Learning field for pattern classi-
fication are based on a global model of the data points. This kind of approaches
tries to obtain a single complex model that explains the global behavior of the
system that generate the data. An alternative approach to global modeling is
local modeling. This last approach is supported on the old “divide and conquer”
strategy. It tries to solve a complex problem using simpler solutions for local
regions of the input space. Specifically, it divides the input space into local ar-
eas and learn simple (constant/linear) models in each region. Figure 1 shows an
example of the behavior of these two kind of techniques in their application for
a classification problem. In the global modeling approach, figure 1(a), a single
non-linear decision curve is obtained for all the data set, whereas in the local
modeling approach, figure 1(b), the examples are split in several groups (delim-
ited by the dashed lines in the figure) and a simpler classifier (in this case, a
linear model) is employed for each one of the clusters.

Algorithms such as Associative Neural Networks [1], classification and regres-
sion trees (CART) [2] and the hierarchical mixtures of experts (HME) algorithms
[3], are local approximation models where the input space is split, at training

� This work has been funded by the project TIC2003-00600 of the Ministerio de Ciencia
y Tecnoloǵıa, Spain (partially supported by FEDER funds.)
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(a) An example of a global model of the
data

(b) An example of local models of the data

Fig. 1. Example of local and global modeling

time, into a set of regions where simple surfaces are fit to the local data. Lawrence
et al. [4] did an empirical comparison of several global and local methods for es-
timating a function mapping. In that work, they observed, in the considered
data sets, that the local approximations perform better that global ones when
the density of the function to be approximated varies more as we move around
the input space. In addition, they note that local approximators can exhibit slow
convergence and difficulties to determine the optimal number of regions. One of
the usual solutions to this last problem is to employ a fixed number of clusters,
but of course this is neither optimal nor efficient. In this paper, a new and fast
local modeling approach is presented which dynamically estimates the number
of local models to fit.

2 Algorithm

The proposed method is based on a two stage procedure that is iteratively re-
peated until it converges. In the first stage, a clustering method (k-means) is
used to divide the input space into two regions (local models). The second stage
is employed to fit a classifier for each one of the regions obtained by the previous
phase. This is accomplished using a set of one-layer neural networks trained us-
ing a fast algorithm based on a set of linear equations. The following subsections
show this phases in a more detailed way.

2.1 Clustering Stage

This phase consist on the successive division of a data set into two clusters. For
this task the k-means algorithm was used due to its simplicity and operation
speed. The data belonging to each of the two generated clusters will be the
input patterns for a one-layer neural network (second stage of the process). Let
m be the number of attributes (variables) for each pattern in the data set, then
the method can be summarized by the following algorithm:
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1. Insert in a stack (S) the initial training set (single initial cluster)
2. Do while the stack is not empty

(a) Pop the cluster (C) on the top of S (this cluster contains n instances)
(b) For C train the associate one-layer neural network to obtain the optimal

weights.
(c) If (n > 2m + 1) and classification error > 0 then divide C in C1 (with

j instances) and C2 (with k instances) using the clustering technique
(k-means)
Option 1 :

If (j > m + 1) and (k > m + 1) then push C1 and C2 in S
else, store the weights and the centroid of the cluster C. This will be
one of the final local models.

Option 2 :
If (k > m + 1) push C2 in S
If (j > m + 1) push C1 in S
If (j ≤ m + 1) or (k ≤ m + 1) store the weights and the centroid of
the cluster C. This will be one of the final local models.

(d) Else, store the weights and the centroid of the cluster C. This will be
one of the final local models.

In the presented algorithm, the general conditions that should be fulfilled by
a cluster to be split are (step 2(c)):

1. The classification error of the associated model for this cluster must be
greater that zero. In this topic two approaches were tried: the classifica-
tion error obtained in the training set or the error in a validation set. This
last approach is similar to the early stopping criteria.

2. The number of elements in the cluster must be greater than twice the number
of inputs of the classifier (n > 2m+1). This condition was added to guarantee
that the new clusters generated could have a classifier with at least more data
points than inputs.

Using the iterative procedure presented in the algorithm a binary tree is ob-
tained where each node represents one of the clusters. The tree is obtained in a
deep-first way. Figure 2 shows an example. In this figure, several iterations of the
method (iterations of the loop in step 2) are represented. As can be observed,
in each iteration one of the nodes is split in two clusters and a one-layer artifi-
cial neural network (ANN) is used to fit the model for each particular cluster.
Finally, only the leaf nodes and the corresponding ANNs are considered as final
local models. As can be observed, the number of clusters is not prefixed but it is
dynamically determined during the learning process. Besides, it is important to
remark that in step 2(c) two alternative options are proposed. These two options
produce two different implementations of the method and different behaviors in
its operation:

1. In option 1, the children nodes (clusters), generated by the division of a
cluster in the tree, are considered as valid if the number of data points in
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Fig. 2. Example of binary tree obtained by the proposed method

both clusters are equal o greater than the number of inputs in the classifier.
In this case, both clusters are stored in the stack and the cluster father is
discarded because it is divided.

2. In option 2, it is not necessary that both clusters must have more data points
than inputs in the classifier. If only one of them fulfil this requirement then
the other is discarded and the father is also kept.

2.2 Model Fitting Stage

In the step 2(b) of the algorithm presented in the previous section, a model is
fitted using only the data of the associated cluster. The model employed was
a one-layer neural network trained with a fast procedure proposed in [5]. The
advantages of this learning method is that it always obtain the global optimum
and is a very fast procedure because it obtains the solution using a linear system
of equations. Due to space restrictions the details of this method are not included,
but interested readers can access to complete information in reference above.

3 Experimental Results

In this section, the results obtained using three different data sets are showed.
The first data set is an artificial problem used to show visually the behavior
of the proposed method. The other two data sets are real problems from the
UCI Machine Learning Repository [6]. In addition, a comparative study was
accomplished with a feedforward neural network (multilayer perceptron) with
logistic activation functions. The learning method used in this case was the
scaled conjugate gradient [7] as it is one of the fastest supervised methods for
this kind of networks. Several topologies were trained using one hidden layer
and different number of hidden neurons. In this section, only the results for the
more relevant topologies are showed (5, 9 and 14 hidden neurons). For all the
experiments, a 10-fold cross validation was used to estimate the real error of all
the classifiers. Besides, 50 different simulations, using different initial parameters,
were accomplished to check the variability of the methods.
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3.1 Artificial Data Set

This first example is a two input dimensional data set that contains 800 data
catalogued in two classes. Figure 3(a) depicts the 2-dimensional data points and
the class of each one using different markers. The dots represent the data of the
first class and the crosses the data of the second class. As it can be observed,
this is a non-linear classification problem. Figure 3(b) shows an example of the
clusters obtained by the proposed method for one of the simulations. In this case,
6 final clusters (local models) were choosen, each one represented by a different
color and marker. Figure 4 shows the results for this data set. It contains the
mean accuracy, over the 50 simulations, of the train and test set using the 10-fold
cross-validation. As can be seen, the option 2 of the proposed method achieves
better results than the other one. Besides, the results for the test set are better
than the ones obtained for the feedforward neural network. Anyway, although
the differences between the methods are not very significant, it can be observed
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(b) Local models obtained

Fig. 3. Example of the clusters achieved by the proposed method for the Artificial data
set

Fig. 4. Results of the Artificial data set
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Table 1. Mean training time (in seconds) for each method using the the Artificial data
set

Method Mean time ± std
Proposed method (option 1) without early stopping 0.06 ± 0.01
Proposed method (option 1) with early stopping 0.10 ± 0.03
Proposed method (option 2) without early stopping 0.07 ± 0.02
Proposed method (option 2) with early stopping 0.12 ± 0.03
Feedforward Neural Network (5 hidden neurons) 13.73 ± 6.06
Feedforward Neural Network (9 hidden neurons) 24.44 ± 5.35
Feedforward Neural Network (14 hidden neurons) 31.14 ± 2.91

in table 1 that the proposed method is a very fast algorithm, much faster than
the feedforward neural network.

3.2 Wisconsin Breast Cancer Database

This database was obtained from the University of Wisconsin Hospitals, Madi-
son from Dr. William H. Wolberg. It contains 699 instances, 458 benign and
241 malignant cases, but 16 were not used as they contain incomplete informa-
tion. Each example is characterized by 9 attributes measured in a discrete range
between 1 and 10.

Figure 5 contains the results for this data set. In this case, the option 1
of the proposed method gets a better mean accuracy than the option 2 and
the feedforward neural network. This last method achieves better results in the
training set, but it is clear that there exists some degree of overfitting because
the results over the test set are not so good.

Furthermore, table 2 shows the mean training time needed for each method.
Again, the proposed method is much faster than the feedforward neural network
using the scaled conjugate gradient algorithm. Besides, it can be observed than
the option 1 of the presented method is faster than the option 2. This is due to
in the first case the number of clusters generated is lesser than in the other case.

Fig. 5. Results of the Wisconsin Breast Cancer database
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Table 2. Mean training time (in seconds) for each method using the Wisconsin Breast
Cancer Database

Method Mean time ± std
Proposed method (option 1) without early stopping 0.06 ± 0.03
Proposed method (option 1) with early stopping 0.02 ± 0.02
Proposed method (option 2) without early stopping 0.16 ± 0.01
Proposed method (option 2) with early stopping 0.15 ± 0.08
Feedforward Neural Network (5 hidden neurons) 17.80 ± 2.73
Feedforward Neural Network (9 hidden neurons) 22.26 ± 1.53
Feedforward Neural Network (14 hidden neurons) 29.42 ± 2.63

3.3 Pima Indians Diabetes Database

Figure 6 illustrates the accuracies obtained for this data set. As in the previous
example, the option 1 of the presented method performs better than the option
2. In this case the results are similar to those obtained for the feedforward neural
network. In any case, the training time needed for the proposed method is much
lesser than the neural network, as can be seen in table 3. In the worst case, the
proposed algorithm is up to 56 times faster than the other method.

Fig. 6. Results of the Pima Indians Diabetes database

Table 3. Mean training time (in seconds) for each method using the Pima Indians
Diabetes Database

Method Mean time ± std
Proposed method (option 1) without early stopping 0.29 ± 0.03
Proposed method (option 1) with early stopping 0.11 ± 0.12
Proposed method (option 2) without early stopping 0.34 ± 0.03
Proposed method (option 2) with early stopping 0.32 ± 0.18
Feedforward Neural Network (5 hidden neurons) 19.31 ± 3.30
Feedforward Neural Network (9 hidden neurons) 25.49 ± 1.34
Feedforward Neural Network (14 hidden neurons) 29.40 ± 0.54
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4 Discussion and Conclusions

In this paper a new method for pattern classification has been presented. The
performance obtained over several benchmark classification problems has demon-
strated its soundness. The main advantages of the proposed algorithm are: (a)
it does not assume a prefixed number of local models (clusters) but they are
dynamically estimated during the learning process, and (b) it is a fast learning
method which could be very relevant in real time applications.

Two different options of the algorithm were presented and, although in the
artificial data set the first one obtains the best performance, the second one
presents the best results over the real problems thus it is the most recom-
mended. In the all the performed experiments, the proposed method obtains
similar results, in the test set, than a multilayer perceptron but employing a
lesser computational time. Besides, the proposed method seems to exhibit a
better generalization behavior due to the relative small differences between the
training and test errors.
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Abstract. The identification of human activity in video, for example whether a 
person is walking, clapping, waving, etc. is extremely important for video 
interpretation. In this paper we present a systematic approach to extracting 
visual features from image sequences that are used for classifying different 
activities. Furthermore, since different people perform the same action across 
different number of frames, matching training and test sequences is not a trivial 
task. We discuss a new technique for video shot matching where the shots 
matched are of different sizes. The proposed technique is based on frequency 
domain analysis of feature data and it is shown to achieve very high accuracy of 
94.5% on recognizing a number of different human actions. 

1   Introduction 

Human activity recognition from video streams has a wide range of applications such 
as human-machine interaction, security surveillance, choreography, content-based 
retrieval, sport, biometric applications, etc. Human activity recognition in video 
streams is used in a wide range of applications such as human-machine interaction, 
surveillance, choreography, content-based image/video retrieval, biometric 
applications, gesture recognition, etc. [9,21,24]. A number of different approaches 
have been applied in the literature to solve the problem of human activity recognition 
using video data for the purposes of understanding gestures, gait and full body 
activities. These include the matching of spatio-temporal surfaces and curves (Tsai et 
al. [22], Rangarajan et al. [15], Rao et al. [16]), spatial distribution of optic flow 
(Little and Boyd [10]), Hidden Markov Models [20] (Bobick and Ivanov [2], Masoud 
and Papanikolopoulos [11], Ramamoorthy et al. [14],  Ou et al.’ [12], Starner and 
Pentland [19], Zobl et al. [24]), Finite State Machines (Ayers and Shah[1], Stark et al. 
[18]), Template matching using key frames only  (Kim and Park  [8]) and on feature 
based templates derived from video data (Bobick and Davis [3], Huang and Nixon 
[7]), string matching using edit distances [4], and popular classifiers that can be 
trained to recognize differences between spatio-temporal patterns of different 
activities (e.g. the use of Support Vector Machines by Schüldt et al. [17], Bayesian 
analysis of trajectory features by Hongeng et al. [6] and a rule based system using 
spatial features of body part coordinates Ozki et al. [13] ).  

In our work, we focus on: passive action e.g. sit and do nothing, or thinking, or 
turning the head to follow someone across the room (watch the world go by); and 
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active action e.g. waving, clapping (repetitive actions), or lifting, reading (non-
repetitive actions). These actions can be performed with the person sitting or standing. 
Our aim is to develop a machine learning system that uses training data on different 
actions (performed by a number of subjects) to automatically classify (identify) 
actions in test videos. A systematic approach to extracting important features for 
classification includes: 

a) Video capture: In our analysis we use co-registered optical and thermal videos of 
the same human activity. The videos are captured in an unconstrained 
environment with the person sitting or standing. 

b) Skin detection: A Gaussian Mixture Model approach is used for skin detection in 
optical video, whereas simple image thresholding is used in the thermal video. A 
pixel is considered to be skin if and only if it is deemed to be a skin pixel in both 
videos. 

c) Hand and Face Identification: This process is based on skin region analysis: shape 
and size constraints are used on skin region along with semantic information (e.g. 
face region is in between hand regions) to label. 

d) Landmark feature identification: The centroid of the face region )(A and the tip of 

the longest fingers of left and right hand ),( CB are used as landmarks. 

e)  Features for Classification: A number of geometric features based on the triangle 
ABCΔ  are extracted and used in classification. These are described in section 2. 

f) Feature Post-processing: The raw features are further preprocessed to ensure that 
the information used as input to a classifier from a video of any frame size is of 
the same length. 

g) Classification: Any classifier can be used for analysis. In our broad research work 
both neural networks and nearest neighbour classifiers have been used. 

2   Some Important Issues 

There are three key issues when recognizing human activity through video. These 
include: (a) Robustness of the image processing algorithms in automatically detecting 
skin, and accurate landmark location detection; (b) Large variability in how the same 
action can be performed by different people; and (c) Algorithms for extracting 
features such that different sized image sequences can be matched because the same 
action can be of any length depending on the sampling rate and the speed with which 
the action is performed. We explain these issues now.   

a) Robustness of the image processing algorithms: This is directly dependent on the 
quality of skin detection, ellipse fitting and landmark location determination 
algorithms. A detailed treatment on these is available in Wang [23]. In this paper we 
experimentally evaluate the robustness of these algorithms in our experimental 
section. 
b) Large variability in how the same action can be performed by different people: 
People perform the same action differently. No two image sequences showing a 
human activity are exactly the same. For example Figure 1 shows a sample trajectory; 
the shape and length of the trajectory varies with the person performing the action. 
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Fig. 1. A sample head motion, left-arm and right-arm trajectory for the action “drinking” 

(c) Algorithms for extracting features such that different sized image sequences can 
be matched: The main problem with matching training and test video shots (a shot is a 
sequence of video frames) is that each shot is of a different length and exact matching 
is impossible. For example, consider two people waving in two different videos. This 
action in the first video 1v , say, takes 1L  frames and this action in the second video 

2v takes 2L  frames. In addition, these actions would most likely start at different 

times in their corresponding shots since there might be some random action in some 
frames. Hence it is not trivial to solve the problem: "Given: videos 1v  and 2v  that 

have been preprocessed to have shots: ),...,2,1(1 naaav =  and ),...,2,1(2 nbbbv = . 

The video 1v is training video, with shot ia  ground truthed as "waving" and 2v  is 

test video. Problem: Match all shots of 2v with ia to confirm if any of them are 

"waving". This will be based on a measure of similarity. The problem of speed 
variation is however more difficult. The solution to such a problem requires a 
complex search for the optimum match with various sequence lengths and phase 
shifts.  

3   Feature Extraction and Matching 

In this section we discuss: (a) The process for extracting relevant features once the 
landmark features have been identified; and (b) Feature post-processing such that 
effective matching is possible (matching a test sample to find the nearest training 
sample is the same as predicting the class of an unknown test pattern). The processes 
of video capture, co-registration, skin detection, hand and face identification and 
landmark feature identification are described in detail in Wang [23] and not the focus 
of this paper. 

The classification accuracy depends on the quality of features used. We generate 
features at two levels. Firstly, a set of p features ),...,1( pff is computed directly 

from the hand and face location information. For a video sequence V  consisting of 
N  frames, we get a set of p features per frame. Secondly, these features are 

processed in the frequency domain to generate a new set of features ),...,1( qgg that 

define the overall video sequence V . It is expected that two video sequences of 
different lengths will each finally yield a total of q features. In the following 
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description we first define the features )41,...,1( ff that can be computed from the 

output of hand/face localization step. 

Features )4,3,2,1( ffff : Type of triangles—Given the centroid of the head region 

),( yCxC , the ),( yx  position of the tip of the left arm ),( yLxL (i.e. the end of major 

axis of the left arm ellipse) and the ),( yx  position of the tip of the right arm 

),( yRxR (i.e. the end of major axis of the right arm ellipse). If yCyL >  and 

yCyR > , then it is triangle type 1 (see Fig. 2(a))- 11 =f , else 01 =f ; if yCyL >  

and yCyR ≤ , then it’s triangle type 2 (see Fig. 2(b))- 12 =f , else 02 =f ; if 

yy CL ≤  and yCyR > , then it’s triangle type 3 (see Fig. 2(c))- 13 =f , else 

03 =f ; and if yCyL ≤  and yCyR ≤ , then it’s triangle type 4 (see Fig. 2(d))- 

14 =f , else 04 =f . 

 

Fig. 2. a) Triangle type1; b) type2; c) type3; d) type 4 

Features )7,6,5( fff : The first feature 5f  is used to determine whether the triangle 

area changes significantly or not, and features )7,6( ff denote the direction of 

change, i.e. area increases or decreases. 

Features )34,...,8( ff : These 27 features are calculated to find the spatial 

relationships between head, left arm and right arm regions.  

Features )37,36,35( fff : These features determine the movement and direction of 

left arm oscillation when moving in horizontal directions (left and right).  

Feature )40,39,38( fff : These features determine the amount and direction of right 
arm oscillation when moving in horizontal plane (left and right), and these are 
computed in the same way as )37,36,35( fff . 
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Feature )41( f : This feature calculates whether the area of the head region changes 

significantly across two frames which indicates head movement. 

For each video sequence we extract the above described 41 features. Each feature 
contains a binary vector of size N , ),...,1( Nbb , for a total of N  frames. From the 

above set of features, we generate the following set of post-processed features that 
separate the high and low frequency components in our data.  

Algorithm Fourier Feature Selection  
Given: A video containing N  frames, from which 41 features )41,...,1( ff  have been 

extracted. Each feature can be represented as a vector of binary numbers, i.e. 
),,1( iNbibif …= .  

Step 1: Discrete Fourier transform is applied on a given feature which generates a 
Fourier representation ),,1()( iNuiuif …=ℑ , where iu  is a complex number, and its 

magnitude can be used for further analysis. 
Step 2: Compute the mean iμ  and standard deviation iσ  of the Fourier magnitudes 

of iu . 

Step 3: The final 82 Fourier features used for classification are now given as 
)41,41,...,1,1( σμσμ . This can now be represented as the new feature set 

)82,...1( gg . Perform feature selection to find the most discriminatory features. In this 

manner, irrespective of the length of the video sequence, each video is now 
represented by only 82 features. 

4   Experimental Methodology 

On the basis of the above features, we investigate the recognition of the following 
human activities: class 1c ) sit and do nothing; class 2c ) turning the head; class 3c ) 

thinking1 (with one of the hand under the chin); class 4c ) clapping; class 5c ) 

waving; class 6c ) drinking; class 7c ) reading; and class 8c ) thinking2 (with both the 

hands under the chin). We evaluate how well our systematic approach to human 
activity recognition performs on real data. Our experiments will be conducted using k 
nearest neighbour classifier with leave-one-out cross-validation..  

A total of 22 subjects were asked to perform the 8 actions. Each action could be 
performed either using the left or the right hand or both hands, and the activity 
duration ranged between the shortest of 10 seconds (sitting) to the longest of 2 
minutes (reading). In order to get an adequate number of frames per action which vary 
in terms of their duration, the frame rate was variable for each action, e.g. for slow 
actions such as “sitting and not doing anything”, the frame rate was set at 1 frame per 
second, whereas for clapping and waving it was set to 8 frames per second. The image 
frames are extracted and individually analysed for detecting landmark features 
(temporal information is used from previous frames). Each video sequence is 
manually ground-truthed for activity class. There is considerable variability in the 
length of the sequences for each action performed by different subjects (Figure 3).  
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Fig. 3. Variability in the duration of sequences across different activities (mean plotted against 
variance) 

The above plot confirms that robust classification of data is not a trivial task. On 
feature selection (based on the correlation between features and class labels), the best 
42 features are selected for classification.  

5   Results 

We achieve 95.4% average classification success with a nearest neighbour classifier 
with leave-one-out cross validation on all eight activities. The confusion matrix 
output shows that the following mistakes are made: 4.2% of class 5c (waving) is 

mistaken as class 4c (clapping); 20% of samples of class 6c (drinking) are mistaken 

as class 7c (reading), and 3.8% of samples of class 7c (reading) are mistaken as class 

4c (clapping). These mistakes are understandable since in actions “drinking” and 

“reading”, a subject often raises their hand close to their face to either bring the cup to 
the mouth for drinking or for turning the pages of a newspaper. The problem can be 
solved if the video is captured from more than one viewpoint where such differences 
can be highlighted.  

We next compare our approach on the same data with the following studies: Ben-
Arie et al. [4], Rao and Shah [26] and Wang and Singh [37]. We implemented the 
algorithms detailed in the above publications and performed the leave-one-out 
classification in exactly the same manner as before. The results showed 19.1% with 
Ben Arie [4], 33.5% classification accuracy with Rao and Shah [26], and 55% 
classification accuracy with Wang and Singh [37]. This shows that our proposed 
model is highly successful. A careful analysis of the confusion matrices generated by 
the other models shows that the mistakes generated by our model are repeated by all 
other models too. Some of the confusion in classes exists because of similar body 
movements to a large degree for two actions even though some phases may be 
discriminatory. 

We finally evaluate the robustness of our model. The location of the landmark 
features is noise contaminated such that we randomly introduce an error between 1 
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and 15 pixels. A total of five experimental trials are conducted with varying levels of 
error and at each trial the leave-one-out cross-validation accuracy exceeded 90% on 
eight class classification. This shows that our model is relatively robust to image 
analysis errors. This is obvious since the geometric features described earlier are not 
varied much by small changes in landmark features and continue to give good results 
with small errors. 

6   Conclusions 

In this paper we present an approach to understanding human activity in 
unconstrained videos. Such analysis has two elements: image processing, and 
machine learning. The first aspect deals with the identification of relevant features 
from video that can be used for classification. In these areas we make the following 
contributions: i) Our approach to skin detection is quite novel as we fuse the decisions 
made on a co-registered set of optical and thermal images; (ii) The detection of 
landmark features was achieved with high accuracy.  Our results show that the novel 
geometric features are highly robust to minor errors in image processing stage. (iii) 
The use of Fourier analysis to post-process geometric features and achieve a final set 
of features for classification that are invariant to video size (number of frames) is a 
major contribution; and (iv) We have shown that our approach is superior to three 
other baseline approaches. In contrast to other approaches, our methodology is 
simpler and cheaper to compute (Wang, 2005). On the whole, our study has shown a 
general workplan of how to recognize human activities. In the future using similar 
approach we can extend the system to include the recognition of other activities such 
as full body gestures.  
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Abstract. Computational fluid dynamics (CFD) techniques are currently widely 
adopted to simulate the behaviour of fire but it requires extensive computer 
storage and lengthy computational time. Using CFD in the course of building 
design optimization is theoretically feasible but requires lengthy computational 
time. This paper proposes the application of an artificial neural network (ANN) 
approach as a quick alternative to CFD models. A novel ANN model that is de-
noted as GRNNFA has been developed specifically for fire studies. As the 
available training samples may not be sufficient to describe system behaviour, 
especially for fire data, additional knowledge of the system is acquired from a 
human expert. The expert intervention network training is developed to remedy 
the established system response surface. A genetic algorithm is applied to 
evaluate the close optimum set of the design parameters. 

1   Introduction 

Currently, Computational Fluid Dynamics (CFD) is the most widely adopted ap-
proach to simulate the behaviour of fire systems. It divides the domain of a system 
into finite numbers of small volumes. The nonlinear system behaviour of the fire 
system is determined by solving a large set of differential equations that describe the 
interactions between the small volumes. The major drawback of CFD is the require-
ment of extensive computer storage and lengthy computational time. Hence, it may be 
impractical to rely solely on the CFD model in the fire system design optimisation. 
However, various approaches have been adopted for thermal-fluid system optimisa-
tion. Hou [1] proposed the optimisation of the thermal system by applying the re-
sponse surface method. This approach applies different orders of polynomials to fit 
the data that was obtained from the simulation software – DOE-2.1D [2]. However, 
the order choice of the polynomial is critical to the success of the model. Pioneer 
works in the application of the Artificial Neural Network (ANN) to study the behav-
iour of heat exchangers were carried out in [3-4].  A comprehensive study on the 
application of the ANN and a GA in thermal engineering was also conducted by [5] 
which founded the basis of applying soft computing techniques in thermal-fluid sys-
tems. Currently, ANN techniques are only applied to fire detection systems [6,7]. 
However, the application of ANN techniques to determine the consequences of fire is 
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very limited. Lee et al. [8] successfully applied ANN techniques to determine sprin-
kler actuation and the occurrence of flashover [9]. Lee et al. have also developed a 
probabilistic inference engine (PEMap) [10] addressing the uncertainties that are 
embedded in fire data. An ANN model denoted as GRNNFA [11] has been developed 
specifically for predicting the height of the thermal interface in a single compartment 
[12]. These pioneer works have confirmed the applicability of ANN techniques in the 
determination of fire consequences. The high speed computation of the GRNNFA 
facilitates the formulation of a soft computation based optimisation model. 

2   GRNNFA-GA Design Optimization Approach 

2.1   The GRNNFA Model 

The GRNNFA [11] model is a hybrid model employing Fuzzy ART (FA) [13] model 
as the preprocessor of the General Regression Neural Network (GRNN) [14]. The 
architecture of the GRNNFA model is shown in Fig. 1. 

 

Fig. 1. The architecture of the GRNNFA model comprises of two portions. The Fuzzy ART 
module (left) clusters the training samples to fewer numbers of prototypes in the training phase. 
The information of the prototype is used to establish the Gaussian kernels of the GRNN module 
(right).When an input vector presents to the GRNN module, the corresponding responses of the 
kernels to the input vectors are fed into the summation and division operators to produce the 
predicted output. 

The proposed compression scheme of the GRNNFA model converting the proto-
types of the FA modules to the Gaussian kernels of the GRNN module also facilitates 
the removal of the noise embedded in the training samples. This feature is particularly 
important for processing fire data. Readers may refer to [11] for the detail formulation 
of the GRNNFA model. 

2.2   Human Expert Intervention Network Training  

Most of the intelligent systems [15,16] are designed to minimize human intervention 
in the network training phase for the purpose of automation. However, limited train-
ing samples (e.g. fire data) may not be sufficient to describe the system behaviour. 
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Expert experience can provide the information that is missing from the limited train-
ing samples. The approach of the human expert intervention network training algo-
rithm is summarized Fig.2. 

 

Fig. 2. The GRNNFA model establishes the response surface of system behaviour described by 
the training samples. The response surface is tested and examined by human expert to deter-
mine the validity. If the expert does not satisfy the test result, CFD simulation will be carried 
out to create an extra training sample to supplement the knowledge of the original samples. 

2.3   GRNNFA-GA Design Optimization Approach 

A Genetic Algorithm (GA) [17, 18] can be applied on the remedied system surface to 
arrive at a close optimum solution. The scheme employing GRNNFA and GA for 
optimization is denoted as GRNNFA-GA hereunder. The overall design optimization 
approach is shown in Fig. 3. 

 

Fig. 3. This figure shows the concept of the GRNNFA-GA design parameter optimization. The 
GRNNFA model creates the response surface according to the knowledge of the noise cor-
rupted training samples. Human expert knowledge is introduced to supplement the training 
samples to remedy the system response surface. Then, GA can be applied to obtain a close 
optimum set of design parameters. 
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3   Application to Building Compartment Design Optimization 

This section presents the application of the GRNNFA-GA optimization approach to 
determine the minimum door width of a compartment with which the height of the 
thermal interface (HTI) is higher than 1.0m above the floor level. 

3.1   Dynamics of Compartment Fire 

The dynamics of the compartment fire is illustrated in Fig. 4. During the development 
of compartment fire, the hot gases comprising the sooty smoke created from the fire 
source rises to the upper part of the compartment due to the buoyancy. When it 
reaches the ceiling of the compartment, it accumulates and descends down. The hot 
gases and the sooty smoke emerge out of the compartment when they reach the door 
soffit. At the same time, the ambient air enters into the fire compartment and entrains 
into the fire plume to support the combustion. The dynamics of the compartment fire 
is shown in Fig. 4. The Height of the Thermal Interface (HTI) indicated as Zi in Fig. 4 
represents the height of the smoke layer which is mathematically defined as the height 
with maximum temperature gradient. The HTI is one of the crucial factors to deter-
mine the tenability of a compartment. If the HTI is too low, the sooty smoke will 
reduce the visibility of the evacuees which may induce the untenable condition of the 
fire room.  

The value of the HTI can be determined from the CFD simulation result but the 
simulation requires extensive computer resources and lengthy computational time 
especially for design parameter optimization which requires a series of trials. Instead, 
the following sections demonstrate the application of the GRNNFA-GA design opti-
mization approach to determine the minimum door width of a fire compartment.  

 

Fig. 4. (Left) This figure shows the dynamics of the compartment fire. The interface between 
the hot gases and the ambient air is defined as thermal interface. (Right) The dimensions of the 
fire compartment are 2.8m(W) ×2.8m(L)×2.18m(H). A methane burner with porous diffuser is 
placed at the floor of the compartment. Thermocouples and velocity probes were provided at 
the doorway to measure properties of the ambient air and hot gases flowing across the door 
opening. The figures are adopted from [19]. 
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3.2   Training of the GRNNFA Model 

The fire experimental data for the GRNNFA model training was extracted from [19]. 
The experimental setup is shown in Fig. 4 (Right). It is a set of full-scale steady state 
experiments of flow that was induced in a single compartment fire. A total of 55 ex-
periments were performed that included different fire locations, fire intensities and 
window and door sizes. Owing to the diffusion and mixing effects of the fluid flow, 
the thermal interface height could not be determined precisely. It was ascertained that 
the interface height could only be achieved within a range of ±8% to ±50% accuracy 
[19]. The values of the interface height that were recorded in the format of mean ± 
error were used to compare the GRNNFA predictions. Different controlled parameters 
were varied to produce different measurements. Table 1 summarizes the parameters 
and measurements in [19]. The HTI was chosen to be the target output of the 
GRNNFA model. All of the controlled parameters were taken to be the model inputs. 

Table 1. Controlled parameters and the measured results of Steckler’s Experiment 

Controlled parameters  (Model Inputs) Measurements 
 Width of opening 
 Height of the sill of the opening 
 Fire Strength 
 Distance of fire bed from the front 

wall 
 Distance of fire bed from the cen-

terline 
 Ambient temperature 

 Air mass flow rate 
 Neutral plane location 
 Height of the thermal interface (Model Output) 
 Average temperature of the upper hot gases layer 
 Average temperature of the lower ambient air 

layer 
 Maximum mixing rate 
 Air velocity profile at opening 
 Temperature profile at opening 

3.3   Human Expect Intervention for Remedying System Response Surface 

The above procedures established the system response surface of GRNNFA and the 
training samples that were adopted from [19]. In this step, the expert intervention is 
involved in the network training. Five different cases which were unseen from the 
training samples were examined by an expert. The five cases and the original sample 
distribution are shown in Fig. 6.  

The findings in [12], which are considered as expert knowledge, reveal two behav-
iours of the thermal interface that the HTI can be raised by (i) increasing the door 
width; or (ii) shifting the fire bed away from the door opening. According to these 
findings, the ranking of the HTIs of the five cases is expected to be HTIII > HTII > 
HTIIII > HTIIV > HTIV. The trained GRNNFA model was applied to the five cases to 
evaluate the HTIs of the five cases and the result is: HTIII (1.207m) > HTII (1.225m) > 
HTIIII (0.95m) > HTIV (0.91m) > HTIIV (0.90m). It is noted that the ranking of HTIV 
and HTIIV are different from the human expert expectation. The system response sur-
face of GRNNFA may be required to be remedied. Referring to [10], the accuracy of 
the prediction is significantly affected by the data distribution density. This applies 
particularly to the knowledge distribution of [19]. As the data distribution density at 
case IV is less than that at case V as shown in Fig. 6 (right), it may be concluded that 
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Fig. 6. (Left) This figure shows the fire bed locations of the five test cases which do not appear 
in the training sample. (Right) The figure shows the locations of the fire beds of the training 
samples. Bracketed figures are the number of samples in the experiment [19]. 

the available samples are not sufficient to describe the system behaviour at case IV. 
CFD simulation by Fire Dynamic Simulator (FDS) [20] was carried out for case IV 
and the HTI was determined. The GRNNFA was re-trained by the original 55 samples 
together with the extra sample that was created by the FDS. The re-trained model is 
denoted as GRNNFA*. Fig. 7 shows the ranking of the HTIs of the five test cases 
predicted by the models before (i.e. GRNNFA) and after (i.e. GRNNFA*) the net-
work re-training. 
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Fig. 7. This figure shows that the extra sample remedy the system response surface that the 
ranking of the HTIs is rectified and agrees with the human expert’s expectation 
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The ranking predicted by GRNNFA* is HTIII (1.20m) > HTII (1.22m) > HTIIII 
(1.01m) > HTIIV (0.99m) > HTIV (0.91m) which is in line with the human expert 
expectation. The error envelope that is indicated in Fig. 7 was estimated by the CFD 
simulations in the five test cases with the minimum error range of the HTI as indi-
cated in [19] that was incorporated. It shows that the network re-training with the 
extra sample drags case IV back so that it falls within the error envelope. Other cases 
have also benefited from the re-training as they have also been moved closer to the 
centre of the error range. The above example demonstrates the remedy of the system 
response surface by the human expert intervention network training. The human ex-
pert knowledge was not meant to be quantified but employed for identifying the de-
fective location of the system response surface. 

3.4   Optimization of Door Width for Fire Safety 

The remedied system response surface was ready to be used after the network train-
ing. The objective of this design parameter optimization was to determine the mini-
mum door width with which the HTI would not be lower than 1.0m above the floor 
level, regardless of the location of the fire. The optimization is, in fact, to determine 
the width of door opening such that the HTI will be 1.0m. The objective function is 
defined in Equation (1) where H is the HTI that results from the door width w, the 
distance of the fire bed from the room centre Dx and from the front wall Dy. The value 
of H is to be determined by the trained GRNNFA model. The physical domain of the 
fire bed location is defined as Ω.  

( ) ( ){ }2
, , , 1.0x y x y

w
W D D Min H D D w⎡ ⎤= −⎣ ⎦

   ;  { },x yD D ∈Ω  (1) 

The objective is to evaluate the value of W given a particular location of the fire 
bed inside the compartment such that the HTI will be 1.0m. It should be noted that 
W is the minimum door width above which the HTI will be higher than 1.0m ac-
cording to the findings in [12]. Since different set of {w, Dx, Dy} may result from 
the same value of HTI, the minimum door width regardless of the location of the 
fire bed is determined by Monte-Carlo approach. The total 10,000 fire bed loca-
tions were randomly chosen within the physical domain Ω to arrive at 10,000 cor-
responding door widths with which the HTIs were higher than 1.0m. The typical 
progress of the GA optimisation is shown in Fig. 8 (Left). It can be observed that 
the close optimum solution was reached by only 10 generations. The distribution 
of the 10,000 door widths is presented by the histogram that is shown in Fig. 8 
(Right). By counting 99.9% of the 10,000 samples (i.e. 9990 samples) from the 
leftmost, the door width of the 9990th sample falls into the range of 0.85–0.9m. 
The following conclusion can be drawn: there is at least a 99.9% confidence level 
that the average height of the thermal interface that is induced by the fire (62.9kW) 
will not be lower than 1.0m above the floor level when the door width is 0.9m, 
regardless of the location of the fire inside the compartment that is identical to the 
experimental setup of [19]. 
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Fig. 8. (Left) The progress of the GA optimization shows that the close optimum set of parame-
ters is achieved after 10 generations. (Right) The distribution of the 10,000 samples shows that 
the corresponding door widths of the 10,000 samples are less than 0.9m. 

4   Conclusions 

This paper presented the development of a set of generic optimisation procedures with 
applications of the GRNNFA model, the expert intervention network training and a 
GA. The GRNNFA model established the preliminary system response surface ac-
cording to the information of the available training samples. As the available samples 
may not be sufficient to describe the general behaviour of the system, human expert 
intervention network training was developed to remedy the system response surface 
through the implementation of the human expert’s knowledge. Subsequently, the GA 
was applied to the remedied system response surface to arrive at a close optimum 
solution. 

This optimisation approach was demonstrated by application to determine the door 
width of a single compartment with which the HTI would not be lower than 1.0m 
above the floor level regardless of the location of the fire bed. Steckler’s experimental 
results [19] were adopted as the training samples. The trained GRNNFA model re-
vealed the two conjectures of the HTI’s behaviour (i.e. the HTI will be raised by plac-
ing the fire bed away from the door opening or increasing the width of the door  
opening). The conjectures were also validated theoretically and numerically. The 
established system response surface was examined by the expert. The defective loca-
tion of the surface was then determined by the expert’s knowledge. A CFD simulation 
was carried out at the location to create an additional sample for the network re-
training. The re-trained GRNNFA produced the remedied system response surface. It 
was shown that the human knowledge together with the CFD simulation significantly 
improved the system response. After the completion of the GA optimisation was ap-
plied to the response surface, the close optimum door width was found to be 0.9m. 

Comparing the GRNNFA model and the FDS model in terms of computational 
time, the GRNNFA and FDS require, respectively, 1 second and 8.3 hours to deter-
mine the value of HTI of the same fire scenario. The comparative high speed of the 
GRNNFA model realize the proposed building compartment design optimization 
while FDS is considered impractical to be implemented in the GA for the optimiza-
tion due to its lengthy computational time. Regarding the model complexity, the  
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network structure of the GRNNFA as shown in Fig.1 is much simpler than the CFD 
model which is also considered as a complex model by Muller and Messac [21]. This 
study demonstrates the superiority of the GRNNFA model and its application to the 
building compartment design optimization for fire safety. 
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Abstract. Motion segmentation needs to estimate the parameters of motion and 
its supporting region. The usual problem in determining the supporting region is 
how to obtain a complete spatial consistence. On the basis of maximum poste-
rior marginal probability (MPM-MAP) algorithm this paper presents a new al-
gorithm based on region shrinking to locate the supporting area. First the mo-
tion parameters are estimated by MPM-MAP algorithm. In this algorithm pixels 
of maximum probabilities belonging to a motion are considered to be prese-
lected pixels for supporting area. Then the region shrinking algorithm is used to 
determine the region of maximum density of the preselected pixels to be the 
range of supporting area. Finally the active contour based on gradient vector 
flow (GVF) is adopted to obtain the accurate shape of supporting region. This 
method obtains a solid region to be supporting area of a motion and extracts the 
accurate shape of moving objects, so it offers a better way in motion segmenta-
tion to solve the problem of spatial continuity. 

Keywords: region shrinking; motion segmentation; MPM-MAP; active con-
tour; gradient vector flow. 

1   Introduction 

Motion-based segmentation of image sequences is an important problem in computer 
vision. In the image sequences there are several moving objects on the background of 
complex scene. The difficulty in solution of such problem is to estimate not only the 
parameters of motion model but also the corresponding region of every motion (sup-
porting region). Wang and Adelson[1] presents that the regions of moving objects are 
represented by “layer”. A motion image consists of several layers and every layer is a 
supporting region of the motion. The motion to estimate is usually described by affine 
model. The effective kind of methods to estimate motion is based on probabilistic 
frame. EM algorithm[2-3] is used to estimate the motion parameters without consider-
ing consistent constraint. The consistent constraint based on Markov random 
field(MRF) is adopted to  eliminate the noise in motion fields[4]. The estimating proc-
ess is divided into two steps which are motion estimation and supporting region esti-
mation and the EM algorithm are replaced by maximum posterior marginal probabil-
ity(MPM-MAP) algorithm[5]. Ref.[6] offers a fast algorithm on MPM-MAP. The 
consistent methods in Ref.[5] are still based on MRF. 
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The most often used consistent methods are mainly MRF-based methods or local 
smoothing methods usually used in computation of optical flow. These methods can 
remove isolate pixels or small holes to some degree but will fail when the holes or 
isolated regions enlarge a little. The comparatively big holes appear easily in motion 
field estimation when the color in central area of object is consistent. So the MRF-
based methods can’t solve fundamentally the problems in spatial consistence. This 
paper presents a new method in motion segmentation to get supporting areas by re-
gion shrinking. First the MPM-MAP algorithm is responsible to estimate the motion 
parameters. Then the region shrinking algorithm is used to locate the supporting re-
gions accurately. Finally active contour based on gradient vector flow (GVF) is 
adopted to extract the exact supporting region. Because the accurate motion parame-
ters and area location bring forward the accurate initial position of active contour the 
exact region of motion field can be obtained in fewer iterations than before.  

2   Bayesian Frame in Motion Estimation 

Some effective motion segmentation methods are model fitting based on probabilistic 
frame. Several motion models with unknown parameters are defined then the parame-
ters are derived by maximum posterior probability (MAP) or maximum likeli-
hood(ML) criterion. Assume F is image sequence function .r=(x,y)T is a pixel in an 
image and a 2-d positional vector . F(r)={f1(r), f2(r),…, fN(r)} are motion image se-
quences. Φ(r;θk)(k=1,2,…K) is a set of motion model. θk is the parameter set and 
character of each model. A model k is supported effectively in the region Rk. The 
motion field v at each pixel is as follow equation. 
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All pixels that bk(r)=1 form the supporting region of Rk. If the motion model and 
supporting region are given the probability of data ),|( θbfp , probability model for 

every pixel )(rlk  can be calculated according to the definitions in Ref.[5]. The defini-

tion of motion model );( kr θΦ  can be seen in Ref.[5] too. 

The probability of spatial consistence proposed in this paper is as follows. 
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The more pixels belonging to the motion field k the region Rk includes the larger 
the p(b|θ) is . The determination of supporting area is in section 4. 
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)|(),|()|,( θθθ bpbfpbfp =  (3) 

The likelihood function is defined in equation (4)  
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The posterior probability can be calculated by follow equation according to Bayes-
ian Theorem. 
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P(b,θ|f) can be calculated by equation (3)-(5). p(f) is a normalized constant. If prior 
knowledge about parameter vector θ is unknown it can be assumed to be a constant. 
So P(b,θ|f) is in direct proportion to P(f,b |θ). By MAP criterion 
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3   Motion Estimation by MPM-MAP Method 

Under ideal condition b andθin equation (6) can be derived from iteration of EM algo-
rithm according to MAP criterion. But such method is computationally complex so 
the MPM-MAP algorithm is used here. The advantages of MPM-MAP are showed in 
Ref.[5]. First assume that b is known andθmaking equation (4) maximum is com-
puted. Thenθis assumed to be given ,so the supporting region making equation (4) 
maximum is calculated ,which is to compute b making function Q(b,θ) maximum . 
The above approaches are the two steps in each iteration . In each step the maximum 
marginal probability of b or θ is computed. The algorithm is as follows. 

1) Set the initial value ofθand t=1. 
2) Determine the supporting region byθ.That’s to say ,b is computed assuming 

that θis set with the method in section 4. 
3) After the supporting region is defined assuming b is known  compute  optimal 

θ asθ(t+1)according to equation (4)and (6). 
4) Repeat step (2) and (3) till the iteration is convergent. 
5) Determine the accurate region of moving object by method of active contour 

introduced in section 5. 

There are many ways to deriveθmaking function Q maximum. The over-slacking 
algorithm in Ref.[7] is adopted here. It belongs to a kind of method of descent gradi-
ent and has the advantage of assurance of convergence. 
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4   Determining of Supporting Region 

4.1   Method of  Supporting Region’s Determination 

After model parameterθ is obtained its corresponding region needs to be determined, 
which is to calculate b at each pixel. First the preselected pixels of Rk are chosen, 
which is to define 'kR  (the initial value of Rk) ,and ηk of each pixel is calculated 

according to equation (7). 

}'),()(|{' ' kkrprprR kkk ≠>=  (7) 

'kR  consists of pixels having maximum probability belonging to motion θk. If 'kR is 

the target supporting region function Q is maximum for definite θ.This Q is denoted 
as Q’. Because of errors these preselected pixels usually can’t gather in one region . 
There are always some isolated pixels ,small regions and holes, which were removed 
by local smoothing methods such as MRF before. But such methods are computation-
ally complex and can’t ensure the overall elimination of all small isolated regions and 
holes. This paper proposes a method to determine supporting area by region shrinking 
,which can guarantee the integrity of the region.  

This method dosen’t use 'kR  as supporting area. The target area Rk should make Q 

maximum, that is to say the target Q should approximate Q’ as possible as it can. 
Assume that when 'kRr ∈ ,  lk(r) is approximate to a constant and it is 0 elsewise .The 

difference between pixels in  'kR  can be disregarded and so as to pixels out 'kR . Q 

changes its expression into the following equation. 
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Here ∑ kη  is equal to the number of pixels in Rk and belonging to 'kR . In equation 

(10) the maximum of Q1 is 'kRS  which is the area of 'kR  . 'kRS  is equal to the number 

of pixels in 'kR . That means all pixels in 'kR  belong to Rk, which is almost impossi-

ble in practice obviously. ηk and 
kRS are impossible to derive from Q1 so they can 

only get by Q2.That is  

2maxarg),( QS
kRk =η  (9) 

),(
kRk Sη  by Equation (9) is to make Rk the region with maximum density of prese-

lected pixels. Theoretically this method isn’t as near to Q’ as MRF-based method in 
Ref.[5]. But when the moving object is solid and has comparatively simple shape the 
value by equation(9) is a hypo-optimal value suited to practice better. In figure 1 'kR  

is the set of all white pixels while Rk is a rectangular region.  
The region with maximum density of preselected pixels is in the area whose center is 

at mean and range around the center no matter what its distribution is like. According  
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to Chebyshev equation in 3σ(σ is variance) range there is more than 89% probabil-
ity while in 2σ there is more than 75%. In practice there is always a region with 
higher density of preselected pixels. So the range with higher density of preselected 
pixels can be derived from their mean and variance and the supporting area can be 
obtained from region shrinking. 

The method is to compute the mean and variance for all preselected pixels. Every 
time pixels in the area whose center is at meanμand range in 2σ are kept and the 
pixels out of it are deleted. The area in 2σ last time are the all pixels now.μand σ 

are recomputed. The region of preselected pixels shrinks and the density increases 
every time till the increment of the density is smaller than threshold T then the sup-
porting area of motion field is found. 

Keeping range of 2σ in region shrinking is suitable for any distribution of probabil-
ity. In this paper if the difference in probability between preselected pixels is ignoredσ 
can be regarded as average distance of all pixels to the center. The number of pixels in 
range σ must be larger than that outσ. It means that there is more than 50% probabil-
ity in rangeσ. Soσcan be used as keeping range instead of 2σconsidering  that there is 
always a region in which preselected pixels cluster in.  

4.2   Algorithm of Supporting Region’s Determination 

Rectangle is used to be the shape of preserving region ,which can keep preselected 
pixels in preserving range. The parameters can be calculated according to rectangular 
even distribution. The algorithm is as follow. 

(1) Assume that  the probability of each pixel is same. Calculate the meanμand 
covariance matrix C. 

(2) According to C derive the eigenvalueλ1,λ2 and eigenvector v1,v2. μ is center 
and 2xr,2yr is the side length of rectangular region. v1,v2 instruct its two main 
axises. xr,yr can be calculated according to equation (10). 

112
2

1 λ⋅=rx     212
2

1 λ⋅=ry  (10) 

(3) Preserve all inner preselected pixels and remove those out of the rectangular 
region. Then turn to step (1) recompute μand C till the increment in density of 
preselected pixels in the region is smaller than threshold T(In this paper T is 
0.02). The region with maximum density of preselected pixels can be obtained. 
In figure 1(b) and 2(b) the rectangular regions from large to small are the com-
puted supporting regions every time. It shows that the accurate position of 
supporting region can be got by this method. 

5   Extraction of Exact Shape of Moving Region 

Region shrinking algorithm determines the region with maximum density of preselected 
pixels but this region is only in a rough shape and needs to be refined to make it exact. It 
can be achieved in many ways and the GVF-based active contour[9] is chosen here. An 
initial ellipse contour is defined by supporting region got by the algorithm above-
mentioned. μis its center , xr,yr are its two radiuses and v1,v2 instruct its two main axises. 
x(s) represents the active contour whose energy function is defined as equation(11) 
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α and β are used to control the tension and rigidity of the curve. )(' sx and )('' sx  de-

note the first and second derivatives of the curve. Here the external energy function 
Eext changes as follow: 

2|))((|)( rMsE kext ∇−=    (12) 

Mk(r) is the set of preselected pixels in the supporting region. The details of GVF-
based active contour algorithm are described in Ref.[9]. A comparatively accurate 
region of motion field can be achieved both for the accurate initial contour provided 
by region shrinking algorithm and the effectiveness of the GVF algorithm. 

6   Experiments 

Some experiments were performed  to validate the algorithm. The results in figure 1 
and 2 show the effectiveness of the method used in this paper.  

The algorithm in this paper is effective to the objects with simple shape. It has re-
markable advantage when the color in the central area of the objects is consistent, 
such as the images in figure 2.Under above situations this algorithm is better than 
MRF-based methods. Because the comparatively big holes in objects can’t be filled 
by MRF methods. In results of MRF the outer contours are often larger than the true 
ones while the holes are filled just as  figure 1(e) shows .  

 

(a)                                                             (b) 

  

          (c)                                              (d)                                                (e) 

Fig. 1. Segmentation of image 1 (a) Original image (b)Process of region shrinking (c)Process 
and result of iteration of active contour (d)Extracted moving objects (e)Result of MRF-based 
algorithm 
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(a)                                                           (b) 

          

(c) (d) 

Fig. 2. Segmentation of image 2 (a) Original image (b)Process of region shrinking (c)Process 
and result of iteration of active contour (d)Extracted moving object 

But when the shapes of the objects in images are complex or camera moves the 
MRF-based methods are better than the method in this paper. 

7   Conclusion 

On the basis of MPM-MAP algorithm this paper presented a new method of motion 
segmentation based on region shrinking. First the motion parameters are estimated by 
MPM-MAP algorithm. The pixels with maximum probabilities belonging to a motion 
are considered to be preselected pixels for supporting area. Then a method of region 
shrinking is used to determine the supporting region with maximum density of the 
preselected pixels. Finally the active contours based on gradient vector flow (GVF) 
are adopted to derive the precise supporting regions. The advantages of this method 
are the accurate estimation in both the motion fields and positions of moving objects 
and the robusticity in the extraction of objects. 

However, there are some problems in this method. One is that it is effective to the 
objects with comparatively simple outer contours, such as human ,car etc.. But it fails 
for the objects with complex shape such as tree. Another problem is that it can’t dis-
tinguish the original hole in object. Although some problems exist in this method it 
offers a new idea to segment objective region and is valuable to be improved in  
future. 
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Abstract. We review the performance function associated with the fa-
miliar K-Means algorithm and that of the recently developed K-Harmonic
Means. The inadequacies in these algorithms leads us to investigate a fam-
ily of performance functions which exhibit superior clustering on a variety
of data sets over a number of different initial conditions. In each case, we
derive a fixed point algorithm for convergence by finding the fixed point
of the first derivative of the performance function. We give illustrative re-
sults on a variety of data sets. We show how one of the algorithms may be
extended to create a new topology-preserving mapping.

1 Introduction

The K-Means algorithm is one of the most frequently used investigatory algo-
rithms in data analysis. The algorithm attempts to locate K prototypes or means
throughout a data set in such a way that the K prototypes in some way best rep-
resents the data. The algorithm is one of the first which a data analyst will use to
investigate a new data set because it is algorithmically simple, relatively robust
and gives ‘good enough’ answers over a wide variety of data sets: it will often not
be the single best algorithm on any individual data set but be close to the opti-
mal over a wide range of data sets. However the algorithm is known to suffer from
the defect that the means or prototypes found depend on the initial values given
to them at the start of the simulation: a typical program will converge to a local
optimum. There are a number of heuristics in the literature which attempt to ad-
dress this issue but, at heart, the fault lies in the performance function on which
K-Means is based. In this paper, we investigate alternative performance functions
and show the effect the different functions have on the effectiveness of the result-
ing algorithms. We are specifically interested in developing algorithms which are
effective in a worst case scenario: when the prototypes are initialised at the same
position which is very far from the data points. If an algorithm can cope with this
scenario, it should be able to cope with a more benevolent initialisation.

2 Performance Functions for Clustering

The performance function or distortion measure for K-Means may be written as

JK =
N∑

i=1

K
min
j=1

‖ xi − mj ‖2 (1)
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which we wish to minimise by moving the prototypes to the appropriate po-
sitions. Note that (1) detects only the centres closest to data points and then
distributes them to give the minimum performance which determines the cluster-
ing. Any prototype which is still far from data is not utilised and does not enter
any calculation that give minimum performance, which may result in dead pro-
totypes, prototypes which are never appropriate for any cluster. Thus initializing
centres appropriately can play a big effect in K-Means.

Recently, [7] there have been several investigations of alternative performance
functions for clustering algorithms. One of the most effective updates of K-Means
has been K-Harmonic Means which minimises

JHA =
N∑

i=1

K
∑K

k=1
1

d(xi,mk)2
(2)

for data samples {x1, ,xN} and prototypes {m1, ,mK}. Then we wish to move
the centres using gradient descent on this performance function

∂JHA

∂mk
= −K

N∑

i=1

4(xi − mk)

d(xi,mk)3{
∑K

l=1
1

d(xi,ml)2
}2

(3)

Setting this equal to 0 and ”solving” for the mk’s, we get a recursive formula

mk =

∑N
i=1

1
d3

i,k(
�

K
l=1

1
d2

i,l

)2
xi

∑N
i=1

1
d3

i,k(
�

K
l=1

1
d2

i,l

)2

(4)

where we have used di,k for d(xi,mk) to simplify the notation. There are some
practical issues to deal with in the implementation details of which are given in
[7,6].

[7] have extensive simulations showing that this algorithm converges to a bet-
ter solution (less prone to finding a local minimum because of poor initialisation)
than both standard K-means or a mixture of experts trained using the EM algo-
rithm. However we have investigated this algorithm using a number of extreme
cases such as when the prototypes are initialised in identical positions and/or
are far from the data (see below), and found the algorithm wanting. We thus
investigate new algorithms.

3 A Family of Algorithms

We have previously investigated this initialization effect in detail in [1]. We might
consider the following performance function:

JA =
N∑

i=1

K∑

j=1

‖ xi − mj ‖2 (5)
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which provides a relationship between all the data points and prototypes, but it
doesn’t provide useful clustering at minimum performance since

∂JA

∂mk
= 0 =⇒ mk =

1
N

N∑

i=1

xi, ∀k (6)

Minimizing the performance function groups all the prototypes to the centre of
data set regardless of the intitial position of the prototypes which is useless for
identification of clusters.

We wish to form a performance function with following properties:

– Minimum performance gives an intuitively ’good’ clustering.
– It creates a relationship between all data points and all prototypes.

(5) provides an attempt to reduce the sensitivity to prototypes’ initialization
by making a relationship between all data points and all prototypes while (1)
provides an attempt to cluster data points at the minimum of the performance
function. Therefore it may seem that what we want is to combine features of (1)
and (5) to make a performance function such as:

J1 =
N∑

i=1

⎡

⎣
K∑

j=1

‖ xi − mj ‖

⎤

⎦
K

min
k=1

‖ xi − mk ‖2 (7)

We derive the clustering algorithm associated with this performance function
by calculating the partial derivatives of (7) with respect to the prototypes. We
call the resulting algorithm Weighted K-Means (though recognising that other
weighted versions of K-Means have been developed in the literature). The partial
derivatives are calculated as

∂J1,i

∂mr
= −(xi − mr){‖ xi − mr ‖ +2

K∑

j=1

‖ xi − mj ‖} = −(xi − mr)air (8)

when mr is the closest prototype to xi and

∂J1,i

∂mk
= −(xi − mk)

‖ xi − mr ‖2

‖ xi − mk ‖ = −(xi − mr)bik (9)

otherwise.
We then solve this by summing over the whole data set and finding the fixed

point solution of
∂J1

∂mr
=

N∑

i=1

∂J1,i

∂mr
= 0 (10)

which gives a solution of

mr =

∑
i∈Vr

xiair +
∑

i∈Vj ,j�=r xibir
∑

i∈Vr
air +

∑
i∈Vj ,j�=r bir

(11)
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We have given extensive analysis and simulations in [1] showing that this
algorithm will cluster the data with the prototypes which are closest to the data
points being positioned in such a way that the clusters can be identified. However
there are some potential prototypes which are not sufficiently responsive to the
data and so never move to identify a cluster. In fact, these points move to (a
weighted) centre of the data set. This may be an advantage in some cases in
that we can easily identify redundancy in the prototypes however it does waste
computational resources unnecessarily.

3.1 A New Algorithm

Consider the performance algorithm

J2 =
N∑

i=1

⎡

⎣
K∑

j=1

1
‖ xi − mj ‖p

⎤

⎦
K

min
k=1

‖ xi − mk ‖n (12)

Let mr be the closest centre to xi. Then

J2(xi) =

⎡

⎣
K∑

j=1

1
‖ xi − mj ‖p

⎤

⎦ ‖ xi − mr ‖n

= ‖ xi − mr ‖n−p +
∑

j�=r

‖ xi − mr ‖n

‖ xi − mj ‖p
(13)

Therefore

∂J2(xi)
∂mr

= −(n − p)(xi − mr) ‖ xi − mr ‖n−p−2

−n(xi − mr) ‖ xi − mr ‖n−2
∑

j�=r

1
‖ xi − mj ‖p

= (xi − mr)ai,r (14)
∂J2(xi)

∂mj
= p(xi − mj)

‖ xi − mr ‖n

‖ xi − mj ‖p+2 = (xi − mj)bi,j (15)

At convergence, E( ∂J2
∂mr

) = 0 where the expectation is taken over the data set.
If we denote by Vj the set of points, x for which mj is the closest, we have

∂J

∂mr
= 0 ⇐⇒

∫

x∈Vr

{(n − p)(xi − mr) ‖ xi − mr ‖n−p−2

+n(x − mr) ‖ x − mr ‖n−2
∑

j�=r

1
‖ x − mj ‖p

P (x)}dx

+
∑

j�=r

∫

x∈Vj

p(x − mj)
‖ x − mr ‖n

‖ x − mj ‖p+2 P (x)dx = 0 (16)
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where P (x) is the probability measure associated with the data set. This is, in
general, a very difficult set of equations to solve. However it is readily seen that,
for example, in the special case that there are the same number of prototypes as
there are data points, that one solution is to locate each prototype at each data
point (at which time ∂J

∂mr
= 0). Again solving this over all the data set results in

mr =

∑
i∈Vr

xiair +
∑

i∈Vj ,j�=r xibir
∑

i∈Vr
air +

∑
i∈Vj ,j�=r bir

(17)

From (16), we see that n ≥ p if the direction of the first term is to be correct
and n ≤ p + 2 to ensure stability in all parts of that equation. We compare
results with n = p + 1 and n = p + 2 below.

In practice, we have found that a viable algorithm may be found by using
(15) for all prototypes (and thus never using (14) for the closest prototype). We
will call this the Inverse Weighted K-Means Algorithm.

4 Comparative Study

In order to compare the convergence of these algorithms, we have created a
number of data sets with varying degrees of difficulty (see Table 1). The data
sets are all two dimensional to make visual identification of the convergence easy.
Each data set consists of 4 clusters each of 10 data points drawn from uniform
distributions in the four disjoint squares, {(x, y) : 0 ≤ x < 1, 0 ≤ y < 1}, {(x, y) :
3 ≤ x < 4, 0 ≤ y < 1}, {(x, y) : 0 ≤ x < 1, 3 ≤ y < 4}, and {(x, y) : 3 ≤ x <
4, 3 ≤ y < 4}.

Example 1. We begin with 4 prototypes, initialised in the first square cluster
and success is having each of the 4 prototypes identify one of the clusters.

Example 2. Again 4 prototypes but now each prototype is initialised to the
same position very distant from the data, the point (100,100).

Example 3, 4. We have 40 prototypes all initialised in the first cluster. Now
successful convergence requires each prototype to identify a single data point.
This measures the responsiveness of the algorithm to the data.

Example 5. 40 prototypes all initialised to the same position (100,100) far from
the data and success is as for Example 3.

Example 6, 7. 40 prototypes randomly initialised throughout {(x, y) : 0 ≤ x <
4, 0 ≤ y < 4} and success is as for Example 3.

We see the results in Table 1. K-Means fails to converge to successful solutions
on all these simple data sets. K-Harmonic Means fails in two cases, both of which
correspond to the situation in which all prototypes are initialised to the same
position far from the data. Weighted K-Means always converges to successful so-
lutions but some simulations take many iterations to converge. Inverse Weighted
K-Means also always converges to successful solutions and does so very much
faster than Weighted K-Means. In general, it appears that convergence with
n = p + 1 is faster than when n = p + 2, though not in the case of data in
Example 5.
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Table 1. Number of iterations to convergence on 7 data sets (see text) using the
various algorithms. Top: K-Means fails on all 7 data sets, Second Row: K Harmonic
Means fails on 2 data sets. Third Row: Weighted K-Means algorithm. Next 5 rows;
the Inverse Weighted K-Means with n = p + 1. Last 5 rows show results with the the
Inverse Weighted K-Means with n = p + 2.

Ex. 1 Ex. 2 Ex. 3 Ex. 4 Ex. 5 Ex. 6 Ex. 7
K-Means - - - - - - -

KHM 6 - 23 19 - 22 25
WKM 3 7 81 106 142 45 67

IWKM, p=1,n=2 5 7 25 29 100 27 21
IWKM, p=2,n=3 7 6 34 17 88 17 21
IWKM, p=3,n=4 5 8 27 15 83 22 17
IWKM, p=4,n=5 8 8 25 18 92 24 19
IWKM, p=5,n=6 5 6 26 14 86 23 17
IWKM, p=1,n=3 4 6 44 23 93 29 24
IWKM, p=2,n=4 5 9 33 37 88 29 22
IWKM, p=3,n=5 5 7 44 42 81 42 18
IWKM, p=4,n=6 6 7 50 77 85 49 20
IWKM, p=5,n=7 6 13 50 38 88 35 47

Note that the reason which the current algorithm succeeds in these extreme
cases when other algorithms fail is because we have available two sets of updates
rather than a single update for all prototypes. This is a symmetry-breaking factor
which enables local minima to be avoided.

5 A Topology Preserving Mapping

A topographic mapping (or topology preserving mapping) is a transformation
which captures some structure in the data so that points which are mapped close
to one another share some common feature while points which are mapped far
from one another do not share this feature. The Self-organizing Map (SOM) was
introduced as a data quantisation method but has found at least as much use as
a visualisation tool.

Topology-preserving mappings such as the Self-organizing Map (SOM) [4]
and the Generative Topographic Mapping(GTM) [2] have been very popular
for data visualization: we project the data onto the map which is usually two
dimensional and look for structure in the projected map by eye. We have recently
investigated a family of topology preserving mappings [3] which are based on the
same underlying structure as the GTM.

The basis of our model is K latent points, t1, t2, · · · , tK , which are going to
generate the K prototypes, mk. To allow local and non-linear modeling, we map
those latent points through a set of M basis functions, f1(), f2(), · · · , fM (). This
gives us a matrix Φ where φkj = fj(tk). Thus each row of Φ is the response of
the basis functions to one latent point, or alternatively we may state that each
column of Φ is the response of one of the basis functions to the set of latent
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points. One of the functions, fj(), acts as a bias term and is set to one for every
input. Typically the others are gaussians centered in the latent space. The output
of these functions are then mapped by a set of weights, W , into data space. W
is M × D, where D is the dimensionality of the data space, and is the sole
parameter which we change during training. We will use wi to represent the ith

column of W and Φj to represent the row vector of the mapping of the jth latent
point. Thus each basis point is mapped to a point in data space, mj = (ΦjW )T .

We may update W either in batch mode or with online learning: with the
Topographic Product of Experts [3], we used a weighted mean squared error;
with the Harmonic Topographic Mapping [5], we used Harmonic K-Means. We
now apply the Inverse Weighted K-Means algorithm to the same underlying
structure to create a new topology preserving algorithm.

We create a simulation with 20 latent points deemed to be equally spaced
in a one dimensional latent space, passed through 5 Gaussian basis functions
and then mapped to the data space by the linear mapping W which is the only
parameter we adjust. We generated 60 two dimensional data points, (x1, x2),
from the function x2 = x1 + 1.25 sin(x1) + μ where μ is noise from a uniform
distribution in [0,1]. Final results from the algorithm are shown in Figure 1. The
left diagram shows results with n = p + 1, p = 1, the right with n = p +2, p = 1.
We see that, in each case, a topology-preserving mapping has been found.
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Fig. 1. In both diagrams, the data are shown as red ’+’s and the prototypes as blue
’*’s. The prototypes have been joined in their natural order. Left: The Inverse Weighted
Topolographic Mapping, n = p + 1, p = 1. Right: Same, n = p + 2, p = 1.

6 Conclusion

We have reviewed K-Means and K-Harmonic Means and their associated per-
formance functions. We have developed new performance functions and derived
fixed point algorithms based on their derivatives. We have shown that the Inverse
Weighted K-Means is a better algorithm in terms of convergence to the most in-
formative solutions over a variety of artificial data sets. We emphasise again that
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the reason which the current algorithm succeeds in extreme cases when other
algorithms fail is because we have available two sets of updates rather than a sin-
gle update for all prototypes. This is a symmetry-breaking factor which enables
local minima to be avoided. We have also shown how one of these algorithms
can be used as a base for effective topology preserving algorithms as was done
with K-Harmonic Means in [3]. Future work will investigate these mappings on
real data sets.
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Abstract. Head pose estimation is an important area of investigation for under-
standing human dynamics. Appearance-based methods are one of the popular 
solutions to this problem. In this paper we present a novel approach using vec-
tor quantization that adds spatial information to the feature set. We compare this 
with raw, Gabor filtered and Wavelet features using the Carnegie Mellon PIE 
database. Our approach shows increased performance over the other methods.  

1   Introduction 

There has been a great amount of interest in finding human faces in images and  
videos and understanding human behavior [21][17][19]. Examples of practical appli-
cations include intelligent surveillance systems, smart rooms technology, teleconfer-
encing, and human-computer interaction (HCI) [3]. The understanding of head pose is 
extremely important for understanding human behavior and human-object interaction. 
It is directly related to estimating the direction of eye gaze and understanding the at-
tention that the human observer is paying to a particular object. In addition, head pose 
estimation is also important for performing tasks such as face recognition where tem-
plate matching or feature based classification are based on information taken from a 
specific pose image. 

The task of head pose estimation is not trivial and several solutions have been pro-
posed in the literature. There is considerable variability in the approaches involved, 
e.g. some methods classify discrete subsets of the rotation space while others estimate 
the pose angle to a certain degree of precision; some studies use monocular or stereo 
images, while others track pose over a video sequence.   

The motivation for this work is to investigate the validity of using vector quantiza-
tion image segmentation to process the face appearance. We hypothesize that by using 
intensity and spatial information of the clusters, we can improve on standard appear-
ance-based techniques. 

This paper is laid out as follows. Section 2 provides the background to the research 
field. In section 3, we provide the theory and implementation details of our method. 
We present experimental results in section 4 and conclude in section 5. 

2   Background 

The problem of estimating head pose can be defined by the process of obtaining the 
six components that describe the head in 3D space (x, y, z, θ, φ, γ), i.e. the position 
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and orientation angles (yaw, pitch and roll) of the head in 3D space. In our study, 
these values are to be estimated from a monocular grayscale image. Also, while the 
more generic situation concerns estimating the actual angles to a given degree of pre-
cision in the classification case, poses are aggregated into discrete sets containing 
similar orientation angles. There are several methods proposed to address the problem 
of head pose estimation. We organize these into three main categories: Feature, 
Model and Appearance based approaches. These are described in brief below. 

2.1   Feature Based Approach 

Feature-based procedures derive from a very intuitive concept: “that after identifying 
facial landmarks, it is possible to estimate head pose from their spatial relationships” 
(e.g. if we know the positions of eyes, mouth, nose or ears and their relationship, it is 
possible to make an educated guess about orientation of the head). Hence, this process 
involves detecting facial features and computing orthographic or affine projection to 
extrapolate the original 3D pose [4].  

A number of studies have used feature-based approaches to pose estimation 
[8][10][2]. The main issue when using feature based pose estimation is that we need 
to have good image resolution so that the features are detected with a high degree of 
success and localized with high precision. Secondly, for systems that require identifi-
cation of large ranges of rotation, it is necessary to deal with feature occlusion, which 
requires that different methods handle different feature occurrences (e.g. if someone 
turns sideways, we can only locate one eye). Finally, this approach introduces errors 
in both stages, consequently propagating the error from the feature detection stage to 
the final transformation result. 

2.2   Model Based Approach 

Model based approaches map an artificially generated 3D model to the image ac-
quired. This involves the creation of a 3D structure, representing a generic face, 
which is manipulated to fit the image input. Once the transformed model fits the in-
put, we can claim that both share the same pose. Examples that use this type of 
method include [11] and [9]. The main problem when using model-based methods is 
that we need a robust and generic design of the model to match different faces. Unfor-
tunately, high computational complexity of most algorithms often prevents such mod-
els to be used in real-time. 

2.3   Appearance Based Approach 

This approach uses the face image as a whole after some form of pre-processing and 
generates a model from an image database using statistical or pattern recognition 
techniques. The input image can then be applied to a classifier or other type of deci-
sion algorithm to be labeled as of a certain pose. The main challenge in developing a 
robust technique is to reduce the influence of unwanted information such as illumina-
tion variance and background clutter.  

Appearance based approaches have been very popular. They usually involve pre-
processing the images, e.g. filtering [20], texture analysis [14]. The appearance vector 
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is then used as classification data. Different types of classification schemes have also 
been explored [13][17][5][6][1][15].  

Appearance-based algorithms present some benefits over the other approaches 
since: (a) feature-based techniques require high-resolution images and are prone to 
occlusion problems; (b) model-based need 3D structure definition that can be compu-
tationally complex. Nevertheless, by concentrating on the facial appearance as a 
whole, they fail to explore explicitly the spatial relation between pertinent features. 

3   Head Pose Estimation Using Vector Quantization 

Vector Quantization (VQ) has been used extensively in a variety of applications such 
as signal processing and compression. In particular, it can be used for image segmen-
tation and object tracking [6].  

VQ is the process of mapping k-dimensional vectors in the space Rk into a finite set 
of vectors V = {vi: i = 1,2,…,N} called codewords or prototypes [11]. 

For image segmentation and clustering, similar to [6] each pixel in a grayscale im-

ages is defined as feature vector ),,( jiIf ijij = . The image is the set of all pix-

els: },{ jifX ij ∀∀= . 

The process of clustering if finding the set of prototypes that minimize the sum of 

quantization errors ∑ −
ij

ij pf min where minp is the prototype closest to ijf . 

There are several techniques to arrive at a suboptimal solution. We start with one 
cluster that encompasses all points in X . 

In each iteration, we select the cluster with higher variance. This cluster is divided 
in two by a hyperplane perpendicular to the direction of higher variance (the covari-
ance matrix first eigenvector). 

A prototype is attributed to each set as the mean value of the set. 
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Fig. 1. Example of Vector Quantization Segmentation. From left to right: Original picture; 
Prototype intensity, Prototype centers x and y. 

Stopping conditions can be the number of clusters or a threshold to the quantiza-
tion error. In the case of this work, we decided empirically on 64 clusters as a good 
representation of the images used. 
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Finally, for recognition purpose, we replace each pixel with its prototype, thus con-
veying information in a visual appearance manner about the grayscale and position of 
each cluster.  

An example of the segmentation end result is shown in figure 1. 

4   Experimental Evaluation 

Our experimental setup uses Carnegie Mellon University’s Pose, Illumination and 
Expression (PIE) database [16], which includes pictures of 68 subjects taken with 13 
different camera angles and under different illumination conditions (for a detailed de-
scription of the exact angles and conditions see [16]). We use images with neutral ex-
pression and normal illumination for a total of   images. Each face is cropped from the 
image (we selected the smallest rectangular area that includes all facial skin colored 
pixels), resized to 64x64 pixels and converted to a grayscale image (figure 2).  

 

Fig. 2. Pre-processed images of one subject from CMU PIE Database 

To compare the performance of the vector quantized data, we use the following  
alternatives: 

• Raw data: X ; 

• Gabor filtered data as described in [1] use a 2D feature vector instead of the 
more complex 3D model to represent information. In their method, face images 
are convoluted with four different templates: a 3x3 Gaussian mask and three 
11x11 rotation-invariant Gabor templates, with ( ωσ , ) = (1,0.5), (2,0.25) and 

(4,0.0125). These are defined as: 
)135,,()90,,()45,,()0,,(),( ωσωσωσωσωσ ggggG +++= ,  

where [ ]ωθθθωσ σ ×+××=
+−

))sin()cos((cos),,(
2

22

2

)(

yxeCg
yx

, C is a 

standardization constant and x and y the coordinates of the template.  

• We perform a two-level discrete wavelet transform (DWT) using the biorthogo-
nal wavelet family as described in [14]. 

Although the literature mentions different classification procedures, we decided to 
use support vector machines according to [6]. Future work will compare the perform-
ance and complexity of using alternative classifiers. 
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The experiments evaluate the average success rate of an n-fold cross-validation of 
the classification procedure. Given N number of samples (68 in our case), we divide 
the overall dataset into n groups (folds). In our experiments we chose n as 2, 3, 5 and 
10 and show results as an average of results on these numbers of folds. If n=10 then 
we divide the set into 10 groups each consisting of 7 subjects except 2 groups that 
have 6 subjects. Then we use n-1 groups for training and 1 group for testing. We re-
peat this process n times using a different training and testing set each time and aver-
age the success rate. Hence, as the value of n increases in our experiments, we have 
more training data and less test data per fold (e.g. the training and test samples per 
fold are as follows, respectively: 2 folds (442:442); 3 folds (590:294); 5 folds 
(708:176) and 10 folds (796:88). The test results are shown on the same number of 
test samples that aggregated across all folds, equal the total number of samples we 
have for analysis.  

Figure 3 shows the success rates of the four processing techniques. Results are 
shown as classification accuracy averaged on 2-fold, 3-fold, 5-fold and 10-fold cross-
validation (the results get better for 10 fold cross-validation since we have a larger 
training data set). It is clear that the vector quantized data outperforms the other three 
achieving an average success rate of 86% for the 10 fold case.  

We can also confirm that performance improves in general as the number of folds 
increases. This supports the argument that the amount of training data is crucial for 
good classification. 
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Fig. 3. Classification Mean Success Rates 

Finally, a t-test was performed to compare the mean results across the different 10-
fold cross-validation results. The statistical significance results are displayed in table 
1. This shows that the classification performance of the VQ algorithm to be statisti-
cally significantly different to the other models. Furthermore, both Gabor and Wave-
let samples produce results that are not statistically different from using the original 
data. 
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This result is quite important. More extensive experiments with other classification 
setups are required to determine exactly the benefits of using such preprocessing  
techniques. 

Table 1. Mean comparison; significance (p-value associated with t-statistic) at 5% significance 
level 

 Gabor Wavelet VQ 
Original 0.7661 0.0782 0.0002 
Gabor  0.0732 0.0086 

Wavelet   0.0015 

5   Conclusion 

Head pose estimation is an important field of research in image processing. Some of 
its most popular approaches involve classification methodologies applied to the face 
appearance itself. 

We argued that by segmenting the appearance we can provide spatial information 
about the location of clusters, which can be beneficial to the classification process. 

Comparing this method with established techniques offers evidence that in fact 
such system is better. 

Further work is needed to investigate how different processing techniques behave 
when used with different classification schemes.  
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Abstract. Neural networks (NNs) are proposed for approximating the
Average Likelihood Ratio (ALR). The detection of gaussian targets with
gaussian autocorrelation function and unknown one-lag correlation co-
efficient, ρs, in Additive White Gaussian Noise (AWGN) is considered.
After proving the low robustness of the likelihood ratio (LR) detector
with respect to ρs, the ALR detector assuming a uniform distribution of
this parameter in [0, 1] has been studied. Due to the complexity of the
involved integral, two NN based solutions are proposed. Firstly, single
Multi-Layer Perceptrons (MLPs) are trained with target patterns with
ρs varying in [0, 1]. This scheme outperforms the LR detector designed
for a fixed value of ρs. MLP with 17 hidden neurons is proposed as a
solution. Then, two MLPs trained with target patterns with ρs varying
in [0, 0.5] and [0.5, 1], respectively, are combined. This scheme outper-
forms the single MLP and allows to determine a solution of compromise
between complexity and approximation error. A detector composed of
MLPs with 17 and 8 hidden units each one is proposed.

1 Introduction

Neural networks (NNs) are proposed as a solution for approximating the Average
Likelihood Ratio (ALR) detector in composite hypothesis-tests. While in sim-
ple hypothesis tests, the likelihood functions, f(z|H0) and f(z|H1), are known,
in composite hypothesis ones, one of them or both depends on some parame-
ters. When the probability density function (pdf) of the parameters governing
the hypothesis are known, the decision rule resulting of comparing the output
of the ALR with a detection threshold fixed attending to probability of false
alarm (PFA) requirements, is an implementation of the optimum detector in the
Neyman-Pearson (NP) sense [1]. The NP detector maximizes the probability of
detection (PD), while maintaining the PFA lower than or equal to a given value.
This decision criterion is commonly used in radar detection, where it is difficult
to assing realistic costs or a priori probabilities.
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In a radar detection problem, the interference parameters can be estimated
from measurements in the operating environment, but target parameters can not.
Because of that, the radar detection problem can be formulated as a composite
hypothesis test, where the likelihood function under hypothesis H1 depends on
a set of parameters θ. If the pdf of θ is known, the ALR can be calculated with
(1), where χ is the parameter space [1]:

Λ(z) =
f(z|H1)
f(z|H0)

=

∫
χ

f(z|θ, H1)f(θ)dθ

f(z|H0)
(1)

f(θ) is usually unknown, and the optimum test is the ALR assuming that it is
uniform in the variation interval [2]. In many situations, this approach leads to
intractable integrals without a closed-form solution.

NNs are known to be able to approximate the optimum Bayessian classifier
[3,4,5], and they have been widely applied to classification tasks. But there are
less examples of their application to detection problems attending to the NP
criterion. The possibility of approximating this detector using adaptive systems
trained in a supervised manner for minimizing an error function, has been proven
in [6]. Multi-Layer Perceptrons (MLPs), have been applied to approximate the
NP detector in simple hypothesis tests [7,8,9,10]. In this paper, NNs are proposed
as tools to approximate the ALR detector in composite hypothesis tests, not only
to overcome the difficulty of solving the integral in the numerator of (1), but to
obtain an approximation with lower computational cost than other numerical
ones.

2 Case of Study

The problem of detecting gaussian targets with gaussian autocorrelation func-
tion (ACF) and zero doppler shift, in additive white gaussian noise (AWGN) is
considered. The target echo is modelled as a zero mean complex vector, z ∈ Cn,
with covariance matrix (Ms)h,k = ps · ρ

|h−k|2
s , where (h, k = 1, 2, ..., n), and ps

and ρs are, respectively, the target power and the one-lag correlation coefficient.
The covariance matrix of the interference is given by (Mn)h,k = pnδhk, where pn

is the noise power and δhk is the Kronecker delta. pn is assumed equal to 2, and
the signal-to-noise ratio is calculated as SNR = 10log10(ps/pn) = 10log10(ps/2).

As a first step, the simple hypothesis test for detecting targets with known
ρs and SNR values is considered. In this case, the likelihood ratio (LR) is the
optimum one [1], and a study of its robustness with respect to ρs and SNR is
carried out. After proving the low robustness with respect to ρs, the calculus of
the ALR is proposed assuming that ρs is uniformly distributed in [0, 1].

2.1 Robustness of the LR Detector with Respect to SNR and ρs

When ps and ρs have known specific values, the log-likelihood ratio (LLR) can
be easily calculated and, after eliminating immaterial constants, the NP decision
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rule can be expressed as in (2), where zT denotes the transposed vector, while
z∗ denotes the complex conjugate one.

zT [M−1
n − (Mn + Ms)−I]z∗

H1

≷
H0

η1(PFA) (2)

The statistic of rule (2) depends on the SNR and ρs values, because matrix
Ms does. These are the design SNR and ρs values that will be denoted as DSNR
and ρd

s, respectively. On the other hand, the observation vector is generated with
SNR and ρs values known as simulation ones, that will be denoted as SSNR
and ρs

s, respectively. Clearly, the detector is only optimum for input vectors with
SSNR = DSNR and ρs

s = ρd
s.

In order to study the robustness of rule (2) with respect to the DSNR, given
a SSNR value, ROC curves have been plotted for different DSNRs. As in Air
Traffic Control radar, the usual number of collected pulses in a scan is n = 8, this
is the dimension of the complex input vector z. In all cases, ρs

s = ρd
s, and both

are denoted as ρs. For saving space, only the results obtained for SSNR = 7dB,
DSNR = 0, 3, 7, 10dB and different ρs values are presented (left side of figure 1).
In general, the dependence on DSNR reduces as SSNR increases. The value of
SSNR = 7dB has been selected because in this case PD values are suitable for all
ρs ones, in the range of PFAs that are of interest in practical situations. Results
show a low dependence on DSNR for SNR values that fulfill these conditions.
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Fig. 1. Left: ROC curves for SSNR = 7dB and different ρs and DSNR values. Right:
ROC curves for DSSN = SSNR = 7dB, two ρs

s values, and ρd
s = 0.1 (solid), ρd

s = 0.5
(dashed), ρd

s = 0.9 (dotted) and ρd
s = 0.999 (dashdot).

To evaluate the robustness with respect to ρs, given a ρs
s, ROC curves have

been plotted for DSNR = SSNR = 7dB, and different ρd
s values. Results are

shown on the right side of figure 1. For low values of ρs
s, the dependence on ρd

s

is very important, and PD decreases dramatically when ρd
s tends to unity. On

the other hand, the ρd
s dependence is lower for high values of ρs

s, but it is still
important (a 10% decrease is observed in PD for ρd

s = 0.1 and ρs
s = 0.999).
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2.2 The ALR Detector for Targets of Unknown ρs

Assuming that ρs can be modelled as a random variable with uniform pdf in the
interval [0, 1], and according to (1), the optimum decision rule in the NP sense
involves the calculus of the following integral:

∫ 1

0

1
πn · det [Ms(ρs) + Mn]

exp {−zT [Ms(ρs) + Mn]−1z∗}dρs (3)

As [Ms(ρs) + Mn)] is a function of ρs, its determinant and the argument of the
exponential in (3) are complex functions of ρs. Because of that, the calculus of
this integral is very complex. NN based detectors are proposed to approximate
an expression equivalent to the ALR.

3 NN Based Detectors

Two NN based approaches are studied for approximating the ALR for gaussian
targets with gaussian ACF, and unknown ρs in AWGN:

– In a first approach, detectors based on one MLP are trained to approximate
the ALR, using training and validation sets where target patterns have ρs

values that vary uniformly in [0, 1].
– In a second approach, the detectors compare the outputs of two MLPs

trained using training and validation sets where target patterns have ρs

values that vary uniformly in [0, 0.5] and [0.5, 1], respectively.

Taking into consideration the results presented in [6], in both cases, the MLPs
are able to converge to the ALR for the corresponding pair of hypothesis. In the
first case, the NN converges to the desired function, so its output must be com-
pared to a detection threshold fixed attending to PFA requirements in order to
decide if target is present or not. In the second strategy, the approximation ca-
pabilities of the NNs are exploited to approximate the ALR for smaller intervals
of variations of ρs. This strategy can be explained taking into consideration the
results presented in [10,11], which prove that the minimum number of hidden
units that are necessary to enclose the decision boundary is expected to be be-
tween 3 and 17 (for ρs = 1 and ρs = 0, respectively). So, there is a strong relation
between the structure of the MLP and the range of variation of ρs. Reducing
this range, a given structure is expected to converge with lower approximation
error. Also, this structure can be minimized in order to reduce the computational
charge associated to the combination of MLPs.

3.1 Design of the Experiments

As the considered MLPs use real arithmetic, the n-dimension complex vectors
are transformed in 2n-dimension real ones, composed of the real and imaginary
parts of the complex samples. MLPs with 2n = 16 inputs, a hidden layer and an
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output neuron have been trained. In this context, the design parameters previ-
ously defined are known as ‘training parameters’. The Training Signal-to-Noise
ratio (TSNR) is the value selected for generating the training and validation
sets, while the SSNR is the value selected for generating the simulation sets for
evaluating the performance of the trained NNs. According to the results pre-
sented in section 2.1, all ROC curves are presented for TSNR = SSNR = 7dB.

MLPs have been trained for minimizing the cross-entropy error, using the
strategy proposed in [12]. A cross-validation technique has been used to avoid
over-fitting and all NNs have been initialized using the Nguyen-Widrow method
[13]. For each case, the training process has been repeated ten times. Only the
cases where the performances of the ten trained networks were similar in average,
have been considered to extract conclusions.

PFA values have been estimated using Importance Sampling techniques (rel-
ative error lower than 10% in the presented results) [14]. PD values have been
estimated using conventional Montecarlo simulation.

4 Results

4.1 Detectors Based on a MLP

Results are presented for detectors that use a single MLP trained with ρs varying
uniformly in [0, 1]. According to results presented in [10,11], the minimum num-
ber of hidden units could have been set to 17, although MLPs with lower number
of hidden units have also been trained. ROC curves for TSNR = SSNR = 7dB
and 14, 17, 20 and 23 hidden units are presented on the left side of figure 2.
This results prove that for less than 17 hidden units, a loss in detection capabil-
ities is observed, while for bigger NNs, there is no significative improvement in
detection capabilities. On the right side of the figure, the MLP with 17 hidden
units is compared to the LR detectors designed for ρd

s = 0.1 and ρd
s = 0.999,

respectively, for the same sets of simulation patterns. Clearly, the MLP based
detector outperform the LR ones designed for fixed values of ρd

s .

4.2 Detectors Based on Two MLPs

In this section, neural detectors composed of two MLPs trained with targets
whose ρs varies uniformly in [0, 0.5] and [0.5, 1], respectively, are analyzed. The
former will be denoted as MLP1 while the latest will be denoted as MLP2.
Again, as a starting point, MLPs with 17 hidden units have been trained. On
the left side of figure 3, the ROC curve for TSNR = SSNR = 7dB is compared
to that obtained for a single MLP with 17 hidden units and the same set of
simulation patterns, showing that the new detector outperforms the previous one
significatively.To study the cause of this performance improvement, ROC curves
have been simulated for targets with ρs

s = 0.1 and ρs
s = 0.999 (right side of figure

3). Results show that for ρs
s = 0.999 the performance of the detector composed of

two MLPs is slightly worse than that of the single MLP. For ρs
s = 0.1 the detector
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Fig. 2. Left: MLPs with 14, 17, 20 and 23 hidden neurons. Right: MLP with 17 hidden
units and LR detectors with ρd

s = 0.1 and ρd
s = 0.999. In all cases TSNR = SSNR =

7dB and ρs
s varies uniformly in [0, 1].
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Fig. 3. Left: Single MLP with 17 hidden neurons and two MLPs with 17 hidden neurons
when ρs

s varies uniformly in [0, 1] and TSNR = SSNR = 7dB. Right: The same
detectors when ρs

s = 0.1 and ρs
s = 0.999

composed of two MLPs outperforms the single MLP. These results prove why, in
average, the detector composed by two MLPs outperforms the single one for ρs

varying in [0, 1]. Note that in 2.1 we proved that the dependence on ρd
s is bigger

for low values of ρs
s. Considering [10,11], these results suggest that to improve

the approximation implemented by MLP1, its number of hidden units should be
increased, while, in the case of MLP2, a reduction in complexity could simplify
the training process and give rise to a better approximation. A study of the
influence of the number of hidden neurons of each MLP has been carried out,
and the obtained results are presented in figure 4.

In a first step, the number of hidden neurons of MLP2 has been reduced, while
the number of hidden neurons of MLP1 has been fixed to 17. Results presented
on the left side of figure 4 show that the number of hidden neurons of MLP2
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can be reduced to 8 without decreasing the detection capabilities significatively.
Then, fixing the number of hidden units of MLP2 to 8, a study of the influence
MLP1 size has been carried out. On the right side of figure 4, ROC curves are
presented for different number of hidden units in MLP1. Results show that no
performance improvement is obtained when MLP1 size is increased.
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Fig. 4. Left: the number of hidden units of MLP1 is fixed to 17, while for MLP2 varies
from 17 to 6. Right: the number of hidden units of MLP2 is fixed to 8, while for MLP1

varies from 14 to 23. ρs varies uniformly in [0, 1] and TSNR = SSNR = 7dB

5 Conclusions

Taking into consideration previous results where NNs are proved to be able
to approximate the NP detector, two different NN based approaches are pro-
posed and analyzed for approximating the ALR in composite hypothesis-testing
problems. In many practical cases the ALR involves the calculus of intractable
integrals that can have no closed solution, but its suitability is proved in that
cases where the robustness of the LR detector for a simple hypothesis test with
respect to the statistical models assumed for the hypothesis is very low. In this
paper, the case of detecting gaussian targets with gaussian ACF and unknown
one-lag correlation coefficient, ρs, in AWGN is considered. After proving the low
robustness of the LR detector with respect to ρs, the ALR detector assuming
a uniform distribution of this parameter in [0, 1] has been studied. Due to the
complexity of the involved integral, NN based solutions are proposed. MLPs are
trained with target patterns with ρs varying in [0, 1], and results prove that this
scheme outperforms the LR detector designed for a fixed value of the parame-
ter. MLPs with 17 hidden neurons are proposed as a solution after observing
no significative performance improvement when the number of hidden units is
increased. Attending to the influence of ρs on the decision boundary, and how a
MLP build it, a detector based on two MLPs trained for ρs ranging in [0, 0.5] and
[0.5, 1] has been designed and analyzed. Results show that this scheme outper-
forms the single MLP and allows to understand network size influence in order
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to determine a solution of compromise between complexity and approximation
error. Two MLPs with 17 and 8 hidden units are proposed as the best solution.
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RBFN for detecting white gaussian signals in white gaussian interference. Lecture
Notes in Computer Science, No. 2687 Springer-Verlag, Berlin Heidelberg New York
(2003) 790-797.

12. El-Jaroudi, AA., Makhoul, J.: A new error criterion for posterior probability es-
timation with neural nets. Proc. of the Int. Conf. on Neural Networks IJCNN,
U.S.A., June (1990) 185-192.

13. Nguyen, D., Widrow, B.: Improving the learning speed of 2-layer neural networks
by choosing initial values of the adaptive weights. Proc. f the Int. Joint Conf. on
Neural Networks (1990) 21-26.

14. Sanz-Gonzalez, J.L., Andina, D.: Performance analysis of neural network detectors
by importance sampling techniques. Neural Proc. Letters, No. 9 (1999) 257-269.



Automatic Sound Classification for Improving
Speech Intelligibility in Hearing Aids Using a

Layered Structure�

Enrique Alexandre, Lucas Cuadra, Lorena Álvarez,
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Abstract. This paper presents some of our first results in the develop-
ment of an automatic sound classification algorithm for hearing aids. The
goal is to classify the input audio signal into four different categories:
speech in quiet, speech in noise, stationary noise and non-stationary
noise. In order to make the system more robust, a divide and conquer
strategy is proposed, resulting thus in a layered structure. The considered
classification algorithms will be based on the Fisher linear discriminant
and neural networks. Some results will be given demonstrating the good
behavior of the system compared with a classical approach with a four-
classes classifier based on neural networks.

1 Introduction

Hearing aids are usually designed and programmed for only one listening en-
vironment. However it has been shown that their users usually prefer to have
different amplification schemes in different listening conditions [1][2]. Thus, mod-
ern digital hearing aids usually allow the user to manually select between differ-
ent programs (different frequency responses or other processing options such as
compression methods, directional microphone, feedback canceller, etc.) depend-
ing on the listening conditions. The user has therefore to recognize the acoustic
environment and choose the program that best fits this situation by using a
switch on the hearing instrument or some kind of remote control.

This indicates the need for hearing aids that can be automatically fitted ac-
cording to user preferences for various listening conditions. In a study with
hearing-impaired subjects, it was observed that the automatic switching mode
of the instrument was deemed useful by a majority of test subjects, even if its
performance was not perfect [3].

The two most important listening environments for a hearing aid user are
speech in quiet and speech in noise [4]. While the first situation is usually easy
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to handle, nevertheless speech in noise is a much more difficult environment for
the hearing aid user as a consequence of its low signal-to-noise ratio. Therefore,
automatic detection of noise in the listening environment can be helpful to the
user, since it would allow switching on or off different features of the hearing
aid, such as directional microphone or a noise suppression algorithm.

This paper shows our first results in the problem of classifying between speech
in quiet, speech in noise, stationary noise and non-stationary noise. Noise will be
referred to as any other signal different from speech, and therefore would include
not only environmental noise but also music, both instrumental and vocal. The
complete implementation and functionality of the hearing aid will not be covered
in this paper.

The paper is structured as follows: first the implemented method will be
described, including the feature extraction process, the sound database used for
the experiments and the structure of the classifier. After that, some results will
be shown, to illustrate the behavior of the proposed system. The paper will
conclude with a brief discussion on the results obtained.

2 Method

2.1 Features Extraction

The input audio signal is divided into frames with a length of 512 samples (23.22
ms for the considered sampling frequency), and with no overlap between adjacent
frames. Then, a Discrete Cosine Transform (DCT) is computed [5], and all the
considered features are calculated. Finally, the mean and standard deviation
values are computed every 2 seconds in order to soften the values.

The features that will be considered in this work will be now briefly described.
More detailed descriptions of these features can be found, for instance, in [6], [7]
and [8].

Spectral Centroid. The spectral centroid can be associated with the measure
of brightness of a sound, and is obtained by evaluating the center of gravity of
the spectrum:

Centroidt =
∑N

k=1 |Xt[k]| · k
∑N

k=1 |Xt[k]|
(1)

where Xt[k] represents the k-th frequency bin of the spectrum at frame t, and
N is the number of samples.

Spectral Roll-off. The spectral roll-off (RollOfft) is usually defined as the
frequency bin below which a PR% of the magnitude distribution is concentrated:

RollOfft∑

k=1

|Xt[k]| = PR ·
N∑

k=1

|Xt[k]| . (2)

A typical value for PR is PR=85%. The spectral roll-off can give an idea of the
shape of the spectrum.
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Spectral Flux. It is associated with the amount of spectral local changes, and
is defined as follows:

Fluxt =
N∑

k=1

(|Xt[k]| − |Xt−1[k]|)2 . (3)

Zero Crossing Rate (ZCR). The ZCR is computed from the temporal signal
x[n] using the expression:

ZCRt =
1
2

N∑

n=1

|sign(x[n]) − sign(x[n − 1])| (4)

where sign(·) represents the sign function, which returns 1 for positive arguments
and −1 for negative ones. This parameter takes higher values for noise and
unvoiced speech than for voiced speech.

High Zero Crossing Rate Ratio (HZCRR). This feature, proposed in [7],
is computed from the ZCR, and is defined as the number of frames whose ZCR
is 1.5 times above the mean ZCR on a window containing M frames.

It can be demonstrated [7] that the HZCRR takes higher values for speech
than for music since speech is usually composed by alternating voiced and un-
voiced fragments, while music does not follow this structure.

Short Time Energy (STE). It is defined as the mean energy of the signal
within each analysis frame.

Low Short-Time Energy Ratio (LSTER). Similarly to the HZCRR, the
LSTER is obtained from the STE, and defined as the ratio of frames whose STE
is 0.5 times below the mean STE on a window that contains M frames.

Mel-Frequency Cepstral Coefficients (MFCCs). These are a set of per-
ceptual parameters calculated from the STFT [9] that have been widely used in
speech recognition. They provide a compact representation of the spectral enve-
lope, such that most of the signal energy is concentrated in the first coefficients.
The application of these parameters for music modeling was discussed by Logan
in [10]. To represent speech, 13 coefficients are commonly used, although it has
been demonstrated that for classification tasks, it is enough to take into account
only the first five coefficients [11].

Voice2White (V2W). This parameter, proposed in [6], is a measure of the
energy inside the typical speech band (300-4000 Hz) respect to the whole energy
of the signal.

Percentage of Low Energy Frames (LEF). It is defined as the proportion
of frames with RMS power less than 50% of the mean RMS power within a
one-second window [12].
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Activity Level. The activity level of the audio signal is calculated according
to the method for the objective measurement of active speech published by the
ITU-T in its recommendation P.56 [13].

Loudness. Defined as an exponential function of the energy of the audio signal:
Loudnesst = Energy0.23

t .

Spectral Flatness Measure (SFM). This feature gives an idea of the flatness
of the spectrum, and according to [14], is defined as the relation between the
geometric and arithmetic means of the power spectral density for each critical
band.

2.2 Classification System

As it was commented before, the objective of this work is to classify the in-
put audio signal as speech in quiet, speech in noise, stationary noise or non-
stationary noise. While it would be possible to use a single classifier to distin-
guish among the four considered classes, this approach has some disadvantages
for this particular application. To explain this, let us consider that the input
signal is speech in quiet. If the classification algorithm confuses it with noise,
the hearing aid will reduce the gain and the user will probably loose all the
information. On the contrary, if the speech in quiet is confused with speech in
noise, the hearing aid will switch on some mechanisms, in this case unnecessary,
to reduce the noise, without affecting too much to the received speech informa-
tion. From this it can be observed that the distinction between speech (with and
without noise) and noise is much more critical in terms of maximum allowed
probability of error than the distinction between speech in noise and speech in
quiet.

To solve this problem a divide and conquer strategy was applied, that is,
rather than using one single classifier, the use of three more specialized binary
classifiers is proposed, as shown in Fig. 1. Each one of these classifiers may be
based on a different algorithm, and will be separately trained.

Two particular classification algorithms will be considered in this work: the
Fisher linear discriminant and a neural network. A k-nearest neighbors classi-
fier was also studied at first, but the results obtained were clearly below those
achieved by the two considered algorithms and therefore it was not included in
this work.

Fisher Linear Discriminant. The basic idea behind this algorithm is that the
data are projected onto a line, and the classification is performed in this one-
dimensional space. The projection maximizes the distance between the means of
the two classes while minimizing the variance within each class [15].

Neural Networks. Neural networks can be viewed as massively parallel com-
puting systems consisting of a large number of simple processors with many
interconnections [16][17]. A three-layer feedforward backpropagation neural net-
work (also called multilayer perceptron or MLP) was implemented.
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Fig. 1. Scheme of the proposed system, consisting of three specialized classifiers
arranged in a two-layer structure

The nodes in the hidden layer used a hyperbolic tangent as the activation
function, while a linear transfer function was used for the nodes in the output
layer. The weights of each node were adjusted using a gradient descent algorithm
to minimize the mean squared error (MSE) between the output of the network
for a certain training data set and the desired output. The network was trained
using the Levenberg-Marquardt backpropagation algorithm.

2.3 Database Used

The sound database used for the experiments consisted of a total of 2936 files,
with a length of 2.5 seconds each. The sampling frequency was 22050 Hz with
16 bits per sample. The files corresponded to the following categories: speech in
quiet (509 files), speech in stationary noise (727 files), speech in non-stationary
noise (728 files), stationary noise (486 files) and non-stationary noise (486 files).
Noise sources were varied, including those corresponding to the following en-
vironments: aircraft, bus, cafe, car, kindergarden, living room, nature, school,
shop, sports, traffic, train, train station. Music files, both vocal and instrumen-
tal, were also considered as noise sources. The files with speech in noise presented
different Signal to Noise Ratios (SNRs) ranging from 0 to 10 dB.

The database was then divided into three different sets for training, validation
and test, including 1074 (35%), 405 (15%) and 1457 (50%) files respectively. The
division was made randomly and ensuring that the relative proportion of files of
each category was preserved for each set.

3 Results

This section presents the results obtained with the proposed system. For the
sake of clarity, the results for each one of the classification tasks will be shown
separately. Four different sets of features were considered for our experiments,
since they proved to provide the best results:

– Set 1: Five first Mel Frequency Cepstral Coefficients.
– Set 2: Centroid, Voice2White and Zero Crossing Rate.
– Set 3: All the features except the spectral flux and Low Energy Frames.
– Set 4: All the features.
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Table 1. Probabilities of correct classification obtained for the speech/non-speech and
clean/noisy speech tasks

Speech/Non-speech Clean/Noisy speech
Fisher MLP Fisher MLP

Set 1 92.9% 95.2% 95.9% 95.1%
Set 2 84.3% 90.7% 77.8% 81.3%
Set 3 91.6% 94.9% 96.0% 95.5%
Set 4 93.4% 94.9% 95.8% 94.5%

3.1 Speech/Non-speech Classification

The objective of this first task is to classify the input file as either speech or
non-speech. Speech files include those with speech in quiet as well as those with
speech in noise. Non-speech files are those with either music or background noise.

Table 1 shows the results obtained for the different algorithms and sets of
features used. The MLP has 3 layers, with seven nodes in the hidden layer. This
configuration obtained the best results in terms of MSE for the validation set.
The result shows the probability of correct classification achieved for the test set
using the network with lower MSE for the validation set.

As it can be observed, the best result is obtained with the MLP, with a prob-
ability of correct classification close to 95%. Slightly lower results are obtained
with the Fisher linear discriminant. The matrixes of confusion corresponding to
these cases are shown in Table 2.

3.2 Clean/Noisy Speech Classification

The goal of this second task is to distinguish between speech in quiet and speech
in noise. Table 1 shows the results obtained. As occurred in the Speech/non-
speech classification task in Sect. 3.1, the MLP resulted in having three layers
with seven nodes in the hidden layer, and the shown probability corresponds to
the network which presented the lower MSE for the validation set.

Table 2. Matrixes of confusion for the speech/non-speech and clean/noisy speech
classification tasks

Speech/Non-speech classification
Fisher (Feature set 4) MLP (Feature set 1)

Speech Non-speech Speech Non-speech
Speech 897 63 919 41
Non-speech 33 464 28 469

Clean/Noisy speech classification
Fisher (Feature set 3) MLP (Feature set 3)

Clean Noisy Clean Noisy
Clean 228 16 223 21
Noisy 15 523 14 524
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This time the results achieved by the Fisher linear discriminant and the MLP
are almost equal, being close to 96%, the results achieved by the Fisher lin-
ear discriminant being slightly better. Taking this into account, and in order
to reduce the overall computational complexity of the system, a Fisher linear
discriminant is proposed for this task. Table 2 shows the matrixes of confusion
obtained for the considered configurations.

3.3 Stationary/Non-stationary Noise Classification

Finally, noise files were classified into two classes attending to the characteristics
of the noise. All the noises were manually divided into two different classes
corresponding to stationary and non-stationary files.

With this taxonomy, the results achieved by the Fisher linear discriminant
and the MLP were very similar, as for the previous task, and, like before. A
Fisher linear discriminant was used given its lower computational complexity.
The final achieved probability of correct classification for this task was 98.4%.

4 Discussion

This paper has presented our first results in the development of a sound classi-
fication algorithm for hearing aids. For the considered application, the relative
importance of each particular probability of classification is different (e.g., the
speech/non-speech discrimination is more critical than the clean/noisy speech
classification). For this reason, the proposed approach is based on a divide and
conquer strategy, in order to obtain a more robust system.

The overall mean probability of correct classification of the proposed system is
92.5%, considering a MLP for the speech/non-speech classification and two Fisher
linear discriminants for the remaining two tasks. If a Fisher linear discriminant is
used instead of a MLP for the speech/non-speech classification, this probability
of correct classification drops to a 90.5%. For comparison purposes, a three-layer
neural network was trained to classify between the four considered classes (speech
in quiet, speech in noise, stationary noise and non-stationary noise), and the best
result obtained was a probability of correct classification equal to 89%.

From this we can conclude that the proposed system provides very good results
compared with a single four-classes classifier in terms of overall probability of
correct classification. Moreover, the proposed system provides a significantly
higher probability of correct classification for the most critical task (speech/non-
speech classification), being thus more appropriate for our objective.
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3. Büchler, M.: Algorithms for sound classification in hearing instruments. PhD thesis,
Swiss Federal Institute of Technology, Zurich (2002)

4. Nordqvist, P., Leijon A.: An efficient robust sound classification algorithm for hear-
ing aids. J. Acoustic Soc. Am. 115(6) (2004) 3033–3041

5. Alexandre, E., Rosa, M., Cuadra, L., Gil-Pita, R.: Application of Fisher linear
discriminant analysis to speech/music classification. In: AES 120th Convention.
(2006)

6. Guaus, E., Batlle, E.: A non-linear rhythm-based style classification for broadcast
speech-music discrimination. In: AES 116th Convention. (2004)

7. Lu, L., Zhang, H.J., Jiang, H.: Content analysis for audio classification and segmen-
tation. IEEE Transactions on speech and audio processing 10(7) (2002) 504–516

8. Scheirer, E., Slaney, M.: Construction and evaluation of a robust multifeature
speech/music discriminator. In: ICASSP. (1997)

9. Davis, S., Mermelstein, P.: Experiments in syllable-based recognition of continuous
speech. IEEE Transactions on Acoustics, Speech and Signal Processing 28 (1980)
357–366

10. Logan, B.: Mel frequency cepstral coefficients for music modeling. In: Int. Symp.
Music Information Retrieval (ISMIR). (2000)

11. Tzanetakis, G., Cook, P.: Musical genre classification of audio signals. IEEE Trans-
actions on speech and audio processing 10(5) (2002) 293–302

12. Saunders, J.: Real time discrimination of broadcast speech/music. In: ICASSSP.
(1996) 993–996

13. ITU-T: Objective measurement of active speech level. Recommendation P.56
(1993)

14. Batlle, E., Neuschmied, H., Uray, P., Ackerman, G.: Recognition and analysis of
audio for copyright protection: the RAA project. Journal of the American Society
for Information Science and Technology 55(12) (2004) 1084–1091

15. Fisher, R.: The use of multiple measurements in taxonomic problems. Annals of
Eugenics (7) (1936) 179–188

16. Haykin, S.: Neural Networks: A comprehensive foundation. Prentice Hall (1999)
17. Jain, A.K., Duin, R.P., Mao, J.: Statistical pattern recognition: a review. IEEE

Transactions on pattern analysis and machine intelligence 22(1) (2000) 4–37



Directed Laplacian Kernels for Link Analysis

Pawel Majewski
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Abstract. Application of kernel methods to link analysis is presented.
Novel kernels based on directed graph Laplacians are proposed and their
application as measures of relatedness between nodes in a directed graph
is presented. The kernels express relatedness and take into account the
global importance of the nodes in a citation graph. Limitations of existing
kernels are given with a discussion how they are addressed by directed
Laplacian kernels. Links between the kernels and PageRank ranking al-
gorithm are also presented. The proposed kernels are evaluated on a
dataset of scientific bibliographic citations.

1 Introduction

Web and bibliographic data can be described in terms of graphs where each node
represents a web page or a paper, and edges represent relationships between doc-
uments, e.g. citing or linking. Now, link analysis can be formulated in terms of
graph problems. Some of the emerging ones are to assess relatedness and im-
portance of nodes in such a graph. Co-citation and bibliographic coupling are
popular measures of relatedness of scientific papers. HITS [1] or PageRank [2]
are among the best known algorithms evaluating the global importance of nodes.
Existing measures of importance and relatedness face some serious limitations,
though. Co-citation captures relationships between two papers only if they are
cited together by some papers. Web ranking calculate only global importance of
nodes in a graph while one might be interested in importance relative to some
node, etc. To address some of the issues Ito et al. [3] have recently proposed ap-
plication of kernels on graphs to link analysis. They showed that diffusion kernels
might serve as a measure of relative importance [4], defined as an importance
relative to some root nodes.

In this paper we propose Laplacian kernels on directed graphs that are an
extension to their undirected counterparts. Later, we show that these kernels
could be used as measures of relatedness between nodes in a directed graph.
They likely outperform Ito’s measures based on undirected kernels in problems
that are directed in their nature, e.g. link analysis. We also show how these
kernels address some of the limitations of undirected Laplacians. Links between
directed Laplacians and PageRank ranking algorithm are also presented.

The paper is organized as follows. In the second section we formulate the
problem and give some preliminary definitions used throughout the paper. The
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third section brings a short review of existing kernels on graphs. In the following
section we formulate Laplacian kernels on directed graphs and discuss their prop-
erties with respect to application as a relatedness measure. In the fifth section
we present the results of the experimental evaluation of the proposed kernels.
Finally, we conclude in the last section.

2 Preliminaries

2.1 Problem Formulation

We want to define a measure of relatedness between nodes of directed graph G,
relative to one node and based on directed edges in the graph. The proposed
measure must take into account the importance of the nodes visited on the walks
between considered nodes. Important nodes that presumably are members of
many walks should be treated as less discriminative.

We will use two toy graphs (see Fig. 1) to illustrate intuitive rationale behind
assessing relatedness of nodes. This will allow us to explicitly show the problem,
limitations of existing measures and propose possible solutions later in the paper.

(a)

b

a c

d

g

e

f

(b)

A

C

B H

I

G

D

E

F

J

Fig. 1. Toy graphs: (a) with a frequently cited node g [3]; (b) directed graph with each
node of degree three [4]

Let’s take a look at the left graph first (Fig. 1a). Consider the node d as the
root node. This node links to two other nodes c and g. While c is referenced by
one more node, node g represents some highly cited paper or a popular web site,
like Yahoo, Google, etc. We may intuitively consider g important but since g is
so popular it might be referenced by many documents that are not so closely
related to each other. Therefore, the relationship between d and c should be
ranked higher then d and g. Consequently, longer (indirect) relationships should
also follow similar rule. Neither a or f are explicitly linked by d but they seem
somehow related to d due to being referenced by nodes that point to the same
nodes as d. However, a should be considered more closely related to d than f to
d since it is linked through less popular (or less globally important) nodes.

To address the problem of walks going through popular nodes Ito et al. [3]
proposed application of undirected Laplacian kernels. These kernels penalize
connections through a node relative to its degree. Therefore, nodes with many
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neighbors are assigned a high discounting factor. There are some limitations of
that heuristics, though. Let’s take a look at the graph on the right (Fig. 1b).
If we neglect the direction of the edges, as in Ito’s setting, all nodes have the
same degree, and will be treated as equally important. On the other hand if
we apply a ranking algorithm on that graph, it will show that the central and
mutually connected nodes H, G and J, are much more important than the rest
(see Table 2). Measure of relatedness proposed later in the paper captures that
phenomena and overcomes the limitation of undirected Laplacians.

2.2 Definitions

A directed graph (sometimes called digraph) G is defined as a set of vertexes
V (G) and set of edges E(G), where edges are ordered pairs of vertexes (u, v).
Sometimes notation u → v is used to indicate that there is a directed edge going
from u to v. Undirected graphs have bidirectional edges. Graph G can also be
represented by its adjacency matrix A. It is a n × n matrix, with Auv = 1 if
there is an edge (u, v) from u to v, and 0 otherwise. A random walk is defined
by a transition probability matrix P , where P (u, v) denotes the probability of
transition from vertex u to v. The probability is non-zero only if there is an edge
connecting two vertexes, and is usually equal for every out-edges.

3 Kernels on Graphs

Kernel function κ(x, x′), κ : Ω × Ω �→ R, expresses some kind of similarity
between objects in the data domain Ω. There are no special constraints on the
type of desired similarity except for symmetry and positive semi-definiteness of
the relation [5]. In case of graphs and other finite domains the kernel function can
be represented by a |Ω| × |Ω| matrix K, where element Kij = Kji corresponds
to κ(xi, xj). The positive semi-definiteness constraint is met if all eigenvalues
of K are non-negative. In this paper we also exploit the matrix representation
of kernel functions. The data domains will be limited to adjacency matrices or
their modifications, i.e. graph Laplacians and transition probability matrices.

We used two diffusion kernels on graphs to calculate similarity between nodes
in a graph, namely von Neumann [6] and exponential [7] kernels. The former is
defined by

K(N) = H
∞∑

k=0

λkHk = H(I − λH)−1 (1)

and the latter by

K(exp) =
∞∑

k=0

βkHk

k!
= exp(βH). (2)

In both kernels H is any symmetric matrix, usually referred as generator matrix.
The parameters λ and β are decaying factors that controll the diffusion process.
The additional restriction 0 < λ < ‖H‖−1

2 , where ‖H‖−1
2 is a spectral radius of
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H , assures that the von Neumann kernel is positively defined [8]. Both kernels
are very similar to each other. The difference is a stronger decaying factor in
exponential kernel that highly penalizes longer walks.

The adjacency matrix A of any undirected graph is symmetric, therefore can
be used as H in the definitions above to obtain the kernel values on that graph.
Since every entry ak

uv of the Ak matrix contains the number of walks between
nodes u and v requiring exactly k steps then the kernel value κ(u, v) = Kuv

expresses the weighted sum of walks of all lengths between nodes v and u.
Ito et al. [3] also showed that when co-citation matrix AT A is used as H and
λ → ‖H‖−1

2 , then von Neumann kernel function, κ(N), tends to HITS authority
ranking, while for λ = 0 the kernel subsumes co-citation matrix.

3.1 Laplacian Kernels

There is a family of kernels introduced to machine learning community by Kon-
dor and Lafferty [7] that have attractive properties with respect to relatedness
measures. In general, they are diffusion kernels, either von Neumann or expo-
nential, but instead of adjacency or co-citation matrices, negated Laplacians are
applied as generator matrices H in (1) or (2).

Laplacian of undirected graph is usually defined by L = D − A where A is an
adjacency matrix and D is a diagonal matrix with entries Duu =

∑
v Auv = du.

The normalized version of L, called Regularized Laplacian, is defined as L =
D− 1

2 LD− 1
2 = I −D− 1

2 AD− 1
2 . Both Laplacians can be used to formulate kernels

on undirected graphs. Substituting H in (1) or (2) with negatives of Laplacian
or Regularized Laplacian yields four different diffusion kernels (Table 1).

Table 1. Laplacian diffusion kernels

Exponential Laplacian kernel K(exp L) =
�∞

k=0
βk(−L)k

k! = exp(−βL)

Exponential regularized Laplacian kernel K(exp L) =
�∞

k=0
βk(−L)k

k! = exp(−βL)

von Neumann Laplacian kernel K(N L) =
�∞

k=0 λk(−L)k = (I + λL)−1

von Neumann regularized Laplacian kernel K(N L) =
�∞

k=0 λk(−L)k = (I + λL)−1

Laplacian kernels are also known as heat kernels since they originate from
differential equations describing heat diffusing in material [9]. They can also
model relatedness between nodes in citations graphs. The difference between
adjacency matrices and negated Laplacians are the diagonal entries expressing
negated number of nodes incident to the node. When computation of the diffu-
sion kernels takes place the negative self-loops are also taken into account and
penalize walks going through nodes. The higher degree of the node the higher
penalty (discounting). Recall, the toy graph in Fig. 1a. Node g is connected to
five other nodes, therefore every walk that visits g will be penalized relatively
high. This matches our intuitive assessment that d is more related to c then to
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g. Discounting also affects indirect relationships between d and node b or e. Nev-
ertheless, the undirected Laplacian kernels unify the importance with degree of
the nodes. Therefore, they can not cope with graphs that have balanced degrees
of nodes (e.g. the one in Fig. 1b).

4 Laplacian Kernels on Directed Graphs

The definitions of kernels on undirected graphs given above make use of the
symmetry of their adjacency matrices. Such assumption does not hold for di-
rected graphs, though. In general, adjacency matrices of directed graphs are not
symmetric. Therefore, they can not be plugged in the definitions of kernels given
above to obtain their directed counterparts.

In contrast to large literature on Laplacians on undirected graphs the directed
graphs have not gained that much attention. There are some simple propositions
of Laplacians on directed graphs that have an analogy to Kirchhoff’s law but
for construction of Laplacian kernels on directed graphs we use the definition
proposed just recently in [10].

Definition 1 (Chung). Given a directed graph G with transition probability
matrix P and the Perron vector ϕ of P , its directed Laplacian is defined by

Ldir = I − Φ
1
2 PΦ− 1

2 + Φ− 1
2 P ∗Φ

1
2

2
(3)

where Φ is a diagonalization of Perron vector ϕ with entries Φ(v, v) = ϕ(v)
and H∗ denotes the conjugated transpose of H. The combinatorial Laplacian is
defined as

Ldir = Φ − ΦP + P ∗Φ
2

. (4)

Since the definitions of Laplacians on directed graphs yield symmetric matri-
ces, this allows us to formulate Laplacian kernels on directed graphs. When
we plug negations of the directed graph Laplacians into (1) and (2), we obtain
two directed Laplacian kernels and two directed combinatorial Laplacian kernels,
respectively.

The definitions of Laplacian (3) and combinatorial Laplacian (4) given above
utilize Perron vector ϕ of transition probability matrix P . The Perron vector
is a stationary probability vector of Markov chain and can be found by solving
either the eigenvector problem [11], ϕP = ϕ, or by solving homogeneous linear
system

ϕ(I − P ) = 0, (5)

where both formulations are subject to normalization constrain
∑

v ϕ(v) = 1.
For a general directed graph there is no closed form solution for ϕ [10]. Note,
however, that (5) resembles linear formulation of PageRank problem [11]:

π(I − αP ) = (1 − α + αγ)v, (6)
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where π is the PageRank vector, α is a PageRank’s ”personalization parameter”,
v = 1

n1 and γ is a normalization parameter corresponding to dangling nodes1.
Hence, the Perron vector ϕ is nothing else but famous Google’s PageRank im-
portance ranking vector for its ”personalization parameter” α → 1.

Directed Laplacian matrix can be seen as a transition probability matrix
weighted by a PageRank vector. Every entry lij of directed Laplacian contains
a mean value of probabilities of transitions from i to j and from j to i, weighted
by importance factors of nodes i and j. Diagonal entries express global impor-
tance of the nodes. Therefore, during kernel evaluation the diagonal entries are
a discounting factor. In directed setting, however, the penalty assigned to a walk
when crossing a node corresponds only to its importance. Therefore, really im-
portant nodes will be penalized relatively highly, while less important nodes
will avoid discounting despite larger number of out-links. This is in contrast to
the undirected Laplacians and allows to overcome their limitations pointed out
during problem formulation.

In case of web pages or scientific literature it is natural that papers consid-
ered important are usually cited more frequently than less known publications.
Nevertheless, significant ones usually become very popular and referenced even
by papers that are not so closely related to the subject of the cited paper. This
effect decreases their applicability as an indicator of a specific topic. Some niche
papers might be a better choice for discriminators. On the other hand a refer-
ence from a significant publication boosts the importance of a paper and is also a
hint that these documents are related to each other. This is exactly how directed
Laplacian kernels model the relatedness. In this setting the connections between
important nodes are reinforced by a product of importance of the papers but at
the same time walks through important and highly cited papers are penalized.

5 Evaluation

We have evaluated all eight kernels, both undirected and directed, on a toy
graph (Fig. 1b). Table 2 presents rankings of the nodes relative to the central
node J. Since the degree of all nodes is the same all rankings based on undirected
Laplacians score the relatedness of nodes only depending on the distance between
them. In all cases the direct neighbors are rated highest, then the nodes that are
one step apart from the root node and so forth. The kernels based on directed
Laplacians exploit additional information on the direction of the edge to produce
the rankings. All the directed rankings also place the neighbors on the top but
the scores are not equal this time. Due to a mutual connection, H is considered
the most related node to J in all rankings. Node B, as another neighbor comes
next, followed by more distant nodes. As an illustration we enclosed a PageRank
ranking as a measure of global importance of nodes in the graph.

We used part of Cora dataset [12] for experiments on real data. The data set
consists of abstracts of scientific papers with citations. We dropped the texts and
used the bibliographic information only. After filtering out the papers that had
1 Dangling nodes are the ones without out-neighbors, dout

v = 0.
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Table 2. Rankings on toy graph (b) with J as a root node; for exponential kernels
β = 1, PageRank computed for α = 0.9999, for Neumann kernels λ = 0.999‖H‖−1

2

Rank PR K(expL) K(expLd) K(NL) K(NLd) K(expL) K(expLd) K(NL) K(NLd)

1 H 15.4 J 43.2 J 42.2 J 40.7 J 38.4 J 17.0 J 88.6 J 23.6 J 80.2
2 G 12.6 B 13.5 H 16.1 B 11.0 H 16.6 B 12.1 H 5.2 B 10.9 H 7.7
3 J 12.5 E 13.5 B 14.3 E 11.0 B 11.3 E 12.1 B 3.0 E 10.9 B 5.1
4 I 11.2 H 13.5 E 11.2 H 11.0 E 9.8 H 12.1 E 2.8 H 10.9 E 4.5
5 E 10.4 A 2.7 G 3.7 A 4.4 G 5.9 A 7.8 G 0.2 A 7.3 G 0.9
6 F 8.5 C 2.7 A 3.6 C 4.4 I 5.2 C 7.8 I 0.1 C 7.3 I 0.7
7 C 8.1 D 2.7 I 3.1 D 4.4 A 4.9 D 7.8 F 0.1 D 7.3 F 0.4
8 B 7.9 F 2.7 F 3.0 F 4.4 F 4.7 F 7.8 A 0.1 F 7.3 A 0.3
9 A 7.5 G 2.7 D 2.3 G 4.4 D 3.7 G 7.8 D 0.04 G 7.3 D 0.2
10 D 5.9 I 2.7 C 0.6 I 4.4 C 2.5 I 7.8 C 0.0 I 7.3 C 0.04

no citations at all or referred to papers outside the dataset, the experimental
data counted 2708 papers. Following [4], we used K-Min (minimizing Kendall
distance) metric [13] to measure distances between the top-10 lists produced by
different kernels. We normalized the results so that K-Min equals 0 when the
rankings are perfectly matching each other and 1000 when they are in a reverse
order. To evaluate the stability of proposed kernels over their parameters ranges
we compared rankings generated by the same kernel function with varying pa-
rameters values. Every node in a graph was taken as a root node and the results
were averaged on all nodes. Table 3a shows results of pairwise correlations be-
tween rankings obtained from directed regularized Laplacian kernel with varying
parameter β. The kernels exhibit almost perfect stability since the variations of
K-Min do not exceed 2. We have also examined the correlation between rankings
obtained with directed and undirected kernels with different parameters settings.
Table 3b shows the results of the comparison for exponential regularized Lapla-
cians. The rankings are highly correlated in whole parameters range. This might
be partially explained by the properties of the data. Since the average degree of

Table 3. (a) Correlations (K-Min) between top-10 lists obtained with directed exp.
reg. Laplacian kernel for different β, PageRank computed for α = 0.9999, (α → 1, see
eq. (5) and (6)); (b) Correlations (K-Min) between top-10 lists obtained with directed
and undirected exp. reg. Laplacian kernels, PageRank computed for α = 0.9999.

(a) β 0.01 0.1 0.5 1.0 10 100 1000

0.01 0.00 1.34 1.13 0.95 1.00 1.32 1.31
0.1 0.00 1.07 0.65 0.91 0.72 1.03
0.5 0.00 1.10 1.34 1.03 1.47
1.0 0.00 0.38 0.38 0.54
10 0.00 0.47 0.47

100 0.00 0.43
1000 0.00

(b) β 0.01 0.1 0.5 1.0 10 100 1000

0.01 1.24 1.31 1.61 1.26 1.28 1.10 1.17
0.1 1.24 0.78 1.24 0.73 0.84 1.08
0.5 0.89 0.78 0.54 0.82 0.89

1 0.65 0.84 0.55 0.74
10 0.77 0.74 0.93

100 0.54 1.06
1000 0.47
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node is about 6 and direct neighbors are considered the most related for every
kernel, then the variations in the top-10 are relatively small. There might be big-
ger differences on further positions of the rankings. The results of von Neumann
kernels were omitted due to lack of space but are very similar.

6 Conclusions

In this paper we proposed application of directed graph kernels to link analysis.
We gave definitions of graph kernels based on directed graph Laplacians that
could be used as measures of relatedness between nodes in a directed graph.
We also showed how these kernels address some of the limitations of undirected
Laplacians. Links between directed Laplacians and PageRank ranking algorithm
were also explored. Evaluation has confirmed that proposed method expresses
relatedness in a more intuitive way than previous works.
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Abstract. This work analyzes the problem of whether, given a classifi-
cation ensemble built by Adaboost, it is possible to find a subensemble
with lower generalization error. In order to solve this task a genetic algo-
rithm is proposed and compared with other heuristics like Kappa pruning
and Reduce-error pruning with backfitting. Experiments carried out over
a wide variety of classification problems show that the genetic algorithm
behaves better than, or at least, as well as the best of those heuristics
and that subensembles with similar and sometimes better prediction ac-
curacy can be obtained.

1 Introduction

The algorithm Adaboost, proposed by Freund and Schapire [1], is one of the most
successful ensemble algorithms in the field of machine learning. Following the
idea of boosting algorithms, Adaboost produces a very accurate prediction rule
using many simple and slightly better than random-guessing weak-hypothesis.
Weak-hypotheses are generated iteratively forcing each one to focus on the exam-
ples misclassified by the previous hypothesis itself. This way Adaboost obtains
a set of diverse weak hypotheses with little correlation that, when combined by
a voting procedure, they often outperform the result of a single hypothesis. Ad-
aboost ensembles built by using decision trees like C4.5 [2] or CART [3] as weak
hypotheses have reported excellent results on several benchmarks [4,5,6,7].

Some recent investigations [8,9] have shown that it is possible to reduce the
generalization error of an ensemble method like bagging [10] by ruling out some
of the classifiers generated. This process is called pruning the ensemble and
most of the times it is an NP-complete task, so only approximate solutions are
feasible. There have been some attempts to prune boosting ensembles like [11,12]
where approximate solutions like Kappa pruning and Reduce-error pruning with
backfitting are proposed. However, experiments in these works considered rather
small ensembles or no statistical test were carried out. In this document we
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analyze whether it is possible to prune boosting ensembles and compare the
performance of a genetic algorithm devised to carry out this task with Kappa
and Reduce-error heuristics.

2 Adaboost Algorithm

Adaboost pseudocode is shown in Algorithm 1. The algorithm is fed with a
training set of examples S and a constant T that indicates how many weak hy-
potheses will be generated. The algorithm maintains a set of weights wt over the
training examples that are normalized to obtain a probability distribution pt. A
weak learner is trained with the examples and the distribution pt to obtain a
hypothesis ht whose training error is εt < 0.5. Next, a new weight vector wt+1 is
generated by using βt, a variable that depends on εt and takes values between 0
(when ht has error 0) and 1 (when ht has error 0.5). The weight of each example
that is correctly classified by ht is multiplied by βt, and therefore it is reduced
since 0 ≤ βt ≤ 1. The new weight vector wt+1 will be used during the next
iteration to generate hypothesis ht+1 forcing it to focus on the examples mis-
classified by ht. The process is repeated until T weak hypotheses are generated.
Finally, a hypothesis hf is produced by combining the outputs of the T weak
hypotheses in a weighted majority vote scheme. In this voting system the weight
of each hypothesis ht depends on its error on the training examples according
to distribution pt: the lower the error the higher the weight.

Algorithm 1. Adaboost.
Input: Set S of m labeled examples: S = {(xi, yi) : i = 1, 2, ..., m}. Constant T .

Labels Y = {1, ..., k}. Weak learner like C4.5 or CART

1. initialize wt(i) = 1/m,∀i = 1, ..., m
2. for t = 1 to T do:

(a) pt(i) = wt(i)/(
�

i wt(i)),∀i = 1, ..., m
(b) ht = weakLearner(pt, S)
(c) εt =

�
i pt(i)I{ht(xi) �= yi}

(d) βt = εt/(1 − εt)
(e) wt+1(i) = wt(i)β1−I{ht(xi)�=yi},∀i = 1, ..., m

Output: hf (x) = argmaxy∈Y {
�T

t=1(log 1/βt)I{ht(x) = y}

3 The Boosting Pruning Problem

Suppose we have an ensemble of classifiers (alongside with their weights) gen-
erated by Adaboost. Could it be possible to find a subensemble (the weights
are not changed) with lower generalization error than the original ensemble and
than any other subensemble? This question summarizes the boosting pruning
problem. We can make the assumption that minimizing the ensemble error over
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a validation set has as consequence the minimization of the generalization error.
Then, the problem is to find a subensemble whose error on a validation set is
the lowest possible. Using a validation set to prune the original ensemble has
as its major drawback the reduction of the the training set size and hence, the
accuracy of the resulting ensemble, but as we are focused on finding an answer
to the question stated before, our main objective is far from achieving the lowest
possible error rate.

The boosting pruning problem can be formalized as follows. We build a T ×m
matrix M , where T is the number of classifiers generated by Adaboost and m
is the number of examples in a validation set V = {x1, ...,xm}. The element
Mij of the matrix M is defined as Mij = wiI{hi(xj) = yj} − wiI{hi(xj) �= yj},
where yj is the class of example xj and wi is the weight of classifier i. The
boosting pruning problem is to find a vector v ∈ {0, 1}T so that vtM = zt

and z is a vector that has the fewest possible negative components. Due to the
optimization nature of the problem it is very likely to be NP-complete [13], so
only approximate solutions would be feasible.

4 Previous Pruning Methods

In this section we describe some already existing heuristics designed to prune
boosting ensembles [11]. The most successful algorithms so far are Reduce-error
pruning with backfitting and Kappa pruning. We also include another pruning
technique called Early Stopping.

4.1 Reduce-error Pruning with Backfitting

Reduce-error [11] uses a validation set to prune an ensemble of classifiers. It
follows a greedy strategy beginning with an empty subensemble of classifiers.
It progressively adds to the subensemble the classifier that, when added, makes
the new subensemble have the lowest error on a validation set. It adds classifiers
until the subensemble contains exactly M classifiers.

The add-on of backfitting implements the chance of reviewing previously
added classifiers. Each time a classifier is added to the subensemble, all the
previous classifiers (included the one just added) are checked. When checked, a
classifier is progressively replaced by each one of all the remaining classifiers to
see if the error of the set is reduced. If that is the case, then the original classifier
is replaced and it becomes available, otherwise it stays in the subensemble. In
the case that one classifier is replaced then the process of reviewing previously
added classifiers repeats until a maximum of 100 times.

4.2 Kappa Pruning

Kappa pruning [11] focuses on obtaining a subensemble of diverse classifiers. In
order to determine how much two classifiers ha and hb differ from each other the
Kappa measure is used. Consider a dataset S with m examples and L possible
classes, an L × L matrix C is calculated as
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Cij = #{x ∈ S|ha(x) = i and hb(x) = j} . (1)

If ha and hb are identical only the diagonal will contain non-zero values, otherwise
the more different they are the more non-zero values that there will be outside
the diagonal. The probability Θ1 that both classifiers are identical is

Θ1 =
∑L

i=1 Cii

m
. (2)

Nonetheless, Θ1 is not a formal measure of agreement. If one class is much more
common than the others it is natural to think that all classifiers will agree on
most of the examples of that class, otherwise their error would be too high. In
this situation Θ1 will have a high value for all classifiers and it will not take into
account how the classifiers differ in the examples from the less numerous classes.
For this reason we calculate the probability that two classifiers ha and hb agree
by chance as

Θ2 =
L∑

i=1

(∑L
j=1 Cij

m
·
∑L

j=1 Cji

m

)

(3)

then we define the κ measure as

κ =
Θ1 − Θ2

1 − Θ2
(4)

which takes value 0 when the agreement of the two classifiers ha and hb equals the
expected level of agreement by chance, and it takes value 1 when both classifiers
agree on every example.

Kappa pruning algorithm proceeds as follows. Given an ensemble of classifiers,
the κ measure for each pair of classifiers in the ensemble is calculated. Then, the
pairs are sorted in an ascending order regarding the κ value and the pair with
the lowest κ value is taken until M classifiers are selected. If one classifier has
already been taken and a pair with that classifier appears again then the pair
is ignored. Although Kappa pruning does not need a validation set, we use one
to calculate the κ value for each pair of classifiers. This way, we avoid training
bias and make the heuristic more competitive against the other methods.

4.3 Early Stopping

Early-stopping [11] is the simplest of the pruning techniques. It consists in taking
only the first M classifiers of the T ≥ M classifiers returned by Adaboost.

5 Evolutionary Approach

We propose a Genetic Algorithm (GA) [14] as a heuristic to solve the boosting
pruning problem. The evolutionary approach is well suited for this problem be-
cause of the combinatorial nature of the optimization problem, which involves
finding the best subset of a given set of classifiers.
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Let S be the set of size T which contains the classifiers returned by Adaboost.
Our algorithm searches in the space Ω = ℘(S), where ℘(S) represents the set
of all possible subsets of S. To represent the population that will undergo evo-
lution we use binary fixed-length strings in the space {0, 1}T . As a result, the
cardinality of the search space is |Ω| = 2|S|. We define the crossover operator as
one-point crossover where each point is chosen uniformly in the interval [1, T ].
The probability of carrying out crossover was set to pc = 0.6. Mutation is de-
fined as the bitwise flip, and it is applied with probability pm = 5 ·10−3 on every
allele.

The fitness function takes into account the error ε(s, V ) of the classifier en-
semble s ∈ Ω over a validation set of examples V

ε(s, V ) =
1

|V |
∑

x∈V

I{hs(x) �= y} (5)

where hs is the voted combination of the classifiers in s. The fitness function of
an individual s over a set of examples V is defined thus as

Φ(s) = 1 − ε(s, V ) . (6)

The fitness is scaled linearly in order to avoid outstanding individuals from
generating too many offspring, something which would reduce variability. The
probability of selecting an individual for reproduction at epoch n is proportional
to its fitness:

Prep(s) =
Φ(s)

∑
t∈Pn

Φ(t)
(7)

where Pn is the population set at epoch n. The rest of the parameters of the
GA were set empirically. The initial population was set to 60 individuals and
the algorithm was run over 1000 generations. Individuals s ∈ Ω are generated
randomly in the first generation by setting P (si = 1) = P (si = 0) = 0.5 for
every bit si, 1 ≤ i ≤ T .

6 Experiments and Results

In order to compare the performance of the previously exposed pruning meth-
ods, we carried out experiments over a set of classification problems from the
UCI Repository [15]. Table 1 displays the number of instances, attributes and
classes of each problem, as well as the size of the training, validation and test
sets used in the experiments. We used CART trees [3] as base learners for the
Adaboost algorithm (pt distribution is obtained by resampling). All computa-
tions were carried out using the R statistics software and the CART decision
trees package rpart. For each of the real world classification problems we built
100 random independent training, validation and test partitions of size 4

9 , 2
9

and 1
3 of the original problem size respectively. For the synthetic classification

problems Waveform, Twonorm and Ringnorm we generated 100 independent
train, validation and test sets of sizes showed in Table 1. Error estimates for
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Table 1. Characteristics of the data sets used in the experiments

Problem Cases Attr. Train Val. Test Classes
Glass 214 9 95 48 71 7
Chess 928 36 413 206 309 2
Ionosphere 351 34 156 78 117 2
Waveform - 21 300 100 5000 3
Twonorm - 20 300 100 5000 2
Ringnorm - 20 300 100 5000 2
Pima 768 8 341 171 256 2
Tic-tac-toe 958 9 426 213 319 2
Vowel 990 10 440 220 330 11
Segment 210 19 93 47 70 7
Sonar 208 60 93 46 69 2
Vehicle 846 18 376 188 282 4

each problem were obtained as the average of each pruning method over the 100
random independent partitions.

The computation of the error estimates involved repeating 100 times the fol-
lowing steps. (i) Generate random partitions of the original data as described
above. (ii) Call Adaboost to build a boosting ensemble of 100 classifiers using
the training set. (iii) Prune the ensemble returned by Adaboost by means of our
genetic algorithm using the validation set. (iv) Perform Kappa and Reduce-error
pruning over the original ensemble so that the resulting subensemble has the
same size as the one returned by the genetic algorithm. The validation set is
also used for this task. (v) Prune the original ensemble using the Early Stopping
method. (vi) Estimate the generalization error of all the obtained subensembles
and the original ensemble over the test set.

Table 2 shows the averaged test error of each pruning method for each prob-
lem. On most of the problems the genetic approach obtained lower or similar
error results than the other methods, and in some problems it even outper-
forms the generalization error of the full ensemble. A paired t-test performed
over the differences between the errors of each pruning method and the genetic
approach states that there is statistical evidence for a difference in their gener-
alization error in some of the problems investigated (see Table 3). Table 2 also
shows the average size of the subensemble returned by the genetic algorithm
on each problem. It is interesting to notice that the average size is usually a
bit less that half the size of the original ensemble. This has no relation with
the probabilities P (si = 1) = P (si = 0) = 0.5 used to generate the initial
population in the genetic algorithm because similar results were obtained with
P (si = 1) = 0.9, P (si = 0) = 0.1.

In the Tic-tac-toe and Vowel problems the GA approach outperforms all the
other pruning techniques while in all the other problems (except Waveform)
its performance is as good as the best of them. In the problems Waveform and
Pima, both Reduce-error and the genetic algorithm overfit the validation set and
have a worse result on the test set, both with similar error values. This overfitting
is more clear in the synthetic problem where Early stopping, which does not use
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Table 2. Test error values for the original ensemble and each pruning algorithm along-
side with the size of the resulting pruned ensemble. Error values in bold indicate the
best pruning approach.

Problem Original GA RE Kappa ES #Trees
Chess 2.25±1 2.13±0.9 2.15±0.91 3.59±1.39 2.33±1.04 45.75±5.82
Glass 26.99±5.42 26.56±5.66 27.27±5.06 29.13±5.69 28.25±5.38 42.47±5.96
Ionosphere 7.2±2.49 7.42±2.66 7.45±2.46 9.44±2.93 7.67±2.42 44.66±5.47
Pima 26.5±2.58 27.12±2.47 26.93±2.43 28.61±2.47 26.88±2.58 38.54±5.19
Ringnorm 5.35±0.61 6.36±0.79 6.39±0.77 8.01±0.97 6.44±0.73 48.7±5.48
Segment 11.19±4.01 10.76±3.66 10.67±3.77 12.26±4.06 11.33±4.16 45.47±6.99
Sonar 19.86±4.82 20.29±4.57 20.3±4.63 22.25±4.49 20.8±4.87 44.23±6.11
Tic-tac-toe 2.17±0.99 2.24±0.87 2.47±0.96 4.35±1.5 2.59±1.12 49.81±5.33
Twonorm 4.12±0.35 4.82±0.5 4.8±0.48 5.09±0.57 4.85±0.46 47.67±5.94
Vehicle 24.63±2.11 25.18±2.28 24.91±2.14 25.46±2.08 25.2±2.42 38.24±5.03
Vowel 11.94±2.27 11.58±2.21 12.04±2.25 12.84±2.26 13.04±2.39 42.48±4.52
Waveform 17.21±0.78 18.1±0.82 18.01±0.72 18.63±0.83 17.96±0.75 41.27±6.06

Table 3. Results of a paried t-test performed over the differences in test error values
between the GA and the other methods. It is highlighted where there is statistical
evidence in favor of the GA (bold) and against it (underline).

Problem Original RE Kappa ES
Chess 4.5·10−2 7.2·10−1 4·10−23 5.7·10−3

Glass 2.5·10−1 5.9·10−2 4.1·10−7 1.2·10−4

Ionosphere 1.8·10−1 8.4·10−1 3.6·10−14 1.6·10−1

Pima 1.9·10−3 3.7·10−1 2.1·10−9 2.4·10−1

Ringnorm 1.7·10−34 6.3·10−1 4.6·10−40 1.7·10−1

Segment 3.9·10−2 6.7·10−1 2·10−6 8·10−3

Sonar 3.4·10−1 9.7·10−1 2.9·10−4 2.8·10−1

Tic-tac-toe 3.4·10−1 6.4·10−3 1.6·10−28 3.9·10−4

Twonorm 4·10−37 6.9·10−1 2.2·10−8 3.7·10−1

Vehicle 2.2·10−3 1.3·10−1 1.5·10−1 9.2·10−1

Vowel 9·10−3 4.2·10−3 7.4·10−14 4.8·10−17

Waveform 9.6·10−28 1.3·10−1 7.9·10−13 2.7·10−2

a validation set, obtains the best result. We point out the bad results of Kappa
pruning similar to those obtained in [12]. Finally, we notice that pruning only
improves performance in the problems Chess, Segment and Vowel while in the
others it has a detrimental effect. This means that the question of whether to
apply the known pruning thecniques or not is problem dependent.

7 Conclusion

In this work we have proposed a genetic algorithm to find an approximate solu-
tion to the boosting pruning problem. Experimental results over a wide variety of
classification problems show that this evolutionary approach most of the times



Pruning Adaptive Boosting Ensembles by Means of a Genetic Algorithm 329

obtains similar and sometimes better error values than other existing heuris-
tics like Kappa and Reduce-error. Moreover, the observed error rates of pruned
ensembles indicate that it is possible to extract subensembles with better predic-
tion accuracy than the full Adaboost ensemble. However, a validation set must
be used for this task. Finally, we have also shown that the question of whether
to apply the available pruning thecniques or not is problem dependent.
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Abstract. In this paper we propose some methods to build a kernel ma-
trix for classification purposes using Support Vector Machines (SVMs)
by fusing polynomial kernels. The proposed techniques have been suc-
cessfully evaluated on artificial and real data sets. The new methods
outperform the best individual kernel under consideration and they can
be used as an alternative to the parameter selection problem in polyno-
mial kernel methods.

1 Introduction

It is well known that the choice of kernel parameters is often critical for the
good performance of Support Vector Machines (SVMs). Nevertheless, to find
optimal values in terms of generalization performance for the kernel parameters
is an open and hard to solve question. An a priori kernel selection for SVM is
a difficult task [2]. The polynomial kernel function is one of the most popular
classical SVM kernels. Several practical proposals to automatically select the
polynomial kernel function and its optimum degree for SVM have been made
[9,1]. However, there is not a simple and unique technique to select the best set
of parameters to build a kernel matrix. Our proposal is based on the fusion of the
different polynomial kernel matrices that arise with the use of a range of values
for the unkown parameters. Fusing kernels provides a solution that minimizes
the effect of a bad parameter choice. An intuitive and usual approach to build
this fusion is to consider linear combinations of the matrices. This is the proposal
in [6], which is based on the solution of a semi-definite programming problem to
calculate the coefficients of the linear combination. Nevertheless, the solution of
this kind of optimization problem is computationally very expensive [14].

In this paper we propose several methods to build a kernel matrix from a
collection of polynomial kernels generated from different values of the unkown
parameters in the polynomial kernel function. The functions involved in the
proposed methods take advantage of class conditional probabilities and nearest
neighbour techniques.

The paper is organized as follows. The general framework for the methods is
presented in Section 2. The proposed methods are described in Section 3. The
experimental setup and results on artificial and real data sets are described in
Section 4. Section 5 concludes.
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2 General Framework

Consider the general expression of the polynomial kernel function:

K(xi, xj) = (a + bxT
i xj)d , (1)

where a, b and d are the function parameters, and xi and xj are data points in
the sample. If a = 0 and b = d = 1, then the classical linear kernel is obtained.
As already mentioned, our proposal is based on the generation of a collection of
kernel matrices using a wide range of values for the unkown polynomial kernel
parameters. Once the collection has been built, we will fuse the matrices in order
to build a unique kernel.

There is an explicit relation between a kernel matrix and a distance-based
similarity matrix. If K is a polynomial kernel matrix, then D2 = keT +ekT −2K
is a matrix of square Euclidean distances [5], where k is a vector made up of the
diagonal elements of K. It is well known that every distance is a dissimilarity
measure, and several methods to transform dissimilarities into similarities have
been proposed in the literature (see [10] for a complete review). For instance, we
can use:

S = −1
2
HD2H , (2)

where H = In − 1
n1n1T

n , In is the identity matrix of order n, 1n is a column
vector of ones and n is the sample size. Therefore, in the following we will work
with similarities. This is not a constraint since, given a kernel matrix and using
the previous arguments, it is immediate to build a similarity matrix.

In order to fuse the similarity matrices we make use of the concept of func-
tional fusion of matrices. This concept is based on the one introduced originally
in [8].

Let S1, S2, ...SM be a set of M normalized input polynomial similarity ma-
trices defined from (1) on a data set X , and denote by S∗ the desired output
combination. Let y denote the label vector, where for simplicity yi ∈ {−1, +1}
(the extension to the multiclass case is straightforward).

Consider the following (functional) weighted sum:

S∗ =
M∑

m=1

Wm ⊗ Sm , (3)

where Wm = [wm(xi, xj)] is a matrix whose elements are nonlinear functions
wm(xi, xj), and ‘⊗’ denotes the element by element product between matrices
(Hadamard product). Notice that if wm(xi, xj) = μm, where μm , m = 1, . . .M
are constants, then the method reduces to calculate a simple linear combination
of matrices:

S∗ =
M∑

m=1

μmSm . (4)

Several methods have been suggested to learn the coefficients μm of the linear
combination [4,6]. Thus, the formulation used in these papers is a particular case
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of the formula we propose. For instance, if we take μm = 1
M , the average of the

input matrices is obtained.
Regarding our proposals, consider the (i, j) element of the matrix S∗ in (3):

S∗(xi, xj) =
M∑

m=1

wm(xi, xj)Sm(xi, xj) . (5)

This is the general formula of our approximation. In this way, we will generate
a particular weight for each pair of elements under consideration.

An aspect that has to be treated before describing the methods is the fact
that the matrix arising from the combination has to be a positive semi-definite
matrix. Since this can not be guaranteed in advance, we make use of some of
the several solutions that have been proposed to solve this difficulty [12]. For
instance, consider the spectral decomposition S∗ = QΛQT , where Λ is a diagonal
matrix containing (in decreasing order) the eigenvalues of S∗, and Q is the
matrix of the corresponding eigenvectors. Assume that Λ has at least p positive
eigenvalues. We can consider a p-dimensional representation by taking the first
p columns of Q: QpΛpQ

T
p . We will refer to this technique as ‘Positive Eigenvalue

Transformation’. A computationally cheaper solution is to consider the definition
of a new kernel matrix as S∗2. Notice that, in this case, the new matrix is:
QΛ2QT . We call this method ‘Square Eigenvalue Transformation’. In practice,
there seems not to be a universally best method to solve this problem [11].

3 Some Specific Proposals

The next section describes a common feature to the methods we propose: The
use of conditional class probabilities in order to build the weights wm(xi, xj)
introduced in the previous section.

3.1 Conditional Class Probabilities

Consider the pair (xi, yi) and an unlabelled observation xj . Given the observed
value xj , define P (yi|xj) as the probability of xj being in class yi. If xi and
xj belong to the same class this probability should be high. Unfortunately, this
probability is unknown and has to be estimated. In our proposals, we will esti-
mate it by:

P (yi|xj) =
nij

n
, (6)

where nij is the number of the n-nearest neighbours of xj belonging to class yi.
Notice that each similarity matrix induces a different type of neighborhood.

Hence, it is advisable to estimate this probability for each representation, that is,
for the matrix Sm we will estimate the conditional probabilities Pm(yi|xj) using
the induced distances matrix D2

m. We will need the average of this conditional
probabilities over the similarity matrices:

ρ̄(xi, xj) =
P̄ (yi|xj) + P̄ (yj |xi)

2
, (7)
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where P̄ (yi|xj) = 1
M

∑M
m=1 Pm(yi|xj).

To estimate the conditional class probabilities, the appropriate size of the
neighbourhood has to be determined. We propose a dynamic and automatic
method: given two points xi and xj , we look for the first common neighbour.
For each data point (xi and xj), the size k of the neighbourhood will be de-
termined by the number of neighbours nearer than the common neighbour.
To be more specific, let R(xi, n) = {n-nearest neighbours of xi}, then k =
argminn{R(xi, n) ∩ R(xj , n) �= ∅}. Obviously, the size k of the neighbourhood
depends on the particular pair of points under consideration.

At this point, we have the tools to implement some particular proposals of
combination methods.

3.2 The ‘MaxMin’ Method

The ‘MaxMin’ method (first used in [8]) produces a functional fusion of two simi-
larity matrices, namely, the maximum and the minimum of the ordered sequence
of similarities, being zero the weight assigned to the rest of the similarities. Con-
sider the ordered sequence:

min
1≤m≤M

Sm(xi, xj) = S[1](xi, xj) ≤ . . . ≤ S[M ](xi, xj) = max
1≤m≤M

Sm(xi, xj) ,

where the subscript [·] denotes the position induced by the order. This method
builds each element of S∗ using the formula:

S∗(xi, xj) = ρ̄(xi, xj)S[M ](xi, xj) + (1 − ρ̄(xi, xj))S[1](xi, xj) . (8)

If xi and xj belong to the same class then the conditional class probabilities
ρ̄(xi, xj) will be high and the method guarantees that S∗(xi, xj) will be large.
On the other hand, if xi and xj belong to different classes the conditional class
probabilities ρ̄(xi, xj) will be low and the method will produce a value close to
the minimum of the similarities. In the following, this method will be refered as
MaxMin.

3.3 The Percentile-in Method

Next we propose a method whose assignment of positive weights wm(xi, xj) is
based on the order induced by the similarities. The method builds each element
of S∗ using the following formulae:

S∗(xi, xj) = S�ρ̄(xi,xj)M� , (9)

where the subscript �·	 denotes the upper rounding of the argument.
We denote this method by ‘Percentile-in’ method [8] . If the class probability

ρ̄(xi, xj) is high, we can expect a high similarity between xi and xj and the
method will guarantee a high S∗(xi, xj). If the class probability ρ̄(xi, xj) is low,
S∗(xi, xj) will be also low.
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3.4 The Percentile-out Method

As in the previous method, the last proposed technique is based on the order
induced by the similarities. However, in this case two similarities are considered.
Each element of the S∗ matrix is built as follows:

S∗(xi, xj) =
1
2

(
S�P̄ (yi|xj)M� + S�P̄ (yj |xi)M�

)
, (10)

where the subscript �·	 denotes the upper rounding of the argument. We denote
this method by ‘Percentile-out’ method [8] .

If the conditional class probabilities P̄ (yi|xj) and P̄ (yj |xi) are high, we can
expect a high similarity between xi and xj and both methods will guarantee a
high S∗(xi, xj). If the conditional class probabilities P̄ (yi|xj) and P̄ (yj |xi) are
both low, S∗(xi, xj) will be also low.

4 Experiments

To test the performance of the proposed methods, a SVM (with the upper bound
on the dual variables fixed to 1) has been trained on several real data sets using
the output matrix S∗ constructed.

In order to classify a non-labelled data point x, S∗(x, i) has to be evaluated.
We calculate two different values for S∗(x, i), the first one assumming x belongs
to class +1 and the second assumming x belongs to class −1. For each assump-
tion, we compute the distance between x and the SVM hyperplane and assign x
to the class corresponding to the largest distance from the hyperplane.

Since our technique is based on the calculation of the nearest neighbours, we
have compared the proposed methods with the k-Nearest Neighbour classifica-
tion (k-NN, using the optimal value k = l

4
p+4 , where l is the sample size and p

is the data dimension [13]). In order to evaluate the improvement provided by
our proposals, we have carried out a Wilcoxon signed-rank test (see for instance
[7]). This nonparametric test is used to compare the median of the results for
different runs of each method. So, the null hypothesis of the test is that our
methods do not improve the individual kernels.

4.1 The Three Spheres Example

The data set contains 300 data points in IR4. We generate three different groups
of observations (100 observations per group) corresponding to three spheres in
IR3. The center is the same for the three spheres (0, 0, 0) and the radii are
different (0.1, 0.3, and 1 respectively). The 100 points on the sphere with radio
equals to 0.3 belong to class +1, and the other 200 points belong to class −1.
Finally a fourth random additional dimension is added to the data set, following
a Normal distribution (centered in 0 and with 10−2 as standard deviation). We
use 50% of the data for training and 50% for testing.

Let {K1, . . . , K5} be a set of polynomial kernels with parameters d = 1, 2, 3,
4, 5 respectively, and a = b = 1. We use the Square Eigenvalue Transformation
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method to solve the problem of building a positive semi-definite matrix. Table
1 shows the performance of the proposed methods when fusing these kernel
matrices. The results have been averaged over 10 runs.

The MaxMin and Percentile methods show the best overall performance. All
our fusion methods provide better results than the best polynomial kernel, often
using a significant lower number of support vectors. Regarding the Wilcoxon
signed-rank test for the comparison of our methods with the best individual
polynomial kernel, the p-values are smaller than 0.001 for all our methods. So
the improvement obtained by the use of our proposals is statistically signifi-
cant. Notice that the results using any of the single kernels are very poor, while
the results obtained using any of our combination methods are significatively
better.

Table 1. Percentage of missclassified data, sensitivity (Sens.), specificity (Spec.) and
percentage of support vectors for the three spheres data set. Standard deviations in
brackets.

Train Test Support
Method Error Sens. Spec. Error Sens. Spec. Vectors

Polynomiald=1 31.8 (2.5) 0.000 1.000 34.9 (2.5) 0.000 1.000 69.5 (5.0)
Polynomiald=2 31.8 (2.5) 0.000 1.000 34.9 (2.5) 0.000 1.000 75.7 (7.9)
Polynomiald=3 30.6 (1.8) 0.200 0.909 36.1 (1.8) 0.200 0.891 71.7 (5.6)
Polynomiald=4 23.7 (7.3) 0.377 0.893 31.7 (7.0) 0.293 0.816 69.5 (4.6)
Polynomiald=5 14.7 (2.5) 0.541 0.958 24.1 (7.0) 0.436 0.798 69.5 (4.6)

MaxMin 4.0 (0.8) 0.964 0.958 5.5 (2.5) 0.921 0.958 8.4 (1.2)
Percentile-in 5.5 (1.4) 0.907 0.963 6.9 (3.2) 0.864 0.967 7.6 (1.4)
Percentile-out 4.5 (1.1) 0.941 0.959 6.9 (2.9) 0.886 0.957 8.5 (1.5)
k-NN 10.9 (2.4) 0.795 0.934 15.7 (4.2) 0.725 0.904 — (—)

4.2 Ionosphere Data Set

In this section we have worked with a database from the UCI Machine Learning
Repository: the Johns Hopkins University Ionosphere database [3]. In this case,
the data set consists of 351 observations with 34 continous predictor attributes
variables each. We have used 60% of the data for training and 40% for testing.

For this data set we have considered the fusion of three polynomial ker-
nels with d = 1, d = 2 and d = 3 respectively. We use the Positive Eigen-
value Transformation to solve the problem of building a positive semi-definite
matrix.

The classification results are shown in Table 2. The MaxMin method, the
Percentile-in method, and the Percentile-out method clearly improve the indi-
vidual polynomial kernels under consideration. The improvement obtained by
the use of our proposals is statistically significant: the p-values for the compar-
ison of our methods with the best individual polynomial, using the Wilcoxon
signed-rank test, are smaller than 0.01 for all our methods.
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Table 2. Percentage of missclassified data and percentage of support vectors for the
ionosphere data set. Standard deviations in brackets.

Train Test Support
Method Error Error Vectors

Polynomiald=1 4.6 (0.3) 11.9 (2.0) 25.2 (1.6)
Polynomiald=2 0.0 (0.0) 15.9 (3.9) 27.9 (2.1)
Polynomiald=3 0.0 (0.0) 16.7 (2.8) 31.0 (1.4)

MaxMin 2.5 (0.6) 5.5 (1.4) 23.0 (1.5)
Percentile-in 3.1 (0.4) 5.7 (1.0) 23.6 (1.9)
Percentile-out 3.9 (0.6) 7.0 (2.2) 23.0 (1.9)
k-NN 19.7 (2.1) 21.8 (4.0) — (—)

5 Conclusions

In this paper, we have proposed some methods for the fusion of polynomial
kernels in order to improve their classification ability. The proposed techniques
are specially usefull when does not exist an overall and unique best polynomial
kernel. The suggested kernel fusion methods compare favorably to the single use
of one of the polynomial kernels involved in the combination. Further research
will focus on the theoretical properties of the methods. In particular, the methods
shown in this paper do not take full advantage of the concept of the functional
weighted sum described in (3): we think that there is room for improvement and
more sophisticated ways for the calculus of the weights for the particular case of
polynomial kernel matrices may be designed.

A natural extension of this work would be its generalization for the fusion of
different types of kernels but, in this case, the normalization of the kernels has
to be carefully studied.
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Abstract. We suggest and implement WPS (Wearable Personal Station) and 
Web-based robust Language Processing Interface (LPI) integrating speech and 
sign language (the Korean Standard Sign Language; KSSL). In other word, the 
LPI is integration language recognition and processing system that can select 
suitable language recognition system according to noise degree in given noise 
environment, and it is extended into embedded and ubiquitous-oriented the next 
generation language processing system that can take the place of a traditional 
uni-modal language recognition system using only 1 sensory channel based on 
desk-top PC and wire communication net. In experiment results, while an aver-
age recognition rate of uni-modal recognizer using KSSL only is 92.58% and 
speech only is 93.28%, advanced LPI deduced an average recognition rate of 
95.09% for 52 sentential recognition models. Also, average recognition time is 
0.3 seconds in LPI. 

1   Introduction 

The Multi-Modal Interface (MMI) for man-machine interaction aims to make consid-
erable advances in interface technology by offering users a wide range of interaction 
facilities within the same interface system. In other word, the multi-modal interfaces 
integrating various sensory channels such as speech, vision and haptic can increase 
the bandwidth and application of human-computer interaction and it may improve the 
interactive properties and functions of the system [1]. Nowadays, multi-modal sys-
tems are at the center of many research areas like computer science, philosophy, 
mathematics, linguistics, social science, and economics [2], [3]. However, desktop PC 
and wire communications net-based traditional studies on pattern recognition and 
multimodal interaction generally have some restrictions and problems according to 
using of the vision technologies for recognition and acquisition of the haptic-gesture 
information. That is, according as most of traditional studies like this keep the accent 
on an implementation of uni-modal recognition and translation system that recognizes 
and represents one of various natural components based on wire communications net 
and a vision technology, they have not only several restrictions such as limitation of 
representation, conditionality on the space and limitation of the motion, but also some 
problems such as uncertainty of measurement and a necessity of complex computa-
tional algorithms according to using of vision technologies. Consequently, we suggest 
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and implement advanced LPI integrating speech and KSSL gestures based on the 
VXML for web-based speech recognition and ubiquitous computing-oriented WPS 
with a built-in KSSL recognizer.  

2   Wearable Personal Station-Based Embedded KSSL Recognizer 

2.1   Regulation and Components of the KSSL 

Not only a absolute natural learning and interpretation of the KSSL very difficult and 
takes a long time to represent and translate it fluently in hearing person, but also 
understanding and learning of spoken language in the hearing-impaired is impossible 
and uncertain. In other words, because the KSSL is very complicated and is con-
sisted of considerable numerous gestures, motions and so on, it are impossible that 
recognize all dialog components which are represented by the hearing-impaired. 
Therefore, we prescribe that this paper is a fundamental study for perfect dialog and 
communication between the hearing-impaired and hearing person, and selected 25 
basic KSSL gestures connected with a travel information scenario according to the 
"Korean Standard Sign Language Tutor (hereinafter, “KSSLT”)[4]". And necessary 
23 hand gestures for travel information - KSSL gestures are classified as hand’s 
shapes, pitch and roll degree. Consequently, we constructed 52 sentential KSSL 
recognition models according to associability and presentation of hand gestures and 
basic KSSL gestures.   

2.2   Improved KSSL Input Module Using Wireless Haptic Devices 

For the KSSL input module, we adopted blue-tooth module for wireless sensor net-
work, 5DT company’s wireless data (sensor) gloves and fastrak® which are one of 
popular input devices in the haptic application field. Wireless data gloves are basic 
gesture recognition equipment that can acquires and capture various haptic informa-
tion (e.g. hand or finger’s stooping degree, direction) using fiber-optic flex sensor.. 
Each flexure value has a decimal range of 0 to 255, with a low value indicating an 
inflexed finger, and a high value indicating a flexed finger. Also, the fastrak® is elec-
tromagnetic motion tracking system, a 3D digitizer and a quad receiver motion 
tracker. And it provides dynamic, real-time measurements of six degrees of freedom; 
position (X, Y, and Z Cartesian coordinates) and orientation (azimuth, elevation, and 
roll) [5]. The architecture and composition of KSSL input module is shown in Fig. 1. 

 

 

Fig. 1. The architecture and composition of the KSSL input module 



340 J.-H. Kim and K.-S. Hong 

2.3   Feature Extraction and Recognition Models Using RDBMS 
 

A statistical classification algorithms such as K-means clustering, QT (Quality 
Threshold) clustering, fuzzy c-means clustering algorithm and Self-Organizing Map 
(SOM) had been applied universally in a traditional pattern recognition systems with 
unsupervised training, including machine training, data mining, pattern recognition, 
image analysis and bioinformatics [6], [7], [8]. However, such classification 
algorithms have some restrictions and problems such as the necessity of complicated 
mathematical computation according to multidimensional features, the difficulty of 
application in a distributed processing system, relativity of computation costs by pat-
terns (data) size, minimization of memory swapping and assignment. Accordingly, for 
a clustering method for efficient feature extraction and a construction of train-
ing/recognition models based on a distributed computing, we suggest and introduce 
improved RDBMS (Relational Data-Base Management System) clustering module to 
resolve such a restrictions and problems. The RDBMS has the capability to recombine 
the data items from different files, providing powerful tools for data usage [9], [10]. A 
clustering rule to segment valid gesture record set and invalid record set in the 
RDBMS classification module is shown in Fig. 2. 
 

 

Fig. 2. The clustering rules to segment in the RDBMS classification module 

2.4   Fuzzy Max-Min Composition-Based the KSSL Recognition 

Fuzzification and Membership Function. We applied trapezoidal shaped member-
ship functions for representation of fuzzy numbers-sets, and this shape is originated 
from the fact that there are several points whose membership degree is maximum. To 
define and describe trapezoidal shaped membership functions, we define trapezoidal 
fuzzy numbers-set A as A = (a, b, c, d), and the membership function of this fuzzy 
numbers-set will be interpreted as Equation (1) and Fig. 3. Also, a suppositions and 
basic rules for its design and representation are as following and the proposed the 
fuzzy membership functions are shown in Fig. 4. 
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Fig. 3. Trapezoidal fuzzy numbers-set A as A = (a, b, c, d) 

 

  

Fig. 4. The fuzzy membership functions for KSSL recognition. Because fuzzy numbers-sets 
according to KSSL recognition models are very various and so many, we represent membership 
functions partially: "YOU" in KSSL).  

Max-Min Composition of Fuzzy Relation. In this paper, we utilized the fuzzy max-
min composition to extend a crisp relation concept to relation concept with fuzzy 
proposition and to reason approximate conclusion by composition arithmetic of fuzzy rela-
tion. Two fuzzy relations R and S are defined on sets A, B and C (we prescribed the 
accuracy of hand gestures and basic KSSL gestures, object KSSL recognition models 
as the sets of events that are happened in KSSL recognition with the sets A, B and C). 
The composition S • R = SR of two relations R and S is expressed by the relation from 
A to C, and this composition is defined in Equation (1) [11]. 

][ ))zy(μ,)yx,(μ(Min
y

Max)zx,(

C,B)z,y(,BA)y,x(For

SRRSμ , =

×∈×∈

•

            

(1) 

S • R from this elaboration is a subset of A × C. That is, S • R ⊆ A × C.  If the rela-
tions R and S are represented by matrices MR and MS, the matrix MS • R corresponding 
to S • R is obtained from the product of MR and MS ; MS • R = MR • MS.. Also, the matrix 
M S • R  represents max-min composition that reason and analyze the possibility of C 
when A is occurred and it is also given in Fig. 5.  
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Fig. 5. Composition of fuzzy relation 

3   Voice-XML for Web-Based Speech Recognition and Synthesis �

3.1   Components and Architecture of Voice-XML 

VXML is the W3C's standard XML format for specifying interactive voice dialogues 
between a human and a computer [12]. A document server (e.g. a Web server) proc-
esses requests from a client application, the VXML Interpreter, through the VXML 
interpreter context. The server produces VXML documents in reply, which are proc-
essed by the VXML interpreter. The VXML interpreter context may monitor user 
inputs in parallel with the VXML interpreter. The implementation platform is con-
trolled by the VXML interpreter context and by the VXML interpreter. The compo-
nents and architecture of VXML 2.0 by W3C are shown in Fig. 6. 
 

 

Fig. 6. The components of architectural model and architecture of W3C's VXML 2.0 

 

3.2   Integration Scheme of Speech and KSSL for the LPI 

The user connects to VXML server through web and telephone network using WPS 
based on wireless networks and telephone terminal, and input prescribed speech and 
KSSL. The user's sentential speech data which is inputted into telephone terminal 
transmits to ASR-engine and saves sentential ASR results to MMI database. Also, the 
KSSL data which is inputted into embedded WPS is recognized by sentential KSSL 
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recognizer, transmits and saves sentential recognition results to VXML server using 
TCP/IP protocol based on middleware and wireless sensor networks. Sentential ASR 
and KSSL recognition results execute comparison arithmetic by internal SQL logic, 
and transmit arithmetic results to the LPI. Arithmetic results are definite intention that 
user presents. Finally, user’s intention is provided to user through speech (TTS) and 
visualization. The KSSL recognition processes of the LPI synchronize with the 
speech recognition and synthesis using VXML and MMI database.  

 

Fig. 7. The components and architecture of the LPI using speech and sign language  

 

 

Fig. 8. The flowchart of the LPI integrating VXML and KSSL Recognizer 

Also, even if speech recognition system of laboratory environment that have the 
high recognition rate, because  its recognition performance is fallen greatly in noise 
environment, could deduce the higher recognition rate according as give suitable 
weight by noise degree to each language recognition system. The suggested a scenario 
and architecture of the LPI using speech and KSSL are shown in Fig. 7. And a flow-
chart of the LPI integrating VXML for web-based speech recognition and synthesis 
and ubiquitous-oriented sentential KSSL recognizer is shown in Fig. 8. 
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4   Experiments and Results  

Experimental set-up is as follows. The distance between the KSSL input module and 
embedded WPS for processing of the KSSL recognition composed in about radius 
10M's ellipse form. When user inputs the KSSL and speech, we move data gloves and 
receivers of motion tracker to prescribed position. For every 15 reagents, we repeat 
this action 10 times. While user inputs the KSSL using data gloves and motion 
tracker, speak using blue-tooth headset of telephone terminal. Experimental results, 
the uni-modal and the LPI recognition rate for 52 sentential recognition models are 
shown in Table 1. Also, the comparison charts are given in Fig.9 respectively. 

  

Fig. 9. Average recognition rate of the uni-modal and the LPI 

Table 1. Uni-modal and the the LPI recognition rate for 52 sentential recognition models 

Uni-modal Language Processing Interface LPI 
The KSSL (%) Speech (%) 52 Sentence models 

Evaluation 
(R: Recognition) 

Reagent 
R-Rate (%) R-Time(sec) R-Rate (%) R-Time(sec) R-Rate (%) R-Time(sec) 

Reagent  1 92.7 0.26  93.2 0.21  95.4 0.31  
Reagent  2 91.8 0.24  92.9 0.23  95.2 0.30  
Reagent  3 92.9 0.23  93.2 0.24  95.6 0.27  
Reagent  4 93.1 0.31  93.8 0.21  96.1 0.32  
Reagent  5 93.2 0.24  93.9 0.24  94.9 0.27  
Reagent  6 92.1 0.26  92.5 0.26  94.7 0.30  
Reagent  7 90.8 0.27  92.7 0.22  94.8 0.30  
Reagent  8 91.4 0.29  93.2 0.21  95.1 0.32  
Reagent  9 93.1 0.27  92.6 0.23  94.5 0.29  
Reagent10 93.1 0.26  93.8 0.24  94.7 0.30  
Reagent11 92.2 0.32  93.7 0.29  95.3 0.33  
Reagent12 93.1 0.26  92.9 0.22  95.1 0.32  
Reagent13 92.5 0.28  93.4 0.23  95.8 0.33  
Reagent14 92.8 0.27  93.2 0.22  94.9 0.29  
Reagent15 93.9 0.26  94.2 0.21  94.3 0.28  
Average  92.58 0.27  93.28 0.23 95.09 0.30  

 

5   Summary and Conclusions 

Multimodal interaction provides the user with multiple modes of interfacing with a 
system beyond the traditional keyboard and mouse input/output. The most common 
such interface combines a visual modality with a voice modality. Suggested LPI for 
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multi-modal interaction support the two major types of multi-modality for language 
recognition based on embedded and ubiquitous computing: 1) sequential multi-
modality allows users to move seamlessly between speech and the KSSL recognition 
modes. Sequential multi-modality offers real value when different steps of a single 
application are more effective in one mode than the other. Particularly, in a language 
recognition application, it is more effective to speak the user's intentions (speech 
recognition mode) than to represent the KSSL in noiseless environment, yet it may be 
preferable to recognize the KSSL (sign language recognition mode) than to listen in 
noise environment. The swap between speech and the KSSL recognition modes may 
be initiated by the application or by the user, 2) simultaneous multi-modality, where 
the device has both modes active, empowers the user to use speech and sign language 
communication simultaneously according to the noise degree. In experiment results, 
the LPI is more efficient and powerful than uni-modal recognition system that uses 
one in the KSSL or speech. Especially, while the average recognition rate of uni-
modal recognition system that use KSSL (gesture) only is 92.58%, the LPI deduced an 
average recognition rate of 95.09% and showed difference of an average recognition 
rate as much as about 2.51%.  
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Abstract. We propose an enhanced QA model with combination of hetero-
geneous answer acquisition methods. Our QA system is based on web encyclo-
pedia in Korean. We investigated characteristic features of the encyclopedia and 
incorporate them in our answer acquisition methods. We defined three different 
types of answer extraction methods: learning-based, pattern-based, and tradi-
tional statistical methods. By empirical experiments, we obtained 59% improve-
ment on MRR as well as 2.3 times speedy response. 

Keywords: Question Answering, Knowledge acquisition, Machine learning.  

1   Introduction 

Most of early studies on Question Answering (QA) have performed a single strategy 
for acquiring answer. Typical QA consists roughly of question analysis, answer 
retrieval, and candidate answer indexing [1]. Although a typical QA system classifies 
questions based on expected answer types, it adopts the same strategy for candidate 
answer indexing.  

For revealing various question and answer types, we collected real users’ questions 
from the commercial web site logs 1 . We gathered 2,569 questions during three 
months. Over 80% questions could find the answer in encyclopedia except questions 
from gossips or scandals about entertainers. Contrary to some web documents which 
contain indefinite information in terms of uncertainty of web, encyclopedia contains 
the facts which were already approved or occurred in the past. Moreover, the Web, 
while nearly infinite in content, is not a complete repository of useful information, 
thus we need to prepared answers in advance. 

On the other hand, there are many typical sentences which can be patternized or be 
learnable in encyclopedia. That means we might prepare candidate answers based on 
knowledge acquisition approach in advance. For example, a sentence, ‘Capital: Paris’, 
in the document which explains about ‘France’, contains the answer for “where is the 
capital of France?”. Based on these observations, we investigate three different 
answer extraction methods based on Korean encyclopedia. We utilize machine-
learning and pattern-matching techniques. Our system combines pre-acquired answers 
                                                           
1 Nate Encyclopedia Service(http://100.nate.com), Naver manual QA Service(http://kin.naver. 

com), Yahoo Korea Encyclopedia Service(http://kr.dic.yahoo.com). 
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for finding answer, thus attempts to improve the QA performance in terms of 
response accuracy. It is against the fact that typical QA retrieves answers in real-time 
when a user question entered.  

2   Heterogeneous Answers in Encyclopedia 

Figure 1 shows our QA system using four different answer bases and a document 
containing various answers. A question about a diseases or syndrome might ask for 
‘alias’, ‘discovery date’, or ‘discovery person’. The second highlighted sentence in 
Figure 1 has information about alias of a Down syndrome. It might be an answer for a 
question, “what is alias of Down syndrome?”. We notice that the Information 
Extraction (IE) system is successful in the closed domain such as encyclopedia [2]. 

Question

Question Type 
classification

Question Analysis

Learning-
based 

Pattern-
based

Statistical 
Indexing

Answer 
Acquisition

Documents in
Encyclopedia

Record_Q Desc_Q

KB_Q General_Q

AIUs

DIUs

RIUs

KIUs

Answer Base

Answer Answer 
Selection

Down syndrome:

Down syndrome is congenital disorder 
caused by an extra chromosome on the 
chromosome 21 pair, thus giving the person a 
total of 47 chromosomes rather than the 
normal 46. Down syndrome also called 
Down's syndrome, trisomy 21,  or (formerly)  
Mongolism. The chromosomal irregularity 
was identified as trisomy 21. John Langdon 
Down first characterized Down syndrome in 
1862 (widely published in 1866). In 1959, 
Professor Jerome Lejeune discovered that 
Down syndrome is a chromosomal 
irregularity . Lejeune ascribed Down 
syndrome to chromosome 21. 

KIU

AIU

RIU

DIU

 

Fig. 1. System Architecture 

As second type, we focused on stereotyped sentences. The third sentence contains 
record answer for “who did disclose Down syndrome for the first time?.” Sentences 
including record information generally have specific words which indicate that the 
sentence is record sentence [3]. Another typical sentence type is descriptive sentence, 
such as the first sentence in Figure 1. Because encyclopedia contains facts about 
many different subjects or one particular subject explained for reference, there are 
many sentences which present definition such as “X is Y.” On the other hand, some 
sentences describe the process of some special event (i.e. the 1st World War), so that 
they consist of particular syntactic structures (5W1H) like news article. Record and 
descriptive answer sentences in corpus form particular syntactic patterns. 

When user question arrives at QA engine, we firstly perform linguistic process 
contained Part-of-Speech (POS) tagging, Answer Type (AT) tagging (similar to the 
extended named entity recognizer) and parsing. To find appropriate answers in our 
pre-built answer bases, we perform query processing to determine user question types, 
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especially looking for record and descriptive answers. If a user question can be 
generated by a LSP (Lexico-Syntactic Pattern), then the answer for that question 
might be found in knowledge-base (KB). We differentiate user questions into four 
types: record, descriptive, KB, and general type. According to question type, our 
system extracts the answer in one of four different answer bases: one is traditional 
index database (AIUs: Answer Index Units) for ordinarily question and the others are 
KB (KIUs), record (RIUs), and descriptive answers (DIUs), which are focused on this 
paper. 

3   Answer Acquisition Methods 

The ultimate purpose of our various answer acquisition methods is to help a QA 
system by providing correct answer as well as fast response time. Our QA system is 
based on web encyclopedia in Korean. We investigated characteristic features of the 
encyclopedia and incorporate them in our answer acquisition methods. We defined 
three different types of answer extraction method: learning-based method for 
knowledge base, pattern-based method for record and descriptive answer, and 
traditional statistical method for general question. 

3.1   Learning-Based Answer Acquisition 

We built a knowledge-base (KB) using machine learning technique, Conditional 
Random Fields (CRF) [4]. CRF is a machine learning method using undirected graphs 
trained to maximize a conditional probability. A linear-chain CRF with parameters 
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Where    is the normalization constant that makes the probability of all state sequences 
sum to one,                       is a feature function that is often binary-valued, but can be 
real-valued, and    is a learned weight associated with feature   .  

To construct the KB, a specific schema for encyclopedia domains is required [2]. 
KB schema consists of an entity and its properties: The entity is a target object on a 
user’s question, and the property which explains the characteristics of the object is an 
answer candidate on a user’s question. Properties might be grouped into topics. Those 
reflect most frequently asked themes in user questions. For example, the questions 
about a person can be grouped by theme, such as ‘alias’, ‘birth’, ‘death’, and so on. 
We defined 110 topics and 268 specific properties for 14 domains. Table 1 shows 
topics and its properties for the ‘PERSON’ domain.  
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Table 1. Examples of Properties for ‘PERSON’ domain 

Domain Topic Properties 
Birth birth data, birth place 
Death death date, death place, death reason 
Name Family origin, pseudonym 
Career joining date, position 
Discovery a discovery, discovery date, discovery place. 
Assertion asserted theory 
Education graduate school, graduate data, 
Record championship title, championship date 
Work Debut journal, debut date, debut work 

PERSON 

…  
14 Domains 110 268  

TitleTitle: Marie Curie
Sentence1Sentence1: She was born in Warsaw, Poland on November 7, 1867.

• Entity: Marie Curie

0.72
0.72

Warsaw, Poland
Nov.7, 1867

Birth – place (BP)
Birth – date (BD)

ScoreValueProperties
KIU

Generating feature for a given sentence:

Sentent1: She was born in Warsaw, Poland on November 7, 1867
-Feature: {word-2=born word-1=in word=Warsaw word+1=, ord+2=Poland

tag-2=VBD tag-1=IN tag=NN tag+1=,…, verb=born}

Labeling sentence using CRF:

Sentent1: She was born in Warsaw, Poland on November 7, 1867

- Label:    O    O     O    O   BP    BP BP O    BD     BDBD  BD

Storing in Knowledge Base:

 

Fig. 2. KB extraction flow 

Figure 2 depicts the processes of KB extraction. First, we generate features from 
the words in a sentence of the encyclopedia. The words are then tagged with their 
corresponding labels (ex, BP-‘Birth Place’, BD-‘Birth Date’, O, etc) using CRF. In 
this example, ‘Warsaw, Poland’ and ‘November 7, 1869’ are labeled as BP and BD 
tags, respectively. Then we save them as KIU (Knowledge Indexing Unit), one of 
answer bases. Finally, we extracted 408,628 KIUs from encyclopedia and constructed 
about 1.2 giga-bytes of knowledge base. 

3.2   Pattern-Based Answer Acquisition 

3.2.1   Record Answer Acquisition 
We utilized pattern-based approach for extracting record answer. We defined specific 
words as ‘RI(Record Indicating)-term’ to identify record information and determined 
Record Type (RT) by it. Example 1 is a sentence including ‘the first’ as RI-term.  
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Example 1: 영국의 피시하우스는 세계 최초의 수족관이다. 
Fish House of the Britain is the first aquarium in the world 

Not all sentences which contain RI-term are useful. For example, a sentence, “This 
song was made on the most sensitive season.” has ‘the most’ as RI-term. However, 
the sentence does not contain record information. We extract valid record information 
only when the sentence satisfies context restrictions on structure and term. We 
defined ‘record sentence’ for sentences which contain RI-term and satisfy constrains. 
Context restriction on structure can be formalized as a template, such as ‘A is the first 
C in B’ for “ENIAC is the first computer in the world.” In this example, A, B, and C 
represent answer, location and kind of answer, respectively. We defined 220 
templates as context restrictions on structure for record sentences. 

We define Record Answer Indexing Template (RAIT) that can represent contextual 
information of the record sentence. RAIT reflects context restriction which consists of 
six units: RI-term, Answer Type, location where the record occurs, and parsing result 
formed predicate-argument <verb, subject, object>. Figure 3 describes automatic 
acquired RIU (Record Index Unit) from a record sentence that matches with the 
context. By this method, 8,810 RIUs are extracted. 

The whale shark is the largest fish in the world.

Record Sentence

A is the largest B in C.Sent. Context

AnswerObj.Subj.ATLoc.Verb
Indexing info.

ANULLNULLBCbe
RAIT

RIU
Whale sharkNULLNULLfishworldis

AnswerObjectSubjectATLoc.Verb

 

Fig. 3. Example of RIU extraction 

3.2.2   Descriptive Answer Acquisition 
Our QA system is a domain specific system for encyclopedia. Among 2,569 
questions, 901 questions (35%) find long descriptive statement. For example, “Who is 
Jacques Chirac?” and “Why is sky blue?” are ‘descriptive’ question. By analyzing 
200 sample documents, we found that the fact that encyclopedia has many descriptive 
sentences, about 20%. Descriptive answer sentences in corpus show particular 
syntactic patterns such as appositive clauses, parallel clauses, and adverb clauses of 
cause and effect. We defined 10 DATs (Descriptive Answer Types) to reflect these 
features of sentences in encyclopedia. Table 2 shows example sentences and patterns 
for each DAT. 

As shown in Table 2, descriptive answer sentences generally have particular 
syntactic structures. To extract these descriptive patterns, we first build initial 
patterns. We constructed pre-tagged corpus with 10 DAT tags, then performed 
sentence alignment by the surface tag boundary. The tagged sentences are processed 
through POS tagging in the first step. In this stage, we can get descriptive clue terms 
and structures, such as “X is caused by Y” for ‘Reason’, ‘X was made for Y” for 
‘Function’, and so on.  
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In the second step, we used linguistic analysis including chunking and parsing to 
extend initial patterns automatically. Initial patterns are too rigid because we look up 
only surface of sentences in the first step. If some clue terms appear with long 
distance in a sentence, it can fail to be recognized as a pattern. To solve this problem, 
we added sentence structure patterns on each DAT patterns, such as appositive clause 
patterns for ‘Definition’, parallel clause patterns for ‘Kind’, and so on.  

Finally, we generalized patterns to conduct flexible pattern matching. We need to 
group patterns to adapt to variations of terms which appear in un-seen sentences. 
Several similar patterns under the same DAT tag were integrated into regular-
expression union which is to be formulated automata. For example, ‘Definition’ 
patterns are represented by [X<NP> be called/named/known as Y<NP>].  

We built a pattern matching system based on Finite State Automata (FSA) [3] 
which consists 3,254 patterns. We extracted 300,252 DIUs from the whole 
encyclopedia using descriptive pattern matching method. 

Table 2. Examples of Descriptive Answer Type 

DAT Example/Pattern 

DEFINITION 쓰나미란 급격한 지진으로 인해 발생한 긴 파장의 해일이다. 
A tsunami is a large wave, often caused by an earthquake. [X is Y] 

FUCTION 
부레는 물고기가 물의 깊이에 따라 상하로 이동할 때 내부의 가스량을 

조절하는 역할을 한다.  Air bladder is an air-filled structure in many fishes that 
functions to maintain buoyancy or to aid in respiration. [ X that function to Y] 

KIND 
미국 동전에는 1 센트, 5 센트, 25 센트, 100 센트 짜리가 있다. 
The coins in States are 1 cent, 5 cents, 25 cents, and 100cents. [X are Y1, Y2,.. and 
Yn] 

METHOD 감기를 예방하는 방법은 손을 자주 씻는 것이다.  The method that prevents a 
cold is washing your hand often. [The method that/of X is Y] 

CHARACTER 
해마는 수직인 자세로 헤엄치며 갈고리 모양의 꼬리는 갖는 특징이 있다.  
Sea horse, characteristically swimming in an upright position and having a 
prehensile tail. [ X is characteristically Y] 

OBJECTIVE 자동차는 이동을 위해 사용되는 수단이다. 
An automobile used for land transports. [ X used for Y] 

REASON 쓰나미란 급격한 지진으로 인해 발생한 긴 파장의 해일이다.   
A tsunami is a large wave, often caused by an earthquake. [X is caused by Y] 

COMPONENT 
자동차는 보통 4 개의 바퀴와 엔진, 휠 등으로 구성된다. 
An automobile usually is composed of 4 wheels, an engine, and a steering wheel. 
[X is composed of Y1, Y2,.. and Yn] 

PRINCIPLE 

삼투압의 원리는 투과되지 않는 막에 양쪽에 용액과 순용매를 따로 넣으면, 

용매의 일정량이 용액 속으로 침투하여 평형에 이르는 과정이다. Osmosis is 
the principle, transfer of a liquid solvent through a semipermeable membrane that 
does not allow dissolved solids to pass. [X is the principle, Y] 

ORIGIN 
아킬레스힘줄이란 이름은 그리스 신화에 나오는 영웅인 아켈레우스의 

이름에서 유래한 것이다.  The Achilles tendon is the name from the mythical 
Greek hero Achilles. [X is the name from Y] 

3.3   Statistical Answer Retrieval 

We take statistical retrieval approach for general questions, which do not correspond 
to question types explained in previous sections. For this approach, we rely on natural 



352 H.-J. Oh et al. 

language processing techniques including morphological process, word sense 
disambiguation, AT tagging and syntactic analysis. The indexer generates AIU 
(Answer Index Unit) structures using the answer candidates (the AT annotated words) 
and the content words which can be founded within the same context boundary. It 
seems to be indexing stage in context of Information Retrieval (IR).  

The answer processing module searches the relative answer candidates from index 
DB using question analysis and calculates the similarities and then extracts answers. 
This module is composed of question term-weighting part and answer-ranking part as 
same with typical QA [5]. We calculate the weight of a keyword using the BM25 
weighting scheme [6]:  
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4   Experiments 

The encyclopedia used in our system, Pascal2, currently consists of 100,373 entries 
and 14 domains in Korean. For our experimental evaluations we constructed an 
operational system in the Web, named “AnyQuestion 3.03.” To show improvement of 
our model, we built test collection, named KorQAEval judged by 4 assessors from 
different groups. KorQAEval 3.0 consists of 873 <question, answer> pairs including 
general factoid, record, and descriptive questions for all categories in encyclopedia. 
Table 3 details distribution of our test set. For performance comparisons, we used 
MRRs (Mean Reciprocal Ranks, [1]) and Top 5 measure: precision, recall and F-score 
(F14). Top 5 is a measure to consider whether there is a correct answer in top 5 
ranking or not. MRR is a measure to reflect the answer order, such as 1/rank weight. 

Table 3. Distribution of KorQAEval 3.0 

Test Set 
KB 

(KIU) 
Record 
(RIU) 

Descriptive 
(DIU) 

General 
(AIU) 

Total 

Tuning 60 15 45 191 311 
Evaluation 1 44 24 39 161 268 
Evaluation 2 22 29 55 158 294 

Total 126 68 139 540 873 

The goal of combining heterogeneous answer acquisition methods is to help a QA 
system by providing correct answer as well as fast response time. We compared 
traditional QA method with combined QA, proposed in this paper, using Evaluation 1 
and 2. While traditional QA performs statistical retrieval in AIU answer base, 
combined QA uses four different answer base, including RIU, KIU, DIU and AIU, 
according to question types. Table 4 shows the result. 
                                                           
2 Pascaltm Encyclopedia. http://www.epascal.co.kr 
3 AnyQuestion (http://anyq.etri.re.kr): Korean Encyclopedia QA system. 
4 F1=2*Precision*Recall/(Precision+Recall). It mean that recall and precision are evenly 

weighted. 
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Table 4. Comparison with Traditional QA and Combined QA 

Model Test Set Retrieved Correct Precision Recall F-score MRRs 
Evaluation 1 157 136 0.87 0.51 0.64 0.46 
Evaluation 2 191 120 0.62 0.41 0.50 0.33 

Traditional  
QA 

Overall 348 256 0.74 0.46 0.56 0.39 
Evaluation 1 206 175 0.85 0.65 0.74 0.60 
Evaluation 2 239 206 0.86 0.71 0.77 0.63 

Combined 
QA 

Overall 441 380 0.86 0.68 0.76 0.62 

As expected, we obtained 59% improvement in MRR (0.39 to 0.62). While 
traditional QA provide 256 correct answers, combined QA find 380 correct answers 
among 562 (268 in Evaluation 1 + 294 in Evaluation 2) questions. Besides, the 
response time of combined QA (avg. 0.35 sec.) is 2.3 times as fast as traditional QA 
(avg. 0.82 sec.) since statistical retrieval computes similarity between question and a 
mass of AIUs in real-time. On the other hand, combined QA finds candidate in pre-
acquired answers. To reveal effects of individual answer acquisition methods, we 
made a close investigation of the result of Evaluation 1. Table 5 shows the details. 

Table 5. Performance of Individual Answer Base with Evaluation 1 

Test Set 
KB 

(KIU) 
Record 
(RIU) 

Descriptive 
(DIU) 

General 
(AIU) 

Total 

# of Question 44 24 39 161 268 
# of Retrieved 35 24 33 114 206 

# of correct 30 23 30 94 175 
Precision 0.86 0.96 0.91 0.82 0.85 

Recall 0.68 0.96 0.77 0.57 0.65 
F-score 0.76 0.96 0.83 0.67 0.74 

As a result, 40% (107) questions should be covered by combined approach QA. 
Record QA shows the highest performance, whereas general QA (traditional QA) 
shows the lowest. KB QA has low recall since pre-defined properties for KIU are not 
sufficient to represent various themes in user questions. 

5   Conclusion 

We have proposed an enhanced QA model with combination of heterogeneous answer 
acquisition methods. We also presented the evaluation result of a system in which we 
had built four different answer bases: knowledge base (KIU), record information 
(RIU), descriptive answers (DIU), and traditional index DB (AIU). We developed 
learning-based method using CRF for knowledge base. For record and descriptive 
QA, we utilized pattern-based approaches. To handle general questions, we developed 
statistical indexing method as same as traditional QA. We had shown that our 
combined models outperformed the traditional QA system with some experiments.  

The result showed that MRR of proposal QA model is higher than traditional 
model by about 59%; moreover, the response time of combined QA is 2.3 times as 
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faster as typical QA. From the overall comparison, we prove that our model which 
combined pre-acquired answers has enhanced with correct answer as well as fast 
response time. As the future work, we plan to expand restriction information and use 
sophisticated linguistic processing for improving recall. In pattern-based approach, 
our further works will concentrate on reducing human efforts for building patterns or 
templates. Finally, we will compare with other systems which participated in TREC 
by translating questions of TREC in Korean. 
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Abstract. This paper proposes a new face recognition approach by us-
ing the Discrete Cosine Transform (DCT) and Hierarchical Radial Basis
Function Network (HRBF) classification model. The DCT is employed
to extract the input features to build a face recognition system, and the
HRBF is used to identify the faces. Based on the pre-defined instruc-
tion/operator sets, a HRBF model can be created and evolved. This
framework allows input features selection. The HRBF structure is de-
veloped using Extended Compact Genetic Programming (ECGP) and
the parameters are optimized by Differential Evolution (DE). Empir-
ical results indicate that the proposed framework is efficient for face
recognition.

1 Introduction

Face recognition has become a very active research area in recent years mainly
due to increasing security demands and its potential commercial and law enforce-
ment applications. Face recognition approaches on still images can be broadly
grouped into geometric and template matching techniques. In the first case, geo-
metric characteristics of faces to be matched, such as distances between different
facial features, are compared. This technique provides limited results although
it has been used extensively in the past. In the second case, face images repre-
sented as a two dimensional array of pixel intensity values are compared with a
single or several templates representing the whole face. More successful template
matching approaches use Principal Components Analysis (PCA) or Linear Dis-
criminant Analysis (LDA) to perform dimensionality reduction achieving good
performance at a reasonable computational complexity/time. Other template
matching methods use neural network classification and deformable templates,
such as Elastic Graph Matching (EGM). Recently, a set of approaches that use
different techniques to correct perspective distortion are being proposed. These
techniques are sometimes referred to as view-tolerant. For a complete review on
the topic of face recognition the reader is referred to [1] and [2].

Neural networks have been widely applied in pattern recognition for the rea-
son that neural-networks-based classifiers can incorporate both statistical and
structural information and achieve better performance than the simple mini-
mum distance classifiers [2]. Multilayered networks(MLNs), usually employing

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 355–362, 2006.
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the backpropagation (BP) algorithm, are widely used in face recognition [3]. Re-
cently, RBF neural networks have been applied in many engineering and scientific
applications including face recognition [7]. HRBF networks consist of multiple
RBF networks assembled in different level or cascade architecture in which a
problem was divided and solved in more than one step. Mat Isa et al. used
Hierarchical Radial Basis Function (HiRBF) to increase RBF performance in di-
agnosing cervical cancer [4]. Hierarchical RBF network has been proved effective
in the reconstruction of smooth surfaces from sparse noisy data points [5]. In
order to improve the model generalization performance, a selective combination
of multiple neural networks by using Bayesian method was proposed in [6].

In this paper, an automatic method for constructing HRBF networks is pro-
posed. Based on a pre-defined instruction/operator set, the HRBF network can
be created and evolved. The HRBF network allows input variables selection. In
our previous studies, in order to optimize the Flexible Neural Tree (FNT) and
the hierarchical TS fuzzy model (H-TS-FS), the hierarchical structure of FNT
and H-TS-FS was evolved using Probabilistic Incremental Program Evolution
algorithm (PIPE) [11][12] and Ant Programming with specific instructions. In
this research, the hierarchical structure is evolved using the Extended Compact
Genetic Programming (ECGP). The fine tuning of the parameters encoded in
the structure is accomplished using the DE algorithm. The novelty of this paper
is in the usage of HRBF model for selecting the important features and for face
recognition.

2 Discrete Cosine Transform

Like other transforms, the Discrete Cosine Transform (DCT) attempts to decor-
relate the image data [8]. After decorrelation each transform coefficient can be
encoded independently without losing compression efficiency. This section de-
scribes the DCT and some of its important properties.

The 2-D DCT is a direct extension of the 1-D case and is given by

C(u, v) = α(u)α(v)
N−1∑

x=0

N−1∑

y=0

f(x, y)cos
π(2x + 1)u

2N
cos

π(2y + 1)
2N

(1)

for u, v = 0, 1, 2, . . . , N − 1 and α(u) and α(v) are defined as follows, α(u) =√
1/N for u = 0, and α(u) =

√
2/N for u �= 0. The inverse transform is defined

as

f(x, y) =
N−1∑

u=0

N−1∑

v=0

α(u)α(v)C(u, v)cos
π(2x + 1)u

2N
cos

π(2y + 1)
2N

(2)

for x, y = 0, 1, 2, . . . , N − 1.
The DCT possess some fine properties, i.e., de-correlation, energy compaction,

separability, symmetry and orthogonality. These attributes of the DCT have led
to its widespread deployment in virtually every image/video processing standard
of the last decade [8].
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For an N × N image, an DCT coefficient matrix covering all the spatial fre-
quency components of the image. The DCT coefficients with large magnitude are
mainly located in the upper-left corner of the DCT matrix. Accordingly, we scan
the DCT coefficient matrix in a zig-zag manner starting from the upper-left cor-
ner and subsequently convert it to a one-dimensional (1-D) vector. As a holistic
feature extraction method, the DCT converts high-dimensional face images into
low-dimensional spaces in which more significant facial features such as outline
of hair and face, position of eyes, nose and mouth are maintained. These facial
features are more stable than the variable high-frequency facial features. As a
matter of fact, the human visual system is more sensitive to variations in the
low-frequency band.

In this paper, we investigate the illumination invariant property of the DCT
by discarding its several low-frequency coefficients. It is well-known that the first
DCT coefficient represents the dc component of an image which is solely related
to the brightness of the image. Therefore, it becomes DC free (i.e., zero mean)
and invariant against uniform brightness change by simply removing the first
DCT coefficient.

3 The RBF Network

An RBF network is a feed-forward neural network with one hidden layer of RBF
units and a linear output layer. By an RBF unit we mean a neuron with multiple
real inputs x = (x1, . . . , xn) and one output y computed as:

y = ϕ(ξ); ξ =
‖x − c‖C

b
(3)

where ϕ : R → R is a suitable activation function, let us consider Gaussian
radial basis function ϕ(z) = e−z2

. The center c ∈ Rn, the width b ∈ R and an
n × n real matrix C are a unit’s parameters, || · ||C denotes a weighted norm
defined as ‖x‖2

C = (Cx)T (Cx) = xT CT Cx.
Thus, the network represents the following real function f : Rn → Rm :

fs(x) =
h∑

j=1

wjse
−( ‖x−c‖C

b )2 , s = 1, . . . , m, (4)

where wjs ∈ R are weights of s-th output unit and fs is the s-th network output.
The goal of an RBF network learning is to find suitable values of RBF units’

parameters and the output layer’s weights, so that the RBF network function
approximates a function given by a set of examples of inputs and desired outputs
T = {x(t), d(t); t = 1, . . . , k}, called a training set. The quality of the learned
RBF network is measured by the error function:

E =
1
2

k∑

t=1

m∑

j=1

e2
j(t), ej(t) = dj(t) − fj(t). (5)
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Fig. 1. A RBF neural network (left), an example of hierarchical RBF network (middle),
and a tree-structural representation of the HRBF network (right)

4 The Hierarchical RBF Network

4.1 Encode and Calculation

A function set F and terminal instruction set T used for generating a HRBF
network model are described as S =F

⋃
T = {+2, +3, . . . , +N}

⋃
{x1,. . . , xn},

where +i(i = 2, 3, . . . , N) denote non-leaf nodes’ instructions and taking i argu-
ments. x1,x2,. . .,xn are leaf nodes’ instructions and taking no arguments. The
output of a non-leaf node is calculated as a HRBF network model (see Fig.1).
In this research, Gaussian radial basis function is used and the number of radial
basis functions used in hidden layer of the network is same with the number of
inputs, that is, m = n.

In the creation process of HRBF network tree, if a nonterminal instruction,
i.e., +i(i = 2, 3, 4, . . . , N) is selected, i real values are randomly generated and
used for representing the connection strength between the node +i and its chil-
dren. In addition, 2 × n2 adjustable parameters ai and bi are randomly created
as radial basis function parameters. The output of the node +i can be calculated
by using Eqn.(1) and Eqn.(2). The overall output of HRBF network tree can be
computed from left to right by depth-first method, recursively.

4.2 Tree Structure Optimization by ECGP

Finding an optimal or near-optimal HRBF is formulated as a product of evolu-
tion. In this paper, the ECGP [13] is employed to find an optimal or near-optimal
HRBF structure. ECGP is a direct extension of ECGA to the tree representa-
tion which is based on the PIPE prototype tree. In ECGA, Marginal Product
Models (MPMs) are used to model the interaction among genes, represented as
random variables, given a population of Genetic Algorithm individuals. MPMs
are represented as measures of marginal distributions on partitions of random
variables. ECGP is based on the PIPE prototype tree, and thus each node in the
prototype tree is a random variable. ECGP decomposes or partitions the pro-
totype tree into sub-trees, and the MPM factorises the joint probability of all
nodes of the prototype tree, to a product of marginal distributions on a partition
of its sub-trees. A greedy search heuristic is used to find an optimal MPM mode
under the framework of minimum encoding inference. ECGP can represent the
probability distribution for more than one node at a time. Thus, it extends PIPE
in that the interactions among multiple nodes are considered.
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4.3 Parameter Optimization with DE Algorithm

The DE algorithm was first introduced by Storn and Price in 1995 [9]. It re-
sembles the structure of an evolutionary algorithm (EA), but differs from tra-
ditional EAs in its generation of new candidate solutions and by its use of a
’greedy’ selection scheme. DE works as follows: First, all individuals are ran-
domly initialized and evaluated using the fitness function provided. Afterwards,
the following process will be executed as long as the termination condition is
not fulfilled: For each individual in the population, an offspring is created using
the weighted difference of parent solutions. The offspring replaces the parent if
it is fitter. Otherwise, the parent survives and is passed on to the next iteration
of the algorithm. In generation k, we denote the population members by xk

1 , xk
2 ,

. . ., xk
N . The DE algorithm is given as follows [10]:

S1 Set k = 0, and randomly generate N points x0
1, x0

2, . . ., x0
N from search space

to form an initial population;
S2 For each point xk

i (1 ≤ i ≤ N), execute the DE offspring generation scheme
to generate an offspring x

(
ik + 1);

S3 If the given stop criteria is not met, set k = k + 1, goto step S2.

The DE Offspring Generation approach used is given as follows,

S1 Choose one point xd randomly such that f(xd) f(xk
i ), another two points

xb, xc randomly from the current population and a subset S = {j1, . . . , jm}
of the index set {1, . . . , n}, while m < n and all ji mutually different;

S2 Generate a trial point u = (u1, u2, . . . , un) as follows:
DE Mutation. Generate a temporary point z as follows,

z = (F + 0.5)xd + (F − 0.5)xi + F (xb − xc); (6)

Where F is a give control parameter;
DE Crossover. for j ∈ S, uj is chosen to be zj ; otherwise uj is chosen a to
be (xk

i )j ;
S3 If f(u) ≤ f(xk

i ), set xk+1
i = u; otherwise, set xk+1

i = xk
i .

4.4 Procedure of the General Learning Algorithm

The general learning procedure for constructing the HRBF network can be de-
scribed as follows.

S1 Create an initial population randomly (HRBF network trees and its corre-
sponding parameters);

S2 Structure optimization is achieved by using ECGP algorithm;
S3 If a better structure is found, then go to step S4, otherwise go to step S2;
S4 Parameter optimization is achieved by DE algorithm. In this stage, the ar-

chitecture of HRBF network model is fixed, and it is the best tree developed
during the end of run of the structure search;
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S5 If the maximum number of local search is reached, or no better parameter
vector is found for a significantly long time then go to step S6; otherwise go
to step S4;

S6 If satisfactory solution is found, then the algorithm is stopped; otherwise go
to step S2.

5 Face Recognition Using HRBF Paradigm

We performed extensive experiments on two benchmark face datasets, namely
the ORL and the Yale face database. In all the experiments, the background
is cut out, and the images are resized to 92 × 112. No other preprocessing is
done. Besides our method, the PCA based method, LDA-based method, neural
networks etc. were also tested for comparisons.

5.1 The Face Database

For ORL face dateset, 40 persons with variations in facial expression and . All
images were taken under a dark background, and the subjects were in an up-
right frontal position, with tilting and rotation tolerance up to 20 degree, and
tolerance of up to about 10%. Fig. 2(left) shows 12 images of one subject from
the selected dataset. The Yale face database contains 165 images of 15 subjects.
There are 11 images per subject with different facial expressions or lightings.
Fig. 2(right) shows the 11 images of one subject. For each experiment, 5 im-
ages are generated randomly to form the training data set and the remaining
were chosen as test data set. This process was repeated to 20 times for each
experiment.

5.2 Experiments on ORL and Yale Face Database

For this simulation, the DCT is employed to training and testing data sets, re-
spectively. The extracted 60 input features are used for constructing a HRBF
model. A HRBF classifier was constructed using the training data and then
the classifier was used on the test data set to classify the data as an face
ID or not. The instruction sets used to create an optimal HRBF classifier is

Fig. 2. Example in ORL face dataset (left), and example in YALE data set (right)
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Table 1. Comparison of different approaches for ORL face recognition (test)

Method Recognition rate
PCA+RBF [14] 94.5%
LDA+RBF [14] 94.0%
FS+RBF [14] 92.0%
NN [15] 94.64%
PCA [15] 88.31%
LDA [15] 88.87%
DCT+HRBF (this paper) 97.68%

Table 2. Comparison of different approaches for Yale face recognition (test)

Method Recognition rate
NN [14] 83.51%
PCA [14] 81.13%
LDA [14] 98.69%
DCT+HRBF (this paper) 98.95%

S = {+2, +3, . . . ,+6, x0, x1, . . . , x59}. Where xi(i = 0, 1, . . . , 59) denotes the 60
features extracted by DCT.

A comparison of different feature extraction methods and different face classi-
fication methods for ORL face dataset (average recognition rate for 20 indepen-
dent runs) is shown in Table 1. Table 2 depicts the face recognition performance
of the HRBF by using the 60 features for Yale data set. The HRBF method helps
to reduce the features from 60 to 6-15. For each experiment, the true positive
rate (fp), false positive rate (fp) were also computed. For save space, they’re not
shown here.

6 Conclusions

In this paper DCT based feature extraction method and HRBF classification
model are proposed for face recognition. The ORL and Yale database images
are used for conducting all the experiments. Facial features are first extracted
by the DCT which greatly reduces dimensionality of the original face image
as well as maintains the main facial features. Compared with the well-known
PCA approach, the DCT has the advantages of data independency and fast
computational speed. The presented HRBF model for face recognition with
a focus on improving the face recognition performance by reducing the in-
put features. Simulation results on ORL and Yale face database also show
that the proposed method achieves high training and recognition speed, as
well as high recognition rate. More importantly, it is insensitive to illumination
variations.
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Abstract. We proposed a new algorithm for packet routing problems
using chaotic neurodynamics and analyze its statistical behavior. First,
we construct a basic neural network which works in the same way as the
Dijkstra algorithm that uses information of shortest path lengths from
a node to another node in a computer network. When the computer
network has a regular topology, the basic routing method works well.
However, when the computer network has an irregular topology, it fails
to work, because most of packets cannot be transmitted to their destina-
tions due to packet congestion in the computer network. To avoid such
an undesirable problem, we extended the basic neural network to employ
chaotic neurodynamics. We confirm that our proposed method exhibits
good performance for complex networks, such as scale-free networks.

1 Introduction

In the social system, the Internet is a great tool to obtain a wide variety of
information instantaneously. In a computer network such as the Internet, huge
amounts of packets of various types are exchanged. Even if the frequency band
width becomes wider, we cannot avoid nuisance situation: some of packets are
often delayed or lost. To avoid such undesirable situation, it is very important
to consider packet routing problem, or optimize packet routing in the computer
network.

A computer network comprises nodes and links. A packet is transmitted from
one node to another through the links. A packet can be transmitted from the
nodes and multiple packets can be received simultaneously. Every node stores
some amounts of packets in a buffer and all packets are transmitted according
to First-In-First-Out basis. Then, when a buffer of the node is full, the packet
transmitted to the node will be removed. In addition, the packet flow is regulated
by an upper limit. Thus, every packet is also removed if it exceeds this limit.
When a packet is removed, the packet is retransmitted from its source until it
will be transmitted to the destination of the packet.

Packet routing strategies are generally classified into two types controls–
centralized control and decentralized control. Centralized control is a technique
with which a centralized unit controls all packet routing in the network. This
control exhibits good performance in relatively small-scale networks. However,

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 363–370, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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once the network size increases, the centralized control fails to work because
the computational load on the central unit also increases. Then, the centralized
control does not work well in large-scale network. Therefore, under practical sit-
uation, it is almost impossible to control the transmission of all packets to their
destinations using centralized control.

On the other hand, decentralized control is more applicable for large-scale net-
works because packets are transmitted to their destinations autonomously and
adaptively. However, if we adopt the decentralized control, we have to design our
algorithm for transmitting packets at each node. In an ideal computer network,
every node has an infinite buffer size and throughputs. In such a network, the
Dijkstra algorithm[1], one of the basic strategies to find a shortest path between
two node in the network, may work well[1]. However, under a real situation, the
buffer sizes are finite and the throughputs at each node are different, which even-
tually leads to congest the route to transmit packets. Then it is inevitable to con-
sider how to avoid such congested routes. It means that an ideal packet routing
problem is easy to be solved, but real packet routing problems probably become
very difficult and possibly may be a hard problem such as NP hard problems.

As for solving NP hard class combinatorial optimization problems, for ex-
ample, the traveling salesman problems (TSP) or the quadratic assignment
problems(QAP), it is well-known that a method which combines a heuristic
algorithm and chaotic neurodynamics is very effective[2,3,4,5]. The main idea in
these methods[2,3,4,5] is an extension of tabu search strategy[6,7], which avoids
to search a solution that has already been searched for a while. Because the
tabu search strategy is modified to involve chaotic neurodynamics[2,3,4,5], the
method exhibits better performance not only for bench mark problems of TSP[8]
or QAP[9], but also for real life problems such as bipartitioning problems[10],
motif extraction problems from DNA sequences[11], time tabling problems[12],
and vehicle routing problems with soft time windows[13].

In this paper, we proposed a new packet routing method to introduce such
techniques[2,3,4,5,10,11,12,13]. To simulate real computer networks, we applied
the proposed algorithm to two different packet generating properties. In the
first one, packet generation is stationary, which means that the packet genera-
tion probability in the network is fixed to a constant value. In the second one,
the packet generation is nonstationary, which means that the packet generating
probability depends on the time.

Using the two packet generating properties, we conducted computer simula-
tion. As a result, our proposed method is very effective for two packet genera-
tion properties in comparison with the Dijkstra algorithm and a packet routing
method using a tabu search[6,7].

2 A Packet Routing Method Using Chaotic
Neurodynamics

To realize chaotic neurodynamics, we used a chaotic neural network[14] as a basic
part. In this paper, a computer network model has N nodes. In the computer
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network, the i-th node has Ni adjacent nodes (i = 1, . . . , N). In this framework,
each node has its own neural network, and Ni adjacent neurons are assigned
to each node. The ij-th neuron corresponds to the connection between the i-th
node and its j-th adjacent node. We first compose a basic neural network that
operates to minimize a distance of transmitting packets from the i-th node to
the destinations. To realize this method, we consider the following internal state
of the ij-th neuron:

ξij(t + 1) = β

(

1 − dij + djo

dc

)

, (1)

where dij is the distance between the i-th node to the j-th adjacent node; djo

is the distance from the j-th adjacent node to the destination of the i-th node;
dc is a control parameter which expresses the size of the computer network; β
is a normalization parameter. If ξij(t + 1) is the largest value in the neurons of
the i-th node, the ij-th neuron fires, which means that the j-th adjacent node is
selected to transmit a packet from the i-th node. The decent down-hill dynamics
of Eq.(1) corresponds to the basic Dijkstra algorithm[1] and works well for the
ideal case.

However, under real situation we have to consider both network topologies
and packet congestion at each node. If the network topology is not regular, the
number of links of each node is biased. In addition, the number of routes through
which the packets are transmitted to the destinations also increases. When we
conduct a packet routing for an irregular network, if we only consider to minimize
the shortest distance, many packets might be transmitted to the nodes which are
connecting many adjacent nodes. This behavior leads to delay or lost packets.
To avoid such an undesirable situation, we use a refractory effect of a chaotic
neuron model[14] described as follows:

ζij(t + 1) = −α

t∑

d=0

kd
rxij(t − d) + θ,

= krζij − αxij(t) + θ(1 − kr), (2)

where α is a control parameter of the refractory effect; kr is a decay parameter
of the refractory effect; xij(t) is the output of the ij-th neuron at time t; θ is a
threshold.

The refractory effect plays an essential role for decentralizing the packets in
the adjacent nodes. Because the refractory effect is related to the information
of a past routing history, we expect that the packets are transmitted to their
destination by avoiding the nodes to which packets have just been transmitted
to and in which many packets possibly have already been stored.

In addition, we control firing rates of neurons by mutual connection, because
too frequent firing often leads to a fatal situation of the packet routing. The
mutual connection is defined as follows:

ηij(t + 1) = W − W

Ni∑

j=1

xij(t), (3)
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where W is a positive parameter and Ni is the number of adjacent nodes at i-th
node.

Then, the output of the ij-th neuron is defined as follows:

xij(t + 1) = f{ξij(t + 1) + ζij(t + 1) + ηij(t + 1)}, (4)

where f(y) = 1/(1+e−y/ε). In this algorithm, if xij(t+1) > 0.5, the ij-th neuron
fires; the packet at the i-th node is transmitted to the j-th node. If the outputs
of multiple neurons exceed 0.5, we defined that the neuron which has the largest
output only fires.

3 Evaluation of the Proposed Method in Complex
Networks

We compared the proposed method with two packet routing methods. The first
one is a neural network which decides to transmit packets only by Eq.(1). The
neural network routes packets only with the gain effect of Eq.(1); it has a descent
down hill dynamics of Eq.(1)(the DD method). In other words, the DD method
has the same dynamics as the Dijkstra algorithm which only considers shortest
distances.

The second one routes packets using a tabu search strategy(The TS method).
To realize the TS method, Eq.(2) in the proposed method is replaced by the
following equation:

γij(t + 1) = −α

si−1∑

d=0

xij(t − d), (5)

where α → ∞, si is a tabu tenure of the i-th node, and xij(t) is an output of the
ij-th neuron that takes 0(resting) or 1(firing). In the TS method, each neuron
has the gain effect(Eq.(1)) and the tabu effect(Eq.(5)). The ij-th neuron fires if
the value of ξij(t + 1) + γij(t + 1) is the largest.
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Fig. 1. Temporal changes of packet generation probabilities pg. (a) pg is fixed to 0.1
and (b) pg has a peak.
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We conducted computer simulations of the packet routing by the following
procedures. First, we assigned random values from one to five, which correspond
to throughputs at all nodes. In addition, each node calculates the shortest dis-
tance from the node to other nodes. In other words, each node has a routing table
which contains information of shortest distances. Then, packets are generated at
each node using packet generating probability pg at each iteration. In this paper,
we introduced two different packet generating properties. The first one is a sta-
tionary type: the amounts of packets flowing in the network are stationary for all
iteration. The second one is a nonstationary: the amounts of packets flowing in
the network drastically change. Thus, we realized these two different properties
by using two different packet generating probability pg. They are shown in Fig.1
Moreover, each packet has a destination and the destinations are assigned ran-
domly using uniformly distributed random numbers. Then, the selection of an
adjacent node and the transmission of the packet are simultaneously conducted
at every node. The packets transmitted from a node is stored at the tail of the
buffer of the adjacent node. We set the buffer size of the i-th node to 1, 000 times
of the number of adjacent nodes of the i-th node. We also set the upper limit
of the packet movement to 64. A packet is removed when the buffer is full and
the packet exceeds the limit. The packet is retransmitted from a source to its
destination until it will be certainly delivered to the destination.

We repeated the packet transmission for 5, 000 iterations. We set the parame-
ters of Eqs.(1)–(3) as follows: β = 1.5, α = 0.045, kr = 0.98, ε = 0.05 W = 0.05
and θ = 0.5. We also set dc as the longest path length in the network. We set
α = 500 in Eq.(5) and si in Eq.(5) to one third of the number of adjacent nodes
of the i-th node.

To evaluate performance of the proposed method, we introduced the following
measures:

Na : the number of packets arriving at their destinations,
Ndp: the number of lost packets without arriving at their destinations.
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Fig. 2. Relationships between the iterations and (a) the number of packets arriving
at their destinations (Na), and (b) the number of lost packets without arriving at their
destinations (Nlp) when the packet generating probability pg is fixed to 0.1(Fig.1(a))
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Fig. 3. Relationships between the iterations and (a) the number of packets arriving at
their destinations (Na), and (b) the number of lost packets without arriving at their
destinations (Nlp) when the packet generation probability pg has a peak(Fig.1(b))

We conducted computer simulations on the scale-free networks. It is widely
acknowledged that the structure of the Internet has scale-free property. The
scale-free networks are generated in the same way as Baràbasi and Albert[15].
This network is constructed by the following procedure: First, we made a com-
plete graph of four nodes, then we put a new node with three links to the graph

at every time step with the probability Π(ki) =
ki∑n

j=1 kj
, where ki is the degree

of the i-th node (i = 1, . . . , n); n is the number of nodes at a current iteration.
In this simulation, the scale-free networks comprise 100 nodes.

Results for the scale-free networks are shown in Figs.2 and 3. In Fig.2(a), the
proposed method transmits many packets to their destinations in comparison
with the DD and the TS methods when the packet generating probability is
fixed to 0.1. In addition, in Fig.2(b), the proposed method reduces the number
of lost packets without arriving at their destinations (Nlp) in comparison with
the DD and the TS methods.

In Fig.3(a), the proposed method transmits more packets to their destina-
tions than the DD and the TS methods even if the packet generating proba-
bility pg is nonstationary(Fig.3). As a result, our method can control packet
routing even under the situation that packet generation is nonstationary. More-
over, in Fig.3(b), the number of lost packets without arriving at their
destinations (Nlp) in the proposed method is less than the DD and the TS
methods.

Using the packet routing history, our proposed method can select better ad-
jacent node to transmit the packets to their destinations in comparison with the
DD method and TS method when the packet generation probability is fixed to
a small value. Furthermore, when the packet generation probability has a peak,
the amount of the packets flowing in the computer network changes drastically
during a simulation, our method can transmit more packets to their destinations
than the DD method and TS method.
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4 Conclusion

In this paper, we proposed a new algorithm for routing packets using chaotic
neurodynamics. By introducing a refractory effect, which is an essential charac-
teristic of real neurons, the proposed method shows the highest performance for
the scale-free networks in comparison with the descent down hill dynamics and
the tabu search method when the amounts of packets flowing in the computer
network are stationary or nonstationary. As a result, our method can control
packet routing even under the situation that packet generation is nonstationary.

It has been shown that a meta-heuristic algorithm by the chaotic neural
network[14] is effective for solving traveling salesman problems (TSP) and
quadratic assignment problems (QAP)[4,5]. Although we used almost the same
strategy to employ chaotic neurodynamics as in Refs.[2,3,4,5], the results ob-
tained in this paper indicate important point, because the packet routing prob-
lem has a different property from TSP and QAP. Usually, TSP and QAP are
static because the state of the problem (the number of cities in TSP, the di-
mension of matrices in QAP) is fixed. However, the computer network always
changes its state because of the flowing of the packets. Namely, the packet rout-
ing problem is a dynamical optimization problem. In particular, we showed that
our method can adapt the packet routing for nonstationary situation. Therefore,
the results shown in this paper is good evidence that the chaotic neurodynam-
ics could also be effective for solving the nonstationary optimization problems
whose constraints are always changed.

Many methods of packet routing which decentralize packets in the computer
network have also been proposed. In this paper, we do not compare the perfor-
mance of the proposed method with such routing methods. Thus, it is an impor-
tant future task to compare the performance of the proposed routing method
with such routing methods.

We are grateful to H. Nakajima, Y. Horio, M. Adachi, M. Hasegawa, and
H. Sekiya for their valuable comments and discussions. The research of TI
is partially supported by Grant-in-Aid for Scientific Research (B) from JSPS
(No.16300072).
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Abstract. In real-world applications, it has been often observed that
class imbalance (significant differences in class prior probabilities) may
produce an important deterioration of the classifier performance, in par-
ticular with patterns belonging to the less represented classes. This effect
becomes especially significant on instance-based learning due to the use
of some dissimilarity measure. We analyze the effects of class imbalance
on the classifier performance and how the overlap has influence on such
an effect, as well as on several techniques proposed in the literature to
tackle the class imbalance. Besides, we study how these methods affect
to the performance on both classes, not only on the minority class as
usual.

1 Introduction

The common assumption that the naturally occurring class distribution (i.e., the
relative frequency of examples of each class in the data set) is best for learning is
now being questioned. This is because of the increasingly common need to limit
the size of large data sets and because classifiers built from data sets with high
class imbalance perform poorly on minority-class instances.

There is a considerable amount of research on how to build "good" learning
algorithms when the class distribution of data in the training set is imbalanced.
For simplicity, and consistently with the common practice [1,3,5,10], only two-
class problems are here considered. A data set is said to be imbalanced when
one of the classes (the minority one) is heavily under-represented in compar-
ison to the other (the majority) class. This issue is particularly important in
those applications where it is costly to misclassify minority-class examples. High
imbalance occurs in real world domains where the decision system is aimed to
detect a rare but important case, such as fraudulent telephone calls [6], diagnosis
of an infrequent disease [18], or text categorization [15].

Most of the research addressing this problem can be classified into three cat-
egories. One consists of assigning distinct costs to the classification errors for
positive and negative examples [4,7,13]. The second is to resample the original
training set, either by over-sampling the minority class [3,11] and/or under-
sampling the majority class [10] until the classes are approximately equally rep-
resented. The third focuses on internally biasing the discrimination-based process
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so as to compensate for the class imbalance [1,6,13]. Other techniques consist of
combining several of these general methods [2,1,10].

Although it is often assumed that class imbalance is responsible for significant
loss of classifier performance, recent investigations have directed their efforts to
question whether class imbalance is directly correlated to the loss of performance
or whether the class imbalance is not a problem by itself. For example, some
authors have focused on the small disjuncts problem [8,9,16], whereas others
on the problem of class overlap [12,14]. These works suggest that there exists
a connection between such problems, stating that the loss of performance when
learning from unbalanced data is potentiated by other factors.

The aim of the present paper is to analyze the relation between class imbalance
and class overlap, and their effects on the classification performance. We are
also interested in investigating how these factors affect to both classes, since
most of the proposals deal with the patterns of the minority class only, thus
overlooking the consequences over the majority class. This study is performed
in the framework of the Nearest Neighbor (NN) algorithm, as one of the most
significant representatives of the instance-based learning.

2 Algorithms to Handle the Class Imbalance

In the present section, the algorithms used for dealing with the class imbalance
are briefly described. Specifically, we focus on three different strategies: downsiz-
ing the majority class, over-sampling the minority class and, internally biasing
the discrimination-based process.

Within the category of handling the imbalance by means of under-sampling
the majority class, the simplest technique randomly selects a number of negative
patterns to be further removed from the training set. Nevertheless, since down-
sizing the majority class can result in throwing away some useful information,
this must be done carefully. Accordingly, other schemes employ some filtering
and/or condensing algorithms to pick out and eliminate a number of negative
examples [1,10]. The method we adopt in this work consists of iteratively remov-
ing noisy and atypical patterns belonging to the majority class [1] by using the
well-known Wilson’s editing algorithm (WE) [17].

In the case of over-sampling the minority class, one of the most popular tech-
niques refers to the SMOTE algorithm [3]. This consists of taking each posi-
tive pattern and introducing synthetic examples along the line segments joining
any/all of the k minority class nearest neighbors. Depending upon the amount
of over-sampling required, the neighbors from the k nearest neighbors are ran-
domly chosen. Synthetic samples are generated by taking the difference between
the sample under consideration and its nearest neighbor. This difference is mul-
tiplied by a random number between 0 and 1, and added to the corresponding
feature vector.

On the other hand, for internally biasing the discrimination procedure, we
make use of a weighted distance function to be applied in the classification of
new patterns [1]. Let dE(·) be the Euclidean metric, and let Y be a new sample
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to classify. Let xi be a training example belonging to class i, let ni be the
number of examples from class i, let n be the training set size, and let d be
the dimensionality of the feature space. Then, the weighted distance measure is
defined as:

dW (Y, xi) = (ni/n)1/ddE(Y, xi) (1)

The idea is to compensate for the imbalance in the training set without ac-
tually altering the class distribution. Weights are assigned, unlike in the usual
weighted k-NN rule, to the respective classes and not to the individual exam-
ples. In that way, since the weighting factor is greater for the majority class than
for the minority one, the distance to positive examples is reduced much more
than the distance to negative examples. This produces a tendency for the new
patterns to find their neighbor among the positive examples.

2.1 Classifier Performance for Imbalanced Data Sets

The average predictive accuracy is the standard performance measure in Pattern
Recognition and Machine Learning research. However, using this form evaluation
metric assumes that the error costs (the cost of a false positive and false negative)
are equal, which can been criticized as being unrealistic [6,10]. It has to be noted
that highly unbalanced problems generally have highly non-uniform error costs
that favor the minority class (often the class of primary interest). Therefore,
classifiers that optimize average accuracy are of questionable value in these cases
since they rarely will predict the minority class.

Table 1. Confusion matrix for a two-class problem

Positive prediction Negative prediction
Positive class True Positive (TP) False Negative (FN)
Negative class False Positive (FP) True Negative (TN)

Alternative methods for evaluating the classifier performance are ROC analy-
sis and the geometric mean. For a two-class problem, these can be described
using the confusion matrix as plotted in Table 1. In the present work, we are
primarily interested in analyzing the classification performance on positive and
negative classes independently. From the confusion matrix, these measures can
be defined as a+ = TP/(TP + FN) and a− = TN/(TN + FP ), respectively.

3 Experimental Results on Synthetic Data Sets

In this section, we run a number of experiments on several artificial data sets
whose characteristics can be fully controlled, allowing to better interpret the
results. Pseudo-random bivariate patterns have been generated following a uni-
form distribution in a square of length 100, centered at (50, 50). There are 400
patterns from the majority class and 100 in the minority class. Six different



374 V. García et al.

situations of increasing overlap have been considered, always keeping the ma-
jority/minority ratio equal to 4. In all cases, positive examples are generated in
the range [50..100], while those belonging to the majority class are as follows:
in [0..50] for 0% of class overlapping, in [10..60] for 20%, in [20..70] for 40%, in
[30..80] for 60%, in [40..90] for 80%, and in [50..100] for 100% of overlap. Fig. 1
illustrates two examples of these data sets.

Fig. 1. Two different levels of class overlapping: 0% and 60%

For each data set (degree of overlap), we have studied the techniques de-
scribed in Sect. 2. In the case of downsizing the majority class, the Wilson’s
editing algorithm has been applied with both the Euclidean metric (WE) and
the weighted distance (WEW). Moreover, WE and WEW have been also applied
to both classes (not only to the majority class). Wilson’s editing has been always
run with k = 3. On the other hand, the SMOTE algorithm (with k = 5) has
been used to over-sampling the minority class. After preprocessing the training
set, we have employed the NN rule with the Euclidean (NNe) and the weighted
(NNw) distances to classify patterns from an independent test set.

Fig. 2 shows the classification performance on positive (a+) and negative
(a−) patterns when using the NNe and NNw rules directly, that is, without
preprocessing the training set. From this, it is worth remarking several issues.
First, when there exists no overlapping (0%), we obtain the same performance on
both classes. Second, although the majority/minority ratio keeps constant along
the distinct situations, the accuracies degrade as overlap increases. Both of these
results suggest that the class imbalance by itself does not strongly affect to the
classifier performance. Finally, the use of the weighted distance in the NN rule
allows to increase the performance on the minority class but at the same time,
the accuracy on the majority class suffers from an important degradation. In
fact, from 40% of overlap, it can be noted that the performance on the minority
class becomes even better than that on the majority class.

Table 2 reports the performances on each class when preprocessing the train-
ing set by means of the techniques previously described and then using the NNe
or the NNw classifiers. The values corresponding to the original training set
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(a) Euclidean distance (NNe) (b) Weighted distance (NNw)

Fig. 2. Performance evaluation on each class when using the NN rule – synthetic data

Table 2. Performance on each class with NNe and NNw (synthetic data sets)

0% 20% 40% 60% 80% 100%
a− a+ a− a+ a− a+ a− a+ a− a+ a− a+

NNe
Original 100 99.0 95.5 81.0 92.0 65.0 87.8 44.0 84.0 35.0 77.3 18.0

WE - - 93.8 82.0 89.5 67.0 85.5 52.0 79.0 37.0 68.3 23.0
WE both classes 100 96.0 98.5 80.0 99.5 54.0 97.3 40.0 98.8 17.0 97.8 1.0

WEW 100 100 90.3 85.0 82.8 74.0 71.8 61.0 63.0 58.0 53.0 48.0
WEW both classes 100 99.0 93.0 83.0 91.3 69.0 83.0 53.0 74.3 42.0 69.3 34.0

SMOTE 100 99.0 94.3 86.0 84.8 75.0 78.8 58.0 69.8 47.0 62.3 34.0
NNw

Original 99.8 100 89.0 88.0 77.0 84.0 68.3 66.0 54.0 60.0 46.3 50.0
WE - - 88.6 87.0 76.8 85.0 68.5 65.0 53.8 60.0 46.5 54.0

WE both classes 100 99.0 94.3 82.0 96.0 63.0 89.5 49.0 83.0 29.0 61.5 32.0
WEW 99.3 100 85.3 92.0 70.3 88.0 60.5 78.0 48.3 72.0 37.8 59.0

WEW both classes 99.5 100 89.0 91.0 79.8 79.0 67.0 69.0 56.0 60.0 50.0 51.0

(without any preprocessing) are also included as a baseline. The first comment
refers to the results over the data set with no overlap (0%), in which all methods
obtain similar performance on both classes. As already pointed out, it seems that
the class imbalance does not constitute an important difficulty for the learning
system under such a "simple" situation. In contrast, as class overlap increases,
the effect of the imbalance on the performance becomes clear enough.

When comparing the preprocessing methods, one can observe a different be-
havior depending on the use of the Euclidean distance (NNe) or the weighted
distance (NNw) for the classification of new patterns. In the case of NNe, except
the application of Wilson’s editing (WE) to both classes, all algorithms improve
the performance on the minority class (a+), but at the cost of reducing the per-
formance on the majority class (a−). It has to be noted that WEW (editing only
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the majority class) and SMOTE allow the highest increase in performance on
the minority class, independently of the degree of class overlap. Nevertheless,
both of these techniques produce an important loss of performance on negative
examples. On the other hand, editing both classes does not seem to be an appro-
priate alternative: it is able to "clean" the class overlap but, at the same time, it
clearly increases the imbalance due to the removal of patterns from the majority
and the minority classes.

Focusing on the results with NNw, the effect just described is still more evi-
dent. In this case, when there exists a very high overlapping, all schemes (except
WE on both classes) invert the classifier behavior: the performance on the mi-
nority class becomes even better than the performance on the majority class.
As a preliminary conclusion of these experiments, one can see that most tech-
niques to handle the class imbalance are able to improve the performance on
the positive examples, although producing some decrease in performance on the
negative patterns.

4 Experimental Results on Real Data Sets

We here experimented with four real data sets taken from the UCI Machine
Learning Database Repository (http://www.ics.uci.edu/~mlearn), to vali-
date the results obtained over the synthetic databases. All data sets were trans-
formed into two-class problems to facilitate comparison with other published
results [1]. Five-fold cross validation was employed.

Table 3 reports, for each real data set, the performance on both classes when
preprocessing the original training sets by means of different techniques and
classifying with NNe and NNw. Analyzing the results with NNe over the origi-
nal training sets (without preprocessing), one can observe that in the Phoneme

Table 3. Performance on each class with NNe and NNw (real data sets)

Phoneme Satimage Glass Vehicle
a− a+ a− a+ a− a+ a− a+

NNe
Original 79.1 68.8 91.7 54.8 98.9 76.0 82.8 37.6

WE 74.5 75.3 90.4 58.3 97.7 76.0 78.2 50.5
WE both classes 79.5 68.6 91.7 48.1 99.4 72.0 89.7 25.2

WEW 73.1 77.0 89.2 60.6 97.7 76.0 76.8 54.8
WEW both classes 77.0 73.1 90.1 54.6 99.4 72.0 87.0 31.4

SMOTE 76.0 71.2 86.2 69.1 98.3 80.0 80.5 44.3
NNw

Original 71.1 82.3 88.4 65.1 97.1 80.0 78.5 45.2
WE 68.1 84.2 87.5 66.2 96.6 80.0 75.0 56.2

WE both classes 74.1 79.3 89.4 54.1 98.3 76.0 85.7 31.0
WEW 66.9 84.8 86.7 67.5 95.6 80.0 73.8 60.0

WEW both classes 71.8 81.2 88.0 59.2 98.3 80.0 81.7 38.6
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database both classes show similar and quite low performances, thus suggesting
that there probably exists high overlap and low class imbalance (the major-
ity/minority ratio is 2.41). Conversely, in the case of the Satimage database,
the performance on the majority class is high enough and clearly better than
the performance on the minority class, which indicates a very considerable class
imbalance (the majority/minority ratio is 9.28).

It has to be remarked that in all data sets, the use of the weighted distance for
classification (NNw) produces an important improvement in the performance on
the minority class, and it does not lead to a significant loss of performance on the
majority class. On the other hand, when the training set has been preprocessed,
it seems that the best results are achieved with the editing schemes applied only
to the negative examples, that is, WE and WEW. In fact, as already observed
in the artificial data sets, the schemes based on downsizing both classes are not
able to appropriately balance the data sets.

5 Conclusions and Future Work

The class imbalance by itself does not seem to constitute a crucial problem
for instance-based classification. In fact, in the presence of imbalance with 0% of
overlap, the NN classifier provides high performance on both classes. In contrast,
the combination of class imbalance and class overlapping suppose an important
deterioration of the performance. These results suggest that the imbalance in
the overlap region has a strong influence on the classification performance.

The experiments carried out suggest that the application of some under-
sampling technique to both classes leads to poor performance on the minority
class. Conversely, the use of editing combined with NNw classification makes the
performance on the majority class to become worse than that on the minority
class. This is mainly due to the fact that in the overlap region, after editing
the negative examples, the minority class is more represented than the major-
ity class. On the other hand, although SMOTE has been recognized as one of
the best techniques to handle the imbalance problem, the experiments demon-
strate that in the presence of high overlap it is not better than editing, since
the generation of synthetic patterns involves an increase of noise in the data
set.

Future work is primarily addressed to characterize the data sets by means of
data complexity (or problem difficulty) measures, thus obtaining a better de-
scription of data and allowing a more accurate application of specific techniques
to tackle the class imbalance and the class overlap situations.
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Abstract. Melt index is considered important quality variable determining 
product specifications. Reliable prediction of melt index (MI) is crucial in qual-
ity control of practical propylene polymerization processes. In this paper, a  
radial basis function network (RBF) model based on principal component 
analysis (PCA) and genetic algorithm (GA) is developed to infer the MI of 
polypropylene from other process variables.  Considering that the genetic algo-
rithm need long time to converge, chaotic series are explored to get more effec-
tive computation rate. The PCA-RBF model is also developed as a basis of 
comparison research. Brief outlines of the modeling procedure are presented, 
followed by the procedures for training and validating the model. The research 
results confirm the effectiveness of the presented methods. 

1   Introduction 

The melt index is defined as the mass rate of extrusion flow through a specified capil-
lary under prescribed conditions of temperature and pressure [1]. Because the index 
determines the flow properties as well as other mechanical properties of polymer 
products, it is considered one of the important quality variables in the manufacturing 
process.  

However, the direct measurement of the melt index in the laboratory is not only 
costly but also time consuming which make the real-time control of the product quality 
difficult or even impossible and therefore, yield off-spec products, resulting in enor-
mous economic losses. Hence, many researchers have strived to infer the melt index 
indirectly with mathematical models that relate the melt index to other readily measur-
able process variables and let modeling and analyzing polymerization processes more 
cheaply and quickly with the huge amount of measurement data stored in the RTDBs. 

Neural networks have been widely adopted to model and control dynamic proc-
essed because of their extremely powerful adaptive capabilities in response to nonlin-
ear behaviors. Wai-Man Chan et al.[2] presents the approach of back propagation 
neural networks for modeling of free radical polymerization in high pressure tubular 
reactors and compare it with the mechanistic model. Results showed the promising 
capability of a neural network as an alternative approach to model polymeric systems. 
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Kong and Yang [3] presented RBF network models combing PCA and PLS for the 
melt index prediction   problem for the propylene polymerization process. Shi Jian 
and Liu Xinggao [4] propose a novel soft-sensor model with principal component 
analysis, radial basis function networks and multi-scale analysis which provides 
promising prediction reliability and accuracy. Unfortunately, the selections of the 
model parameters were not considered. 

In this article, the radial basis function network based on principal component 
analysis [5-6] is explored to predict the melt index in the polypropylene processes. 
Two model selection methods, genetic algorithm [7] and chaos genetic algorithm [8] 
are then employed to obtain the optimal set of parameters. Detailed comparisons 
among PCA-GA-RBF and PCA-CGA-RBF models are then carried out. The PCA-
RBF model of PP process presented by Kong [3] is also developed as a basis of com-
parison research. 

2   Melt Index Modeling 

2.1   Radial Basis Function Network  

The radial basis function network, proposed by Moody and Darken [5-6], employs 
local receptive fields to perform function mapping. Fig. 1 shows the schematic dia-
gram of an RBFN with three receptive field units; the output of ith receptive field unit 
(or hidden unit) is 

( ) ( / ), 1, 2,...,i i i i iw R x R x c i Mσ= = − =G G G
 (1) 

where x
G

is an N dimensional input vector, ic
G

 is a vector with the same dimension as 

x
G

, M is the number of receptive field units, and ( )iR i  is the ith receptive field re-

sponse with a single maximum at the origin. Typically, ( )iR i  is chosen as a Gaussian 

function 

2

2
( ) exp i

i
i

x c
R x

σ

⎡ ⎤−
= −⎢ ⎥

⎢ ⎥⎣ ⎦

G G
G

 (2) 

Thus the radial basis function iw computed by the ith hidden units is maximum, 

when the input vector x
G

 is near the center ic
G

 of that unit. 

The output of an RBFN can be computed in two ways. For the simpler one, as 
shown in Fig. 1, the output is the weighted sum of the function value associated with 
each receptive field: 

1 1

( ) ( )
M M

i i i i
i i

f x f w f R x
= =

= =∑ ∑G G
 (3) 

where if , is the function value, or strength, of ith receptive field. With the addition of 

lateral connections (not shown in Fig. 1) between the receptive field units, the network 
can produce the normalized response function as the weighted average of the strengths: 
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Fig. 1. An RBFN 
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To minimize the square errors between desired output and model output, several 
learning algorithms have been proposed to identify the parameters ( ic

G
, iσ  and if ) of 

an RBFN. Moody et al.  use a self-organizing technique to find the centers ( ic
G

) and 

widths ( iσ ) of the receptive fields, and then employ the supervised Adeline or LMS 

learning rule to identify if . On the other hand, Chen et al. [9] apply orthogonal least 

squares learning algorithm to determine those parameters. 

2.2   Genetic Algorithm 

In the RBFN, the parameter ic
G

, iσ  have to be selected carefully. These parameters 

play a key role in the RBF performance. Parameters inappropriately chosen result in 
over-fitting or under-fitting. These parameters are sometimes guessed by users. In this 
paper, genetic algorithm (GA) is employed to select optimal set of parameters because 
of its characteristic of global optimization. 

In this paper, the real coded scheme of variables is selected, because it performs 
better than binary encoded scheme in constrained optimization problems. The initial 
values of the designed parameters are distributed in the solution space as even as 
possible. The reciprocal of the mean RMSE of L-folder cross validate is proposed as 
the fitness function: 

1

1
1 ( )

L

i
i

fit rmse
L =

= ∑  (5) 

Here, the method of survival of the fittest was used to select the next generation indi-
vidual. The probability of ia  selected as the next generation one is as follow: 

1

( )
( )

( )

i
i m

j
j
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P a

fit a
=

=
∑

 
(6) 
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where, ( )ifit a is the fitness function of the individual ia , m is the size of the  

population. 
Due to the real-encoding scheme is utilized; the crossover operator in this paper is 

defined as: 

1 1 2

2 1 2

(1 )

(1 )

c aP a P

c a P aP

= + −
= − +

 (7) 

where 1P  and 2P   are the two parents to be implemented the crossover operation, 1c    

and 2c  are the children. 

The mutation operator varies a point represented by an individual to another point 
in the solution space randomly. When the average fitness has not changed signifi-
cantly for five generations, the program terminates and exports the optimal set of 
parameters. 

2.3   Chaos Genetic Algorithm 

As a result of mis-selection of many parameters such as crossover and mutation prob-
abilities, pure random can not ensure the extension so that Gas fall into a situation of 
key gene deficiency and destruction of efficient form work, which leads to algorithm 
premature convergence. Genetic operators are fabricated by means of chaos to make 
the different generation seen random on a short-term basis while, in the long-term, 
there does exist a variety of ‘exquisite’ interior relationship, from which a set of Gas 
based on the chaotic set are acquired [8]. 

Let [0,1]I ⊆  and I’s measure is more than measure zero or it is a denumerable set 

including many elements. Let xk is Logistic sequence: 

1 (1 ), 0,1,...k k kx vx x k+ = − =  (8) 

Suppose a certain code altogether has N+1, divides interval [0,1] into (N+1) subin-
terval I0,I1,…IN; among which  

( )i jI I i jφ∩ = ≠  (9) 

1

[0,1]
N

i
i

I
=

=∪  (10) 

When x I∈  and 0i ≠ , crossover operation can be conducted, and crossover site is 
ith locus. However when 0x I∈ , no crossover operation happens. 

3   Results and Discussion 

A PP polymerization process currently operated for commercial purposes. To prepare 
a set of modeling data, the measurements of the process and quality variables from the 
RTDB and LIMS for the PP polymerization process are retrieved. Data from the  
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records of the process variables and MI are separated into training, test and generali-
zation sets that are constructed from the time series of recorded plant data. And the 
test set is obtained from the same batch as the training set, while the generalization set 
is derived from another batch. 

To infer the MI of manufactured products from real process variables, RBF net-
works are used to characterize the nonlinearity of the process, and PCA is carried out 
to select the most relevant process features and to eliminate the correlations of the 
input variables, which will simplify the neural architecture and reduce the time 
needed for training without the loss of significant information. Genetic algorithm 
(GA) is employed to select optimal set of parameters of the PCA and RBF. Chaos is 
then introduced into GA to surmount the defects caused by pure random in the stan-
dard GAs. 

The PCA-RBF model is developed as the basis of comparison research. The PCA-
GA-RBF model is developed to get the optimal set of parameters. The PCA-CGA-
RBF model is further developed to get more effective computation rate. 

3.1   Predictive Effective 

The prediction performances of the PCA-GA-RBF and PCA-CGA-RBF models can 
be assessed from table 1 and 2, which list the mean relative error (MRE), root mean 
squared error (RMSE), Theil’s Inequality Coefficient (TIC), standard deviation (STD) 
defined as follows: 
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1

1 N

i
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e e
N =

= ∑ and iy , iŷ  denote the measured value and pre-

dicted result respectively. 
The data listed in Table 1 clearly show that the PCA-GA-RBF model gives the best 

prediction performance for the test set, with MRE of 4.49%, better than the PCA-RBF 
and PCA-CGA-RBF models with those of 5.02%, 4.6049%, respectively. The RMSE 
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listed also in Table I have confirmed the prediction accuracy of the proposed meth-
ods. The RMSEs of the PCA-GA-RBF and PCA-CGA-RBF models are 0.0294, 
0.0300 respectively, compared with that of 0.0373 of the PCA-RBF model. The PCA-
GA-RBF and PCA-CGA-RBF models give the similar predictive stability for the 
testing data set, with STD of 0.1304, 0.1300 respectively, better than the PCA-RBF 
model with that of 0.1622. TICs of the PCA-GA-RBF and PCA-CGA-RBF models 
are smaller than that of the PCA-RBF model, which indicates a good level of agree-
ment between the proposed model and the studied process.  

A detailed comparison of the generalization data set is presented in Table 2. It 
clearly shows that the all four criterions of the PCA-GA-RBF and PCA-CGA-RBF 
models are better than that of the PCA-RBF model. 

Table 1. Performance for the testing data sets 

Methods MRE (%) RMSE TIC STD 
PCA-RBF 5.02 0.0373 0.0337 0.1622 
PCA-GA-RBF 4.49 0.0294 0.0270 0.1304 
PCA-CGA-RBF 4.60 0.0300 0.0276 0.1300 

Table 2. Performance for the generating data sets 

Methods MRE (%) RMSE TIC STD 
PCA-RBF 5.16 0.0620 0.0279 0.0479 
PCA-GA-RBF 2.31 0.0282 0.0124 0.0389 

PCA-CGA-RBF 2.36 0.0301 0.0132 0.0378 

3.2   Computation Time 

The comparison between PCA-GA-RBF and PCA-CGA-RBF on computational rate 
is listed in Table 3. It has been shown that the CPU running time of PCA-CGA-RBF 
model is significantly smaller than PCA-GA-RBF model, decreasing from 922s to 
327s, while the similar predict performance is guaranteed simultaneously. 

Table 3. Computation time (Pentium IV 1.4G/512M) 

Methods Computation time(s) 
PCA-GA-RBF 922 
PCA-CGA-RBF  327 

4   Conclusions 

In this paper, the PCA-GA-RBF and PCA-CGA-RBF models are presented to infer 
MI of polypropylene from other process variables. The PCA-RBF model is also de-
veloped as the basis of comparison research. The PCA-GA-RBF and PCA-CGA-RBF 
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models predict MI with MRE of 4.49% and 4.60% respectively, compared with that 
of 5.02% obtained from the PCA-RBF model.  

The comparison between the PCA-GA-RBF and PCA-CGA-RBF models on com-
putation time also indicate that the PCA-CGA-RBF model is more computationally 
efficient than PCA-GA-RBF with the same predictive performance guaranteed, which 
is more convenient for use in more interesting engineering studies like the simulation 
of different types of polypropylene reactors, optimization, control etc and supposed to 
have promising potential for practical use. 
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Abstract. Saplings Growing up Algorithm (SGA) is a novel computational 
intelligence method inspired by sowing and growing up of saplings. This 
method contains two phases: Sowing Phase and Growing up Phase. Uniformed 
sowing sampling is aim to scatter evenly in the feasible solution space. Growing 
up phase contains three operators: mating, branching, and vaccinating operator. 
In this study thinking capability of SGA has been defined and it has been 
demonstrated that sapling population generated initially has diversity. The 
similarity of population concludes the interaction of saplings and at consequent, 
they will be similar. Furthermore, the operators used in the algorithm uses 
similarity and hence the population has the convergence property. 

1   Introduction 

The thinking is a social activity, and human culture and cognition are aspects of a 
single process [1, 2]. People learn from one another not only facts but methods for 
processing those facts. If knowledge and skills spread from person to person, the 
population converges on optimal processes. The social activities in a population can 
be categorized in three levels. 

- Individuals learn locally from their neighbors. People are aware of interacting 
with their neighbors, gleaning insights from them, and sharing their own insights 
in turn, and local social learning is an easily measured and well-documented 
phenomenon. 

- The spread of knowledge through social learning results in emergent group-level 
processes. This sociological, economic, or political level of phenomenon is seen 
as regularities in beliefs, attitudes, behaviors, and other attributes across 
individuals within a population. A society is self-organized system with global 
properties that cannot be predicted from the properties of the individuals who 
make up. 

- Culture optimizes cognition. Though all interactions are local, insights and 
innovations are transported by culture from the originator to distant individuals; 
further, combination of various innovations results in even more improved 
methods. This global effect is largely transparent to actors in the system who 
benefit from it. 

The probability of human interaction is a function of the similarity of two 
individuals: The basic idea is that agents who are similar to each other are likely to 
interact and then become even more similar. 
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Similarity is a precondition for social interaction and subsequent exchange of 
cultural features. The probability of interaction depends on similarity and culture is 
seen to spread and finally stabilize through links between similar individuals. 
Individuals become more similar as they interact; populations do not converge on 
unanimity. 

The effect of similarity as a casual influence in Axelrod’s model is to introduce 
polarization. Dissimilarity generates boundaries between cultural regions. Inter-
individual similarities do not facilitate convergence, but rather, when individuals 
contain no matching features, the probability of interaction is defined as 0.0, and 
cultural differences become insurmountable. 

In this study, we defined the thinking capability of saplings growing up algorithm 
(SGA) [3-4]. In order to introduce the thinking skill of algorithm, we used a simple 
encoding (binary encoding) for sake of understandability and simplicity without lose 
of generality. 

The second part of this paper introduces the Saplings Growing up Algorithm 
(SGA). Third section describes the thinking skill of algorithm and finally, the last 
section concludes the paper. 

2   Saplings Growing Up Algorithm (SGA) 

Solution space can be considered as a garden of saplings, and hence all saplings must 
be scattered in the garden uniformly (Fig. 1). Each sapling is a potential solution, 
unless there is multi-criteria problem. In the multi-criteria case, all saplings are 
solutions. If a farmer wants to sow saplings, he will trivially sow them in equi-length 
distance for the sake of growing up of saplings more quickly (Fig. 1). In order to 
solve a problem by simulating the growing up of saplings, arbitrary solutions to be 
generated initially must be scattered evenly in the feasible searching space. In order to 
scatter saplings in the garden, the uniform population method in genetic algorithms 
for generating initial population uniformly can be used [5-10]. Each sapling consists 
of branches, and initially each sapling contains no branch and it is a body. The 
algorithm for generation of initial population is seen in Algorithm 1. 

 

Fig. 1. Scattering saplings in garden uniformly 

After being sowed, saplings must grow up (mating, branching and vaccinating). 
The aim of mating operator (denoted as ⊗) is to generate a new sapling from currently 
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exist saplings by inter-changing genetic information. There will be a mating factor for 
each pair of saplings, since the distance between a pair is the most important factor 
which causes the mating of pair or not. 
 

Algorithm 1. SowingSaplings 
// P is population, I is indices set and Ie is the enlarged indices set. 

1. Create two saplings such as one of them P[1] contains all upper bounds for 
variables as branches and the other P[2] contains all lower bounds for 
variables as branches. 

2. Index←3 
3. k←2 
4. While P is not saturated do 

 Let ie be an element of Ie and each ie are enlarged with bit value and this 
bit value corresponds to part. 

i←1 
While P is not saturated and all saplings are not generated for a specific 

value of k (and i≤2k-2) do 
   i is a k-bit number and ie corresponds to the enlarged value of i. Each bit 

of i is enlarged upto length of corresponding part of P[0] and P[1]. 
   For j←1 to n do 
   If jth bit of ie is 1 then j

th branch of P[Index] is equal to P[1]*r 
   else  jth branch of P[Index] is equal to P[2]*r 
      r is a random number in interval [0,1] and it is a real number. 
   Index←Index+1 
  i←i+1 
k←k+1 

 
Let G=g1g2…gi…gn and H=h1h2…hi…hn be two saplings. The distance between G 

and H affects the mating process’ taking place or not, and it depends on the distance 
between current pair. Let P(G,H) be probability of not mating of saplings G and H, 
and Pm(G,H) is mating  probability of saplings G and H. 

P(G,H)=
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ui is the upper bound for the corresponding distance between the pair of currently 
selected saplings, and li is the lower bound for the corresponding distance between the 
pair of currently selected saplings. The probability of mating of two saplings depends 
on the distance between both saplings. G and H are saplings and the probability of 
their mating is 

Pm(G,H)=1- 
( )

R

hg
2/1n
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2
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⎠

⎞
⎜
⎝
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Wind and other effects in the nature affect the mating probability. With the mating 
operator, a sapling gets a branch from the mating partner or sends its branch to mating 
partner and thus, G⊗H may yield 2n new saplings. 

The mating process takes place for each pair of branches (gi and hi), if Pm(G,H) 
satisfies the mating condition. The mating condition is Pm(G,H) and this is the mating 
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rate for G and H. A random number is generated and if this random number is smaller 
than or equal to this mating rate, then these saplings are mated. 
 

Algorithm 2. Mating(G,H) 

1. j←1, …, n 

2. compute Pm(G,H)=1- 
( )

R

hg
n

j
jj

2/1

1

2

⎟⎟
⎠

⎞
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⎝

⎛
−∑

=  

3. i←1,…,n 
4.   if Pm(G,H)≥random[0,1) then 
5.    G←G-gi, and H←H-hi 

6.    G←G+hi, and H←H+gi // G←G+hi, and hi is added to position of gi, and 
H←H+gi and gi is added to position of hi, 

 
In order to grow up a branch on any point on the body of sapling, there should be 

no near branch previously occurred there. Assume that a first branch was occurred at 
point 1 as seen in Fig. 2, the probability of branch occurring on the point 2 is less than 
the probability of branch occurring on the points 3. This logic can be used as a 
method for searching solution locally. This is a local change on the current 
solution(s). 

 

Fig. 2. Effects of the point where a branch trying to grow up 

There is a branch growing up at point 1. The probability of a branch growing up at 

point different from 1 is proportional to 
2

1
1

d
−  where d is the distance between that 

point and point 1. The probability of a branch growing up at point 2 is
2
1

1
1

d
− , where 

d1 is the distance between and point 1 and 2. The probability of a branch growing up 

at point 3 is 
( )2

21

1
1

dd +
−  if d2 is the distance between point 2 and 3. 

Let G=g1g2…gi…gn be a sapling. If a branch occurs in point gi (the value of gi is 
changed), then the probability of a branch occurring in point gj could be calculated in 
two ways: linear and non-linear. 
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The distance between gi and gj can be considered as |j-i| or |i-j|. If gi is a branch, 

then the probability of gj being a branch is 
( )

ji
ij

ggP ij ≠
−

−= ,
||

1
1)|(

2
in linear 

case, and P(gj|gi) is similar to conditional probability, however, it is not pure 
conditional probability. In the non-linear case, the probability can be considered 

as ( )2||

1
1)|(

ij

e
ggP ij −

−= . If i=j, then P(gj|gi)=0. 

 
Algorithm 3. Branching(G) 

1. i←1,…, n 
2.    j←i+1,…,n 
3.       if there is no branch then 
4.          P(gj|gi)=1 and branching process is applied 
5.       else 

6.          

( )
ji

ij
ggP ij ≠

−
−= ,

||

1
1)|(

2
 or 

( )2||

1
1)|(

ij

e
ggP ij −
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7.          if P(gj|gi)≥random[0,1) then 
8.             gj will be a branch 

 
The vaccinating process takes place between two different saplings in case of 

similarity of saplings. Since the similarity of saplings affects the success of 
vaccinating process, and also vaccinating success is proportional to the similarity of 
both saplings. In this study, the similarity of saplings is computed in two ways. 
G=g1g2…gi…gn and H=h1h2…hi…hn for 1≤i≤n, gi,hi∈{0,1}.  

Sim(G,H)=∑
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The vaccinating process takes place as follow, if Sim(G,H)≥ threshold. 
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where G’ and H’ are obtained as consequence of applying vaccinating process to G 
and H. Saplings are not vaccinated arbitrarily. The saplings to be vaccinated must 
satisfy the inequality defined by the similarity (Sim(G,H)≥ threshold). The initial 
value of threshold depends on the problem solvers. The smaller value of threshold 
results in more accurate solution, and the bigger value of threshold results in more 
non-accurate solution. 
 

Algorithm 4. Vaccinating(G,H) 

1. i←1 ,…, n 

2.   Sim(G,H)=∑
=

⊕
n

1i
ii hg  

3.   if Sim(G,H)≥r then 

4.     

⎩
⎨
⎧

≠
=

=
ii

iii

hgif)1(random

hgifg
'G

 and  

⎩
⎨
⎧

≠
=

=
ii

iii

ghif)1(random

ghifh
'H

 

where r is a threshold value defined by problem solver. random(1) 
generates a random number which is 0 or 1. 
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In order to determine the quality of saplings, in contrast to genetic algorithm 
objective function is used.  The objective function measures the goodness of the 
saplings in the population space and there is no necessity to take objective function 
scores and processes them to produce a number for each sapling. 

3   Thinking Capability 

Assume that the length of a sapling is n (a sapling has n branches), and the initial 
population contains m saplings. In order to demonstrate the thinking capability of 
SGA, we must firstly see the structure of initial population. The amount of knowledge 
in the initial population and its type must be known. 

Algorithm 1 generates the initial population and this population has the following 
knowledge. Let S1 and S2 be two saplings. 

S1= s1s2………………….sn 
                      

S2= n21 s.ss ……………
 

These two saplings are deterministically generated initially. Then the remaining 
saplings are generated with respect to the rules in Algorithm 1 up to population is 
completed. 
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For any branch si,  1≤i≤n, the number of 1s and number of 0s are equal to each 
other. This case is valid for all branches. 

Theorem: The probability of similarity of population is greater than or equal to 0.5. 

Proof: The similarity of population means that ∀Si, Sj, 1≤i,j≤m, i≠j, Sim(Si,Sj)>0. In 
order to prove this theorem, the knowledge contained by the initial population must 
be determined. Sim(Si,Sj)=n means that Si and Sj saplings are not similar and their 
similarity is zero, since they do not have branches that have same values. 

Initially generated saplings 

S1= s1s2………………….sn 
 

S2= n21 s.ss ……………
Sim(S1,S2)=n
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Generated saplings for k=1 
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This situation is conserved for all values of k. The number of disjoint saplings in 
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The similarity in the population is used in mating and vaccinating steps of the SGA. 
Mating operator is a global search operator and uses similarity between saplings. Let 
S0, S1, S2, and S3 be the saplings and let them be encoded with binary strings as shown 
in Table 1. In growing up step, mating points are determined. If the mating points are 
2, 3, 2, 1, 4, and 3; then new saplings 12 new sapling are created as shown in Table 2. 

Table 1. Generated saplings Table 2. Mating 

 Saplings 
S0 00000 
S1 11111 
S2 00011 
S3 11100  

 New candidate saplings New candidate saplings 
S0⊗S1 11000 00111 
S0⊗S2 00000 00011 
S0⊗S3 11000 00100 
S1⊗S2 01111 10011 
S1⊗S3 11101 11110 
S2⊗S3 11111 00000  

Vaccinating operator is a search operator and aims to generate new saplings from 
currently existing saplings which are similar. In vaccinating step, Sim(S0,S1)=0; 
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Sim(S0,S2)=3; Sim(S0,S3)=2; Sim(S1,S2)=2; Sim(S1,S3)=3; Sim(S2,S3)=0. If threshold 
value is greater than 3, vaccinating process will not be performed. If it is less than 3, 
then S0 and S3; S1 and S2 are vaccinated. S0⊕S3={01100, 01100}, S1⊕S2={00011, 
00111}. 

Briefly, similarity is used in the SGA operators. When the algorithm continues, 
mating operator uses similarity measures and makes a global search. Vaccinating is 
also uses similarity and similar saplings are vaccinated. Competition and cooperation 
are observed among saplings. 

4   Conclusions 

The generated population with respect to SGA has disjoint saplings. However, the 
probability of similarity of population is greater than or equal to 0.5. This means that 
a similar population has diversity, and this is a desired case for obtaining better result. 
The similarity of population concludes the interaction of saplings and at consequent, 
they will be similar. Furthermore, the operators used in the algorithm uses similarity 
and hence, the population has the convergence property. 
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Abstract. A new approach is presented for the approximation of a
scalar function defined on a discrete set of points. The method is based
on the application of functional networks and the Lagrange interpolation
formula. The interpolation mechanism of the separable functional net-
works when the neuron functions are approximated by Lagrange polyno-
mials, is explored. The coefficients of the Lagrange interpolation formula
are estimated during the learning of the functional network by simply
solving a linear system of equations. Finally, several examples show the
effectiveness of the proposed interpolation method.

1 Introduction

The approximation of functions defined on a finite set of argument values plays
an essential role in the problem of experimental data processing. Diverse meth-
ods have been developed and are widely applied in constructing approximating
functions in the form of polynomial or trigonometric functions [4]. Among them,
the Lagrange interpolation polynomials occupy an important place in the finite
element function approximation method [5,6,7]. In the finite element method,
in order to approximate an unknown function, the domain is divided into sub-
domains (finite elements) and the approximation is carried out over these sub-
domains and then, based on these results, the approximation is established for
the entire domain. It has been shown that the use of polynomials is especially
advantageous and convenient for establishing the above approximation of the
unknown scalar function (see [6] for further details).

Functional networks have been introduced by Castillo [1] and Castillo, Cobo,
Gutiérrez and Pruneda [2] as an efficient generalization of neural networks, which
allow combining both domain and data knowledge. Unlike neural networks, in
these models the internal neuron functions are not fixed but learnable from
data and there are no weights associated with the links connecting neurons
(their effect is subsumed by the neuron functions). During the functional network

� The author is indebted to the Spanish Ministry of Science and Technology ( Project
BFM2003-05695 ) and to the Junta de Comunidades de Castilla-La Mancha (Project
PAI-05-044) for partial support.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 394–401, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Functional Networks and the Lagrange Polynomial Interpolation 395

learning process, a method based on minimizing a least squares error function
is used. One advantage of working with this kind of models is that the learning
procedure is based on solving a linear system of equations.

In this paper, a nontraditional approach for the approximation of one, two and
three-variable scalar functions, defined on the above finite elements, is presented.
The proposed method is based on the application of a separable functional net-
work which calculates the Lagrange interpolation polynomials (element shape
or element interpolation functions) and the interpolation coefficients during the
functional network learning process without knowing the values of the function
at the nodal points.

2 Construction of the Interpolation Function

Consider a function F (x) defined on a finite set of argument values {x1,x2, . . . ,
xn}. If the values of F (x) at intermediate x values are required for the solution
of the problem, then it is convenient to construct a function F̂ (x), which assumes
the values of {z1 = F (x1), z2 = F (x2), . . . , zn = F (xn)} and which approximates
F (x) with some degree of accuracy in the rest of its domain. The function F̂ (x)
is called interpolating function.

2.1 One-Variable Function Approximation

Given a set of nodal points {θ1, θ2, . . . , θn} the interpolating function F̂ (x) can
be built as

F̂ (x) =
n∑

i=1

wiφi(x) (1)

where wi = F (θi) and the functions φi(x) are the Lagrange polynomials. The
Lagrange polynomials are defined as

φi(x) =
n∏

k=1,k �=i

x − θk

θi − θk
, 1 ≤ i ≤ n. (2)

The functions Ni(x) = φi(x) in (1) are the shape functions at the nodal points
θi in the finite element function approximation method.

The nodal points θi can be taken as equally spaced points in the interval
[−1, 1], i.e., θi = i/n or as the clustered Chebyshev points, obtained by projecting
equally spaced points on the unit circle down to the unit interval [−1, 1]. The
Chebyshev points of the first kind are given by

xj = cos
(

(2j + 1)π
2n + 2

)

, j = 0, . . . , n.

When the function domain (finite element domain) is an arbitrary interval
[a, b], a linear change of variables

x =
1
2
[(b − a)z + (b + a)] (3)

can be applied to transform it into [−1, 1].
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For determining the coefficients wi in (1) is necessary to have the values of
the function F (x) at the nodal points θi, i = 1 . . . , n, but in the practice, this is
not always possible.

2.2 Two-Variables Function Approximation

Given the set of nodal points {(θ1, δ1), (θ2, δ2), . . . , (θn, δn)} the interpolating
function F̂ (x, y) can be built as

F̂ (x, y) =
n∑

i=1

n∑

j=1

wijφi(x)ψj(y) (4)

where wij = F (θi, δj) and the functions φi(x) and ψj(y) are the Lagrange poly-
nomials in x and y directions.

For determining the coefficients wij in (4) it is necessary to have the values
of the function F (x, y) at the nodal points (θi, δj), i = 1 . . . , n, j = 1 . . . , n.

2.3 Three-Variables Function Approximation

As in the previous sections, we can construct the interpolating function F̂ (x, y, z)

F̂ (x, y, z) =
n∑

i=1

n∑

j=1

n∑

l=1

wijlφi(x)ψj(y)νl(z) (5)

where the functions φi(x), ψj(y) and νl(z) are the Lagrange polynomials in x, y
and z directions.

For determining the coefficients wijl in (5) it is necessary to have the values of
the function F (x, y, z) at the nodal points (θi, δj, λl), i = 1 . . . , n, j = 1 . . . , n, l =
1 . . . , n.

3 Description of the Functional Network

In this section, we consider a separable functional network model for function
approximation, which permits the calculation of the coefficients wi in (1), wij in
(4) and wijl in (5) without knowing the values of the function F at the nodal
points. The above coefficients are calculated from arbitrary initial points during
the network learning process.

The separable model of functional network

z = F̂ (x, y) =
f1(x)g1(y) + f2(x)g2(y) + f3(x)g3(y) + . . . + fn(x)gn(y)

(6)

is proposed to approximate z = F (x, y) (see Castillo et al. [2] for further details).
This is an interesting functional network architecture with many applications and
which combines the separate effects of the input variables. The one-dimensional
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case is a particular case of (6), taking gi(y) = 1, i = 1, . . . , n we approximate the
function y = F (x) as

y = F̂ (x) = f1(x) + f2(x) + f3(x) + . . . + fn(x). (7)

The problem of learning the functional network (6) reduces to estimating the
neuron functions f1, f2, . . . , fn and g1, g2, . . . , gn from the available training data
{(x1, y1, z1), (x2, y2, z2), . . . , (xm, ym, zm)} where zi = F (xi, yi), i = 1, . . . , m. To
this aim, each neuron function fj in (6) is supposed to be a linear combination
of the Lagrange polynomials {φ1(x), φ2(x), . . . , φn(x)} and each neuron func-
tion gj in (6) is supposed to be a linear combination of Lagrange polynomials
{ψ1(y), ψ2(y), . . . , ψn(y)}

f̂j(x) =
n∑

i=1

ajiφi(x), j = 1, . . . , n, (8)

ĝj(y) =
n∑

i=1

bjiψi(y), j = 1, . . . , n, (9)

where the coefficients aji and bji are the parameters of the functional network
which are estimated using the least squares criterion. The above Lagrange poly-
nomials are the polynomials defined in Section 2.2 at the nodal points {(θ1, δ1),
(θ2, δ2), . . . , (θn, δn)}.

Replacing (8) and (9) in (6) we obtain the interpolating function for the two-
dimensional case

F̂ (x, y) =
n∑

i=1

n∑

j=1

cij φi(x) ψj(y) (10)

where Nij(x, y) = φi(x)ψj(y), i = 1, . . . , n; j = 1, . . . , n are the shape functions
at the nodal points (θi, δj) and F̂ (x, y) is proposed to approximate F (x, y). The
architecture of this functional network is represented in Figure 1. The problem
of learning the above functional network reduces to estimating the parameters
cij in (10) from the training data (xi, yi, zi), i = 1, . . . , m. Then, the proposed
functional network model (10) allows the calculation of the coefficients wij , i =
1, . . . , n; j = 1, . . . , n in (4) from the available training data.

z

φ1

x

φn

ψ1

y

ψn

+
+

+
+

+

c11

c1n

cn1

cnn

Fig. 1. Separable functional network model: two-variable function approximation
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To find the optimum coefficients in (10) we minimize the sum of square errors

E =
m∑

k=1

e2
k; where ek = zk −

n∑

i=1

n∑

j=1

cij φi(xk) ψj(yk) (11)

and m is the number of training data. Using the Lagrange multipliers the mini-
mum can be obtained by solving a linear system of equations where the unknowns
are the coefficients cij in (10) (see Castillo et al. [2] for further details). The main
advantage of working with this kind of models is that the learning procedure is
based on solving a linear system of equations. We apply the Orthogonalization
Algorithm [3] to obtain the solution of the above system of linear equations.
The Orthogonalization Algorithm is a robust pivoting algorithm of complexity
equivalent to Gauss Elimination Algorithm.

Analogously, the separable model of functional network

u = F̂ (x, y, z) =
f1(x)g1(y)h1(z) + . . . + fn(x)gn(y)hn(z)

(12)

is proposed to approximate a three-variables scalar function u = F (x, y, z) (see
Castillo et al. [2] for further details).
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ψn

u+

ν1

z

νn

+
+

c111

c11n

+
+

c1n1

c1nn

+
+

cn11

cn1n

+
+

cnn1

cnnn

Fig. 2. Separable functional network model: three-variables function approximation

Working as in the two dimensional case, from (12) we can build the interpo-
lating function for the three-dimensional case (see Figure 2)

F̂ (x, y, z) =
n∑

i=1

n∑

j=1

n∑

l=1

cijl φi(x) ψj(y) νl(z) (13)
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where Nijl(x, y, z) = φi(x)ψj(x)νl(z), i = 1, . . . , n; j = 1, . . . , n; l = 1, . . . , n
are the shape functions at the nodal points (θi, δj , λl). The proposed functional
network model (13) allows the calculation of the coefficients wijl, i = 1, . . . , n; j =
1, . . . , n; l = 1, . . . , n in (5), from the available training data (xi, yi, zi, wi), i =
1, . . . , m.

4 Examples of Application

In the finite element method, in order to approximate an unknown function, the
domain is divided into subdomains (finite elements) and the approximation is
carried out over these subdomains.

In this section we show some examples of function approximation working
with the above functional network models. The approximation is carried out
over a finite element (x, y) ∈ [−1, 1] × [−1, 1] in the two-dimensional case and
(x, y, z) ∈ [−1, 1] × [−1, 1] × [−1, 1] in the three-dimensional case.

Example 1. In the first example we aproximate the function z = f(x, y) =
xy + xy3 over the finite element (x, y) ∈ [−1, 1] × [−1, 1]. For that, we use
the functional network (10) with m = 10 random training points. The points
{θ1 = −1, θ2 = 1} and {δ1 = −1, δ2 = −1/3, δ3 = 1/3, δ4 = 1} are considered
to construct the Lagrange polynomials and to approximate the neuron func-
tions. This element, which has two nodes in the x-direction and four nodes in
the y-direction, is useful when the function variation is more pronounced in the
y-direction than in the x-direction.

The approximation function obtained is

z = 0.562(1 − x)(1 − y)
(
y − 1

3

) (
y + 1

3

)
− 0.562

(x + 1)(1 − y)
(
y − 1

3

) (
y + 1

3

)
+ 0.312(1 − x)(y − 1)

(y + 1)
(
y + 1

3

)
− 0.312(x + 1)(y − 1)(y + 1)

(
y + 1

3

)
−

0.562(1 − x)
(
y − 1

3

)
(y + 1)

(
y + 1

3

)
+ 0.563(x + 1)(

y − 1
3

)
(y + 1)

(
y + 1

3

)
+ 0.312(1 − x)(y − 1)

(
y − 1

3

)

(y + 1) − 0.312(x + 1)(y − 1)
(
y − 1

3

)
(y + 1)

(14)

and the RMSE error obtained is 0.0.

Example 2. In the second example we approximate the function z = F (x, y) =
x cos(πy) + y sin(πx) where (x, y) ∈ [−1, 1] × [−1, 1], using the functional net-
work (10). Firstly, we consider m = 50 training points to estimate the co-
efficients of the functional network. The xi and yi coordinates of the above
data are random values generated in accordance with an uniform distribution
in the interval [−1, 1]. The neuron functions are approximated using the La-
grange polynomials with the Chebyshev nodes {θ1 = δ1 = −0.965926, θ2 = δ2 =
−0.707107, θ3 = δ3 = −0.258819, θ4 = δ4 = 0.258819, θ5 = δ5 = 0.707107, θ6 =
δ6 = 0.965926}. The Root Mean Square Error (RMSE) obtained is 0.0103836.
Secondly, we consider m = 100 training points to estimate the coefficients
of the functional network. The neuron functions are approximated using the
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Lagrange polynomials with the Chebyshev nodes {θ1 = δ1 = −0.980785, θ2 =
δ2 = −0.831469, θ3 = δ3 = −0.555570, θ4 = δ4 = −0.195090, θ5 = δ5 =
0.195090, θ6 = δ6 = 0.555570, θ7 = δ7 = 0.831469, θ8 = δ8 = 0.980785}. The
Root Mean Square Error (RMSE) obtained is 0.000270944 (see Figure 3).

Real Function in Example 2 Approximated Function in Example 2

( RMS error=0.000270944)

Fig. 3. Approximated functions in Example 2

Example 3. In the third example we approximate the function z = F (x, y) =
0.5 sin(x)+sin(z)y where (x, y, z) ∈ [−1, 1]×[−1, 1]×[−1, 1], using the functional
network (13). We consider m = 70 training points to estimate the coefficients of
the functional network. The xi, yi and zi coordinates of the above data are ran-
dom values generated in accordance with an uniform distribution in the interval
[−1, 1]. The neuron functions are approximated using the Lagrange polynomials
at the Chebyshev nodal points {θ1 = δ1 = −0.92388, θ2 = δ2 = −0.382683, θ3 =
δ3 = 0.382683, θ4 = δ4 = 0.92388}. The Root Mean Square Error (RMSE)
obtained is 0.000333034.

5 Conclusions

In this paper we show the interpolation mechanism of functional networks, when
the neuron functions are approximated as linear combinations of the Lagrange
polynomials. We study its application to the approximation of a scalar function
defined on a discrete set of points. Applying the least squares criterion we obtain
the coefficients of the Lagrange interpolation formula and the element shape func-
tions at the nodal points. One advantage of workingwith this kind of models is that
the learning procedure is based on solving a linear system of equations. Finally,
several examples show the effectiveness of the proposed interpolation method.
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Abstract. The management of modern telecommunications networks must sat-
isfy ever-increasing operational demands. Operation and quality service re-
quirements imposed by the users are also an important aspect to consider. In 
this paper we have carried out a study for the improvement of intelligent ad-
ministration techniques in telecommunications networks. This task is achieved 
by integrating knowledge base of expert system within the management infor-
mation used to manage a network. For this purpose, an extension of OSI man-
agement framework specifications language has been added and investigated 
in this study. A new property named RULE has also been added, which gath-
ers important aspects of the facts and the knowledge base of the embedded  
expert system. Networks can be managed easily by using this proposed inte-
gration.  

1   Introduction 

Current communications networks support a large demand of services for which the 
traditional model of network management is inadequate. It is thus necessary to de-
velop new models, which offer more possibilities. These models are called Integrated 
Management Expert Systems. 

We propose a new technique which integrates the Expert System completely 
within the Management Information Base (MIB) [1]. The expert rules that make up 
the Knowledge Base are joined to the management objects definitions that belong to 
the network. These definitions integrate the specifications of management objects 
representing the network resource and the management expert rules which allow for 
the intelligent control and administration of the resources represented. In this docu-
ment we explain the main aspects of this proposal. To achieve this we have used the 
OSI network management model and the Guidelines for the Definition of Managed 
Objects, GDMO (ISO/IEC 10165-4 (ITU X.722)) [2].  

We present an extension of the standard GDMO, to accommodate the intelligent 
management requirements. We describe how to achieve this goal using a new exten-
sion called GDMO+. This extension presents a new element RULE, which defines the 
knowledge base of the management expert system.  
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2   GDMO and Expert Management 

Information architecture is based on an object-oriented approach and the 
agent/manager concepts that are of paramount importance in the open system inter-
connection (OSI) systems management [3]. The denominated Managed Objects have 
an important role in the normalization. A managed object is the OSI abstract view of a 
logical or physical system resource to be managed. These special elements provide 
the necessary operations for the administration, monitoring and control of the tele-
communications network. The managed objects are defined according to the Interna-
tional Standardization Organization (ISO) Guidelines for the Definition of Managed 
Objects (GDMO), which defines how network objects and their behavior are to be 
specified, including the syntax and semantics [4]. 

Within the OSI (Open Systems Interconnection) management framework [5], the 
specification language GDMO (Guidelines for the Definition of Managed Objects) 
has been established as a means to describe logical or physical resources from a man-
agement point of view. GDMO has been standardized by ITU (International Tele-
communication Union) in ITU-T X.722 and is now widely used to specify interfaces 
between different components of the TMN (Telecommunication Management Net-
work) architecture [6].   

GDMO is organized into templates, which are standard formats used in the defini-
tion of a particular aspect of the object. A complete object definition is a combination 
of interrelated templates. There are nine of these templates: class of managed objects, 
package, attribute, group of attributes, action, notification, parameter, connection of 
name and behavior.  

3   Extension of the GDMO Standard 

The elements that at the moment form the GDMO standard do not make a reference to 
the knowledge base of an expert system. To answer these questions, it will be neces-
sary to make changes on the template of the GDMO standard.  

 

Fig. 1. Relations between proposed standard Templates 
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Specifically, by means of a new item named RULE. This template groups the 
knowledge base supplied by an expert in a specific management dominion. It allows 
the storage of the management knowledge in the definition of the resources that form 
the system to be managed [7], Fig.1.  

The standard we propose contains the singular template RULE and its relations to 
other templates. Two relationships are essential for the inclusion of knowledge in the 
component definition of the network:  Managed Object Class and Package Template. 
In the standard we propose, both templates have the new property RULES. Let us 
study both relationships.  

3.1   Template for Management of Object Classes 

This template is used to define the different kinds of objects that exist in the system. 
The definition of a managed Object Class is made uniformly in the standard template, 
eliminating the confusion that may result when different persons define objects of 
different forms. This way we ensure that the classes and the management expert rules 
defined in system A can be easily interpreted in system B. 
 

<class-label> MANAGED OBJECT CLASS 
    [DERIVED FROM  <class-label>   [,<class-label>]*;] 
    [CHARACTERIZED BY <package-label> [,<package-label]*;] 
    [CONDITIONAL PACKAGES  
               <package-label>  PRESENT IF condition;                     
              ,<package-label>] PRESENT IF condition]*;] 
REGISTERED AS object-identifier; 

(1) 

 
DERIVED FROM plays a very important role, when determining the relations of 

inheritance which makes it possible to reutilize specific characteristics in other classes 
of managed objects. In addition, a great advantage is the reusability of the object 
classes and therefore of the expert rules which are defined.  

This also template can contain packages and conditional packages, including the 
clauses CHARACTERIZED BY and CONDITIONAL PACKAGES. 

3.2   Package Template  

This template is used to define a package that contains a combination of many 
characteristics of a managed object class: behaviours, attributes, groups of attributes, 
operations, notifications, parameters, attributes, groups of attributes, actions, 
behaviour and notifications. In addition to the properties indicated above, we suggest 
the incorporation of a new property called RULES, which contains all the 
specifications of the knowledge base for the expert system [8]. 

All the properties that we define in the package will be included later in the 
Managed Object Class Template, where the package is incorporated. A same package 
can be referenced by more than one class of managed objects.  

Next definition shows the elements of a package template, in which it is possible to 
observe the new property RULES. 
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<package-label> PACKAGE  
    [BEHAVIOUR <behaviour-label> [,<behaviour-label>]*;]    
    [ATTRIBUTES <attribute-label> propertylist [,<parameter-label>]*  
           [,<attribute-label> propertylist [,<parameter-label>]*]*;]           
    [ATTRIBUTE GROUPS   <group-label> [<attribute-label>]*  
                      [<group-label> [<attribute-label>]*]* ;] 

         [ACTIONS <action-label> [<parameter-label>]*  
                          [<action-label> [<parameter-label>]*]* ; 
         [NOTIFICATIONS <notification-label> [<parameter-label>]*  

             [<notification-label> [<parameter-label>]*]* ;]  
     [RULES     <rule-label>   [,<rule-label>]*;] 

    REGISTERED AS object-identifier; 

(2) 

 
The property RULES allows a treatment similar to the other properties, including 

the possibility of inheritance of rules between classes. Like the rest of the other 
properties defined in a package, the property RULES need a corresponding associated 
template. 

4   Expert Rule Template 

This template permits the normalised definition of the specifications of the expert rule 
to which it is related. This template allows a particular managed object class to have 
properties that provide a normalised knowledge of a management dominion. The 
structure of the RULE template is shown here: 
 
<rule-label> RULE 

     [PRIORITY         <priority> ;] 
     [BEHAVIOUR    <behaviour-label> [,<behaviour-label>]*;] 

          [IF            occurred-event-pattern [,occurred-event-pattern]*] 
          [THEN      sentence [, sentence]* ;] 
    REGISTERED AS object-identifier; 

(3) 

 
The first element in a template definition is headed. It consists of two sections: 

- <rule-label>: This is the name of the management expert rule. Rule definitions must 
have a unique characterizing name.  
- RULE: A key word indicates the type of template, in our case a definition template 
and the specifications for the management expert rule. 

After the head, the following elements compose a normalised definition of an expert 
rule.  

- BEHAVIOUR: This construct is used to extend the semantics of previously defined 
templates. It describes the behaviour of the rule. This element is common to the others 
templates of the GDMO standard. 
- PRIORITY: This represents the priority of the rule, that is, the order in which com-
peting rules will be executed. 
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- IF: It contains all the events that must be true to activate a rule. Those events must 
be defined in the Notification template. The occurrence of these events is necessary 
for the activation of the rule and the execution of their associated actions. We can add 
a logical condition that will be applied on the events occurred or their parameters.   
- THEN: This gives details of the operations performed when the rule is executed. 
Those operations must be previously defined in the Action template. These are actions 
and diagnoses that the management platform makes as an answer to network events 
occurred.  
- REGISTERED AS is an object-identifier: A clause identifies the location of the 
expert rule on the ISO Registration Tree. The identifier is compulsory.  

5   Application of the GDMO+ Standard System Network 
Management 

This section present a tool based on the proposed GDMO+ standard, which helps 
administrators in expert network management. Our tool understands transceivers and 
multiplex equipment. We will describe the basic structure and concepts of our soft-
ware, especially of the knowledge base. Related work is briefly discussed in the next 
section.  

5.1   Related Work 

In this section we present a rule-based expert system applied to error diagnosis in the 
communications system of SEVILLANA-ENDESA (a major Spanish power utility). 
Part of SEVILLANA-ENDESA's long-distance traffic is controlled by a wireless 
system distributed throughout the Endesa network. Expert systems are part of the 
system dedicated to the management of a power utility's communications  
system, which we call NOMOS [9]. NOMOS is implemented in Brightware's  
 

 

Fig. 2. Power Company Network 
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ART*Enterprise. ART*Enterprise is a set of programming paradigms and tools that 
are focused on the development of efficient, flexible, and commercially deployable 
knowledge-based systems. NOMOS+ is an extension for intelligent decision-making 
and diagnostic reasoning controlled by its own integrated expert system. NOMOS+ is 
the first production software written and integrated in GDMO+. 

The knowledge base is included within the specifications of the managed re-
sources, following the proposed prescriptions in standard GDMO+. These new speci-
fications contain management information of managed resources and include also the 
set of expert rules that provides the knowledge base of the expert system, Fig.2.  

5.2   Implementation 

Our tool has three major components: a knowledge base, an inference engine and a 
user interface [10]. This structure is typical for expert systems. Those elements are 
briefly discussed in the following: 

The knowledge base: The core of the system, this is a collection of facts and if-then 
production rules that represent stored knowledge about the problem domain. The 
knowledge base of our system is a collection of expert rules and facts expressed in the 
ARTScript programming language ART*Enterprise. 

The knowledge base contains both static and dynamic information and knowledge 
about different network resources and common failures. The knowledge base of our 
system can be extended by adding new higher level rules and facts. To this purpose 
we can employ user interface. 

The inference engine: This is the processing unit that solves any given problems by 
making logical inferences on the given facts and rules stored in the knowledge base. 
In our tool we used the ART*Enterprise. By using an existing general purpose tool we 
were able to build a standard and extensible platform with proven performance and 
quality. 

The user interface: This controls the inference engine and manages system input and 
output. The user interface of our tool contains a preprocessor for parsing GDMO+ 
specification files, a set of input and output handling routines, and a simple command 
prompt interface for managing the system. Also, the user interface components allow 
administrators to inspect the definitions of management object classes interactively, 
this allows to modify or include new experts management rules in the managed ob-
jects definition. 

The prototype has a preprocessor module. A previous phase to the inference is real-
ized by a unit processor-translator, which processes the file that contains the GDMO+ 
specifications and extracts the normalized knowledge from the expert system.  Two 
exits are obtained: a file with management expert rules and another file with GDMO 
definitions of the managed object classes. The preprocessor also translates the expert 
rules into a valid syntax for the programming language of inference engine. Proce-
dures are coded in ART*Enterprise's ARTScript language, a dynamic interpreted 
language similar in syntax to LISP, Fig. 3. 
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Fig. 3. Elements of the prototype NOMOS+ 

5.3   Final Prototype Verification 

The purpose is to achieve a functionally correct prototype. To verify the system we feed 
it with an alarms arbitrary amount. The result of this proof are including in Table 1.  

Table1. Prototype Testing Results 

Alarms 
Initial 

Number 

Number 
After 

Filtration 

Filtered 
Alarms 

Fired 
Rules 

Preceding 
time 

Rules/Sec. Indications to 
the 

Operator 
100 1 99 51 0,118 Sec. 432,2034 1 
200 10 95 102 0,412 Sec. 247,5728 6 
300 31 89,6 155 1,250 Sec. 124,0000 20 
400 31 92,25 201 1,438 Sec. 139,7775 16 
500 32 93,6 254 2,975 Sec. 85,3782 19 
600 38 93,66 293 5,249 Sec. 55,8202 16 
700 44 93,71 346 17,982 Sec. 19,2415 18 
800 55 93,125 394 26,938 Sec. 14,6262 23 

From these result we can establish the following conclusions: 

− Filtration process effectiveness is very high: almost 90% of the whole. This has the 
advantage of a decreasing percentage in the amount of indications presented to the 
operator. 

− The speed of the system improves diminishing the number of alarms on which the 
rest of rules act.  

6   Conclusions  

Current networks are very complex and demand ever-increasing levels of quality, 
making their management a very important aspect to take into account. The traditional 
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model of network administration has certain deficiencies that we have tried to over-
come by using a model of intelligent integrated management. To improve the  
techniques of expert management in a communications network, we propose the pos-
sibility of integrating and normalising the expert rules of management within the 
actual definition of the managed objects. Through the integration of the knowledge 
within the new extension of the GDMO standard, we can simultaneously define the 
management information and knowledge. 

Thus, the management platform is more easily integrated and allows a better adap-
tation for the network management. We conclude pointing out an important aspect of 
the obtained integration: by using only and exclusively the extended GDMO specifi-
cation, the administration platform will be able to obtain the management necessary 
information with respect to the managed objects as well as the expert rules of man-
agement that make up the knowledge base of the expert system. 
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Abstract. This study further investigates the complete-basis-functions
parameterization method (CBFP) for Evolution Strategies (ES), and its
application to a challenging real-life high-dimensional physics optimiza-
tion problem, namely Femtosecond Laser Pulse Shaping.

The CBFP method, which was introduced recently for tackling effi-
ciently the learning task of n-variables functions, is combined here, for
the first time, with niching techniques, and shown to boost the learn-
ing process of the given laser problem, and to yield satisfying multiple
optima.

Moreover, a technique for learning the basis-functions and improving
this method is outlined.

1 Introduction

Traditionally, the advancement of physical understanding through experimental
research involves the definition of controlled experiments where a problem of
interest is studied as a function of one or more relevant experimental parameters,
and where the outcome of the experiment then provides insight into the specific
role of these parameters. This approach dates back all the way to the days of
Galileo, who, in a famous series of experiments, measured how far a ball rolls
down a gradient as a function of the parameter time, and concluded that the
distance traveled by the ball is proportional to the square of the time. This
approach has led to an enormous wealth of accumulated knowledge. However, it
fails when the number of parameters relevant to the problem of interest becomes
very large. These days more and more of these situations are encountered. In
problems in physics that depend on a large number of parameters, great advances
can be made using a new approach based on evolutionary algorithms. The large
number of parameters limits the usefulness of experiments where only some of
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these parameters are varied in a prescribed manner. An evolutionary approach
is a viable alternative in many of these situations. In this approach the system of
interest is studied within a closed loop strategy, where in each iteration the set of
system parameters is modified to some extent by means of specialized mutation
and recombination operators. After doing an actual experiment on the system
with these parameters, the best performing values for achieving a given objective
are selected for the next round. The key advantage of this iterative evolutionary
optimization approach is that one does not need to know a priori the details
of the working mechanism of the complex system. Instead, the goal is to learn
about the underlying physics by interpreting the sets of parameters produced by
the evolutionary algorithm. This is in contrast to performing experiments with
controlled variations (i.e., knowledge-based or trial-and-error-based variations
by human experts) of these parameters.

The advent of modern laser pulse shaping techniques in the femtosecond
regime has made it possible to control the motion of nuclei and even electrons
by a judicious choice of the pulses shapes. The application to dynamic molecular
alignment (see, e.g., [1]) is of considerable interest in this context because of
its many practical consequences: a multitude of chemical and physical processes
ranging from bimolecular reactions [2] to high harmonic generation [3] are influ-
enced by the angular distribution of the molecular sample. Furthermore, in many
fundamental molecular dissociation or ionization experiments the interpretation
of the collected data becomes much easier when the molecules are known to be
aligned with respect to a certain axis. Hence, techniques to generate molecular
alignment are much needed.

This study further investigates the complete-basis-functions parameterization
(CBFP) method [4] for Evolution Strategies (ES) [5] and its application to
this real-world challenging problem of laser pulse shaping. The CBFP method,
which was introduced recently for learning efficiently n-variables functions, with
emphasis on the speeding-up of convergence, is combined here, for the first
time, with niching techniques [6], and shown to boost the learning process
of the given laser problem. The speeding-up effect is important for an evo-
lutionary loop with an experimental laser in the laboratory [7], where
the fast computation is needed. Thus the main motivation for the combina-
tion of techniques is boosting the convergence velocity in the numerical domain
as a preparation for the optimization in the experimental domain. Further-
more, a technique for learning the basis-functions and improving this method is
outlined.

The remainder of the paper is organized as follows. Section 2 presents briefly
the physics problem, namely femtosecond laser pulse shaping. Section 3 intro-
duces the algorithms used. In section 4 we briefly present our modus operandi
for applying niching combined with the parameterization method. This is fol-
lowed by the description of the experimental setup and the numerical results.
In section 5 we draw conclusions and outline how to proceed further with this
research.
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2 The Problem: Laser Pulse Shaping

The goal of this study is to optimize the alignment of an ensemble of molecules
after the interaction with a shaped laser pulse. By applying a self-learning loop
using an evolutionary mechanism, the interaction between the system under
study and the laser field can be steered, and optimal pulse shapes for a given
optimization target can be found. In our work, the role of the experimental
feedback in the self-learning loop is played by a numerical simulation [8].

To calculate the time-dependent alignment, the Schrödinger’s equation for the
angular degrees of freedom of a model diatomic molecule under the influence of
the shaped laser field is solved. Explicitly, the time-dependent profile of the pulse,
which completely determines the dynamics after the transition to the rotating
frame has been performed, is described by:

E(t) =
∫ ∞

−∞
A(ω) exp(iφ(ω)) exp(iωt) dω, (1)

where A(ω) is a Gaussian window function describing the contribution of dif-
ferent frequencies to the pulse and φ(ω), the phase function, equips these fre-
quencies, which are equally distributed across the spectrum of the pulse, with
different complex phases. Hence, by changing φ(ω), the temporal structure of
E(t) can be altered. In a real life pulse shaping experiment, A(ω) is fixed and
φ(ω) is used to control the shape of the pulses. We have used the same ap-
proach in our numerical simulations, i.e. the search space is in the fre-
quency domain while the fitness evaluation is performed in the time
domain.

The alignment’s quantity, i.e. the success-rate or fitness, is defined as the
expectation value of the cosine-squared of the angle of the molecular axis with
respect to the laser polarization axis. Moreover, since a high degree of alignment
with a peak intensity as low as possible was the desired result, an additional
constraint was introduced as a punishment term for pulses that are too intense.

Explicitly, we have used

Ip =
∫ T

0
E2(t) · Θ

(
E2(t) − Ithr

)
dt (2)

where Θ(x) is the Heaviside step function. Hence, the fitness function, i.e. the
objective value, assigned to a pulse shape is given by

F = maxE(t)=0
〈
cos2 (θ)

〉
− λIp. (3)

By choosing λ large enough, Ithr can be used to effectively operate the evolu-
tionary algorithms only on a subset of pulses whose maximum peak intensity
approaches the threshold intensity from below.

A typical phase function and a typical laser pulse, obtained by an evolutionary
optimization, are given for illustration as Fig. 1 and Fig. 2, respectively.

It should be noted that this laser pulse shaping problem, based on numerical
simulations, has been already tackled at several levels [4] [9] [10].
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3 Algorithms

We provide here a short review of the algorithms used.

3.1 The Covariance Matrix Adaptation Evolution Strategies

The covariance matrix adaptation evolution strategy [11], is a variant of ES
that has been successful for treating correlations among object variables. This
method tackles the critical element of Evolution Strategies, the adaptation of
the mutation parameters. We provide here a short description of the principal
elements of the (1, λ)-CMA-ES.

The fundamental property of this method is the exploitation of information
obtained from previous successful mutation operations. Given an initial search
point x0, λ offspring are sampled from it by applying the mutation operator.
The best search point out of those λ offspring is chosen to become the parent of
the next generation. The action of the mutation operator for generating the λ
samples of search points in generation g + 1 is defined as follows:

xg+1 ∼ N
(
x

(g)
k , σ(g)2C(g)

)
, k = 1, ..., λ (4)

where N (m,C) denotes a normally distributed random vector with mean m
and covariance matrix C. The matrix C, the crucial element of this process,
is initialized as the unity matrix and is learned during the course of evolution,
based on cumulative information of successful mutations (the so-called evolution
path). The global step size, σ(g), is based on information from the principal
component analysis of C(g) (the so-called “conjugate” evolution path). We omit
most of the details and refer the reader to Hansen and Ostermeier [11].

3.2 The Complete-Basis-Functions Parameterization Method

Motivation. An infinite series of complete basis functions converges to any
“reasonably well behaving” function. It is straightforward to approximate a given
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function with a finite series of those functions, i.e. by cutting its tail from a
certain point. In principle, the sum can always be found to a desired degree
of accuracy by adding up enough terms of the series. The idea of spanning a
function using a set of complete basis-functions can also be used for the task of
learning an n-variables function, and in particular when its profile is unknown a
priori.

The Method. The Complete-Basis-Functions Parameterization (CBFP)
method was originally constructed for learning the target function of the laser
shaping problem (the phase φ(ω)), but is nevertheless a general method for
learning a generic n-variables function [4]. The idea is to learn the target func-
tion by means of the coefficients of a complete set of functions which will span
it, rather than learning function values to be interpolated. Assuming that the
desired discretization of the target function is up to a resolution of N points
in the interval, the number of elements in the expansion series is then limited
to n, where preferably n � N . By that the method obtains a dramatic dimen-
sionality reduction of the search space, aiming to achieve a speeding-up of the
convergence. An evolutionary search is eventually applied to the n coefficients
of the building functions, where a simple transformation is done for every fitness
evaluation.

3.3 Dynamic Niching with Covariance Matrix Adaptation ES

The dynamic niching with CMA-ES algorithm [12] is a niching method which
uses the Covariance Matrix Adaptation ES as its core evolutionary mechanism.
The aim of this approach is to find multiple local optima simultaneously, within
one run of the ES. Given q, the estimated/expected number of peaks, q + p
“CMA-sets” are initialized, where a CMA-set is defined as the collection of all
the dynamic variables of the CMA algorithm which uniquely define the search at
a given point of time. Such dynamic variables are the current search point, the
covariance matrix, the step size, as well as other auxiliary parameters. At every
point in time the algorithm stores exactly q + p CMA-sets, which are associated
with q + p search points: q for the peaks and p for the “non-peaks domain”. The
(q + 1)th...(q + p)th CMA-sets are individuals which are randomly re-generated
in every generation as potential candidates for niche formation. Until stopping
criteria are met, the following procedure takes place. Each search point samples
λ offspring, based on its evolving CMA-set. After the fitness evaluation of the
new λ · (q + p) individuals, the classification into niches of the entire population
is done using the DPI algorithm, and the peaks become the new search points.
Their CMA-sets are inherited from their parents and updated according to the
CMA method.

4 Applying Niching with CBFP to Laser Pulse Shaping

Background. As introduced earlier, the phase function φ(ω) is the target func-
tion to be calibrated. To this end, we interpolated φ(ω) at N frequencies {ωi}N

i=1;
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the N values {φ(ωi)}N
i=1 are our decision parameters to be optimized. In order

to achieve a good trade-off between high resolution and optimization efficiency,
the value of N = 80 turned to be a good compromise.

We define this calibration of φ(ω), i.e. learning N = 80 function values and
interpolating, as the so-called ’plain-parameterization’ optimization.

The CBFP method as well as the dynamic niching with CMA-ES were both
successfully applied to this molecular alignment problem, however separately:

1. The CBFP was applied to the problem using n = 40 components of various
sets of complete-basis-functions. The best parameterization for the problem
was the Hermite polynomials. Overall, the method achieved a significant
speeding-up of the convergence process of the given problem; the obtained
solutions were at least as good as any other solutions known to us, but were
achieved faster. For more details see [4].

2. Dynamic niching with CMA-ES was applied successfully to this molecular
alignment problem. The distance metric had to be chosen carefully, due to
some invariance properties of the Fourier transformation, but in total the
obtained pulses in the time domain had indeed different characteristics, and
in particular their shapes differed in a satisfying manner. Moreover, the
obtained alignment values for all niches were as good as the other good
solutions known to us. For more details we refer the reader to [9].

Modus Operandi. In this study we combine the two methods, and compare
niching with plain parameterization versus niching with Hermite parameteriza-
tion on a variant of the molecular alignment problem. This variant is a simplified
version of the original problem, which considers only the ground rotational level
(J = 0) at temperature T = 0 in the initial distribution, rather than the range
of initial rotational levels at a finite temperature. This version reduces the du-
ration of a single function evaluation from 35sec to 7sec (on an HT Pentium-4
2.6GHz), and thus allows us to run more experiments. This is the first time
that we perform experiments on this variant, and hence we lack a reference for
numerical comparison.

The regime of good solutions begins with alignment values of 0.93.

Preliminary Runs. In order to test this variant of the alignment problem, we
constructed a series of runs to compare the plain parameterization versus the
Hermite parameterization, based on the CMA-ES mechanism as before, with a
(1, 10) strategy. Each run was limited to 5000 function evaluations. The numer-
ical results are consistent with those obtained for the original problem at [4],

Table 1. Parameterizations: Performance Results

Parameterization Averaged Best-Fitness Evaluations for 0.93
Plain-Param 0.9303 ± 0.07 2346.0 ± 175.3

Hermite 0.9375 ± 0.02 1692.8 ± 180.3
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i.e. the Hermite parameterization has faster convergence, and yields on average
higher alignment values.

The results, averaged over 20 runs, are given in table 1, where the number
of function evaluations required to cross the threshold of the 0.93 regime is
specified.

Applying Niching: Numerical Results. The chosen niching strategy is sim-
ilar to [9] - the aim is for q = 3 niches, with a (1, 10)-CMA mechanism for
each niche. The distance metric for the plain parameterization is the Euclidean
distance at the second derivative space of the phase function, whereas it is the
Euclidean distance at the decision space (coefficients space) for the Hermite pa-
rameterization. Each run was limited to 15000 function evaluations (5000 evalu-
ations per niche). The numerical results, averaged over 10 runs, are summarized
in table 2.

The results of our experiments will be discussed at several levels:

1. We can conclude from the numerical results that the Hermite parameteri-
zation speeds up the convergence also when applied under niching. It seems
to get punishment values at first (Eq. 2), but afterwords it speed-up and
crosses the 0.93 threshold faster. A comparison between 2 typical runs of the
2 parameterizations is given as Fig. 3.
Moreover, the Hermite parameterization also obtains on average higher align-
ment (fitness) values.

2. The CMA niching method achieved the highest alignment value known to us,
i.e. the value of 0.9486 (The revival structure of this best solution is given
as Fig. 4). For both parameterizations, the 2nd and 3rd niches also obtained
good results, usually very close to the result of the 1st niche. A plot of the
best run with respect to alignment values for the Hermite parameterization
is given as Fig. 5.

3. Our definition of the distance metric for this problem has been shown to
be successful also for the Hermite parameterization (it was already shown
to work for the plain parameterization at [9], but was not at all guaranteed
to work for a different parameterization). The obtained pulses in the time
domain had indeed different characteristics for both parameterizations, and
in particular their shapes differed in a satisfying manner. An illustrative
example of the diversity of the optima for the Hermite parameterization is
given as Fig. 6.

Table 2. Niching with Parameterizations: Performance Results for Best Niche

Parameterization Averaged Best-Fitness Evaluations for 0.93
Plain-Param 0.9318 ± 0.11 2120.0 ± 226.1

Hermite 0.9391 ± 0.09 1777.5 ± 122.0
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5 Conclusions and Outlook

We have introduced a simplified variant of the laser pulse shaping problem, and
presented a combination of modern evolutionary approaches to this problem
of molecular alignment. Given two parameterizations of the problem, we have
applied a niching technique, which obtained highly-fit optima with high diversity
among them. The Hermite parameterization managed to boost the convergence
process within the niches, in consistency with previous results.

We would like to propose a future direction for this study - learning the basis
functions. The idea is to consider adaptive building blocks, rather than fixed,
as in the CBFP method. By applying evolutionary optimization to the internal
parameters of the functions, their profile can be tuned to parameterize better the
original search space of the problem. The decision parameters are the coefficients
of those functions, as well as their characteristic parameters.
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9. Shir, O.M., Siedschlag, C., Bäck, T., Vrakking, M.J.: Niching in evolution strategies

and its application to laser pulse shaping. In: Lecture Notes in Computer Science.
Volume 3871., Springer (2006)
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Abstract. Feature subset selection using a wrapper means to perform
a search for an optimal set of attributes using the Machine Learning
Algorithm as a black box. The Naive Bayes Classifier is based on the
assumption of independence among the values of the attributes given
the class value. Consequently, its effectiveness may decrease when the
attributes are interdependent. We present FBL, a wrapper that uses in-
formation about dependencies to guide the search for the optimal subset
of features and we use the Naive Bayes Classifier as the black-box Ma-
chine Learning algorithm. Experimental results show that FBL allows
the Naive Bayes Classifier to achieve greater accuracies, and that FBL
performs better than other classical filters and wrappers.

Keywords: Naive Bayes, (In)Dependent Attributes, Wrapper, Feature
Subset Selection, Machine Learning, Data Analysis, Data Mining.

1 Introduction and Motivation

Machine Learning algorithms try to learn from experience, usually coded as a
set of training instances defined as a set of attribute-value pairs. As a general
rule, the algorithms’ classification accuracy depends on the attributes and values
given to those attributes, and it degrades in performance when faced with many
features that are not neccesary for predicting the desired output ([11]).

Work in feature subset selection can be summarized in two main trends: the
filter model and the wrapper model. In the filter model (e.g. [9], [1], [7]) the
features are filtered according to a certain metric but independent of the Ma-
chine Learning algorithm. In the wrapper model ([8]), the feature subset selection
algorithm uses the classification algorithm as a part of the evaluation function.

The Naive Bayes Classifier provides the most probable target value vm ∈ V
for a new instance according to the concrete values of the attributes on the
instance (a1, a2. . .an). The most probable target value is

vm = argmaxvj∈V P (vj |a1, a2 . . . an) (1)

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 419–427, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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This expression is rewritten using the Bayes Theorem and ignoring the com-
mon denominator:

vm = argmaxvj∈V P (a1, a2 . . . an|vj)P (vj) (2)

In Equation 2 is easy to estimate P (vj) because it represents the a priori prob-
ability of the value vj of the class and can be obtained dividing the number of
instances belonging to that category by the total number of instances. Estimat-
ing P (a1, a2 . . . an|vj) is not so simple, but assuming independence among the
attribute values given the class value (vj), the the probability P (a1, a2 . . . an|vj)
can be factorized as the product P (a1|vj) . . . P (an|vj). Replacing this into Equa-
tion 2, we obtain the Naive Bayes Classifier [10]

vm = argmaxvj∈V P (vj)
∏

P (ai|vj) (3)

To obtain the Naive Bayes Classifier, we must assume independence among
the attributes values. Our goal, as in [3], is to modify the Naive Bayes Classifier
to obtain an extended-Naive Bayes algorithm robust to attribute dependencies.
As [13] or [16], we propose a wrapper (FBL) to improve Naive Bayes, where
the evaluation function is the accuracy obtained by the Naive Bayes. But where
[13] and [16] performed a greedy search, we propose a search guided by the
information about the dependencies among attributes. As starting point, we
have used linear regression [5] (as a first kind of dependency for guiding the
search), which is a classical statistical solution to the problem of determining
the relationship between two random variables X and Y (or even more than two
random variables). We can extend the behaviour of the system adding other kind
of dependencies.

In section 2 we present FBL, a strength-of-dependency based wrapper for
attribute selection. Section 3 explains the experiments made for testing the FBL
algorithm and the comparisons to other attribute selection methods. In section
4 we discuss the results and present our conclusions.

2 FBL Algorithm

We propose a method to improve the Naive Bayes Classifier based on a previous
filtering of the attributes used for representing the data (the additional flow
required by FBL to classify instances is represented in Figure 1). It filters out
the dependent attributes of a given dataset, as a result, the set of attributes used
to represent the data is modified. Then it transforms the original data set so it
complies with the new representation.

The Naive Bayes Classifier works under the assumption of independent at-
tributes, and that is why we perform a first stage where we detect all the de-
pendencies between attributes for a later processing, trying to achieve a repre-
sentation free of dependent attributes. This is performed at the first stage called
”Dependency Analysis”. The complete dependency search and clean algorithm
can be decomposed into four main steps detailed next.
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Fig. 1. Naive Bayes original data flow and FBL extended flow for performing a complete
classification

First step: Definitions and initialization. First we define and initialize some
variables and lists. Being S = {A1, A2 . . . An} the original set of attributes and
V = {v1, v2 . . . vm} the possible class values, ej = {−→x , v} is a trainning ex ample
where −→x = (a1, a2 . . . an) is a point that belongs to the input space (X) and v ∈
V is a point belonging to the output space (V ). We also initialize an empty list,
LIG, a list of attributes ordered by the inverse of their Information Gain ([12]).

Second step: Dependencies analysis. We search for dependencies of the form
ai = α+β ·av where ai �= av∧ai, av ∈ S and α, β ∈ ℵ. For each ai we calculate the
squared correlation (R2

i ) beetween its attribute values (this value measures how
well the regression curve fits the points), then di = (ai, R

2
i ). We define L = {di}

for i = 1 . . . n, which contains all the possible dependencies between pairs of
attributes (

∑N−1
i=1 i possible dependencies) and is in a strength-of-dependency

(R2) decremental order.

Third step: Dependency based filtering. At this step we use L to obtain
the final attribute set by deleting (or not) the most dependent attributes until
no accuracy improvement is achieved. At each step, the algorithm considers
two dependencies, one is the next dependency not previously seen in L, and
the other is the next to this one1. As each dependency is represented by two
attributes: the dependent one (ai) and the independent one (av), at each step we
are dealing with four attributes, two from the first dependency and two from the
next dependency. For each of the four attributes we delete it from the previous
dataset and calculate the accuracy of the Naive Bayes over the resultant dataset
and then we select the attribute that when removed from the dataset produces
the greater accuracy improvement. When an attribute(aj) is deleted from the
dataset, L is updated deleting all the dependencies where aj appears as one of

1 We use two dependencies at each stage because some dependent attributes are also
very informative when dealing with the target class and should not be removed.
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input : A DataSet
output: A DataSet with the same number of instances that the input but

only a subset of the original attributes

F ← S;1

LIC ← IGInverseOrder(S);2

L ← {};3

Pinit ← NaiveBayes(S);4

for Ai ∈ S do5

for Aj ∈ S − Ai do6

LS ← {Ai, Aj , g(Ai, Aj)};7

L ← L
⋃

LS ;8

end9

end10

L ←Order(L);11

pos ← 0;12

fin ← false;13

while (fin = false)&&(pos < L.length) do14

L1 ← L[pos];15

Attributes ← {L1.Ai, L1.Aj};16

if pos < (L.length − 1) then17

L2 ← L[pos + 1];18

Attributes ← Attributes
⋃

{L2.Ai, L2.Aj};19

else20

Atr ← GetBest(Attributes);21

end22

if Atr = null then23

fin ← true;24

else25

LIC ← LIC − Atr;26

L ← DeleteDependencies(L, Atr);27

F ← DeleteAttribute(F, Atr);28

T ← Transform(F);29

Pi ← NaiveBayes(T);30

end31

end32

pos ← 0;33

while pos < LIG.length do34

Atr ← LIG[pos];35

Faux ← DeleteAttribute(F, Atr);36

Pp ← NaiveBayes(Faux);37

if Pp > Pi then38

Pi ← Pp;39

F ← Faux;40

end41

end42

return Pi43

Algorithm 1. FBL Algorithm
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the two dependent attributes, and also LIG is updated deleting aj . The third
step concludes when in one iteration no performance of the classifier could be
achieved deleting any of the four related attributes.

Fourth step: IG based filtering. A further attribute filtering is performed by
considering the Information Gain values of the attributes. For every attribute in
the resulting LIG we consider if we should delete it by comparing the accuracy
of the classifier over the dataset versus the accuracy of the classifier over the
dataset when removing the attribute. Once finished the whole process, we obtain
F = {Ai, Aj . . . Az|Ak ∈ S} that is a subset of S that contains the best possible
attributes.

Table 1. Description of the methods referenced from the Algorithm

Method Description
IGInverseOrder Method that orders a list of attributes by its IG value.
NaiveBayes Deletes the atributes given as parameter from the dataset and

returns the accuracy obtained by the NB on the resultant data.
Order Receives a list containing dependencies and returns the list in

strength-of-dependecy decremental order.
GetBest Returns the attribute (from Attributes) that when deleted from

the previous set of attributes (F), makes the Naive Bayes achieve
a greater accuracy. If the greater accuracy is achieved when no
attribute is deleted, then returns Null.

DeleteDependencies Deletes all the dependencies from L where Atr is one of the
independent or dependent attributes.

DeleteAttribute Deletes the given attribute from a list of attributes.
Transform Deletes from the original dataset all the attributes that are not

in F.

Having F, we modify each element in T deleting all the information that does
not correspond with the final attributes (F). Being g the regression method used
and t a function that transforms each trainning instance deleting the values of the
attributes that belonging to S are not in F, the FBL algorithm is implemented
as shown in Algorithm 1.

3 Experiments

In this section some experiments are present to evaluate our hypothesis and the
Wrapper proposed in this paper. To study the behaviour of FBL, 13 synthetic
data sets were generated from 5 original data sets taken from [2]: Contracep-
tive Method, Balance Scale, Glass Identification, Wine Recognition and TAE.
Linear dependencies were introduced by generating synthetic attributes in the
way SyntheticAttribute = a ·OriginalAttribute1 + b, being a and b two random
integers. For each original dataset, different synthetic attributes (from different
original attributes and parameters) were used, resulting in some final datasets
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(for example, for the ContraceptiveMethod dataset CM1, CM2 and CM3 were
generated). As can be seen in Table 2, in the 13 synthetic domains the Naive
Bayes Classifier works worst than in the original ones where the synthetic de-
pendencies are not present.

Table 2. Comparison of the performance of 6 Machine Learning Algorithms working
with data containing dependencies. The values represent the variation in the percentage
of accuracy from the original dataset to the resultant dataset where synthetic attributes
have been added. The datasets are: Contraceptive Method (CM), Breast Cancer (BC),
Balance Scale (BS), Glass Identification (GI), Wine Recognition (WR) and TAE. For
each dataset we have generated one or some synthetic ones (which can be differentiated
by the final number). All the accuracies are calculated using ten-fold cross validation.

Algorithm CM1 CM2 CM3 BC1 BC2 BC3 BC4 BS1 BS2 BS3 GI1 WR1 TAE
Naive Bayes -1.15 -2.45 -1.02 -0.14 -0.14 -0.14 -0.14 -9.11 -5.23 -0.68 -0.08 -0.07 -0.04
C4.5 -0.61 1.77 0.68 1.72 3.72 2.72 0.14 0.00 0.45 0.68 0.13 0.01 0.89
C4.5 rules 0.34 0.81 1.08 0.72 1.58 0.29 0.86 -2.74 -1.60 -0.91 0.72 1.58 -0.29
KNN(N=1) -1.29 -0.61 -1.29 0.04 0.28 0.28 -0.15 -0.23 0.91 1.14 -0.13 -0.28 0.23
KNN(N=4) -0.81 -0.88 -0.88 0.15 0.72 0.72 -0.43 -1.14 -0.91 -2.50 -1.16 -0.72 0.01
SMO 0.06 0.06 0.00 -0.14 -0.14 -0.14 0.00 0.22 -0.23 -0.46 0.00 -0.04 0.54

In contrast to other Machine Learning algorithms used, Table 2 shows that
Naive Bayes is the only algorithm that invariably worsens its accuracy when
interdependent attributes are used. Once proven this, the next step is to study
if non-synthetic datasets reveal the same behaviour. To check this, 15 datasets
have been selected from [2], and have been studied without adding any synthetic
feature.

The effectiveness of FBL can be evaluated by comparing the FBL attributes
selection to the best possible subset selection. To calculate the best subset we
have performed an exhaustive search over the space of attributes of each one
of the 15 datasets selected. Table 3 shows the result of this exhaustive search,
showing the accuracy of the Naive Bayes Classifier over the best possible subset
of attributes, the number of attributes of the best subset and also the number
of attributes of the original dataset for establishing a comparison. In 13 from 15
datasets we are able to find a subset of attributes that allows the Naive Bayes
Classifier to perform better than using the original ones. In addition, we can see
the best subsets are composed, generally, by a few number of attributes, which
means a drastic reduction of the complexity of the classifier’s model.

Once obtained the superior level for the attributes selection, we compare these
results with the behaviour of the FBL algorithm. We have performed some ex-
periments using the FBL algorithm over the same 15 UCI domains, and also we
have studied the behaviour of two classical ways of attribute selection as are the
filtering using the Information Gain value and also the filtering using the Chi2

value and the Principal Components Analysis (PCA, [17]) method to extract a
subset of more or less independent attributes. For the filtering using Chi2 and
IG, we have generated a ranking of the attributes according to those metrics and
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Table 3. Comparison between the accuracy obtained by the Naive Bayes (NB), the
Naive Bayes over the best possible attribute selection (Best), the FBL algorithm and
using filters based on Information Gain (IG) or Chi2, PCA or the Langley algorithm
in a forward (LF) or a backward mode (LB). O/B means the number of original at-
tributes (O) and the number of attributes in the best subset selection (B). As the best
subset selection is an exhaustive search, we couldn’t obtain the results for some highly
dimensional data sets and we set them as NA. All the results are obtained by 10-fold
cross validation.

DataSet NB Best O/B FBL IG Chi2 PCA LF LB
Abalone 0.240 0.266 9/2 0.266 0.266 0.266 0.245 0.265 0.265
Adult 0.827 0.835 15/13 0.835 0.752 0.752 ND 0.791 0.835
Cmc 0.508 0.554 10/4 0.554 0.508 0.508 0.453 0.553 0.537
Glass 0.495 0.603 10/3 0.579 0.556 0.556 0.542 0.598 0.598
Ionosphere 0.826 ≥0.984 36/NA 0.915 0.863 0.872 0.920 0.984 0.900
Iris 0.960 0.967 5/2 0.967 0.967 0.967 0.933 0.960 0.953
Nursery 0.903 0.903 9/9 0.903 0.876 0.903 0.883 0.903 0.903
OpDigits 0.913 ≥0.939 64/NA 0.913 0.865 0.881 0.939 0.925 0.918
PenDigits 0.857 0.865 16/13 0.865 0.615 0.836 0.886 0.864 0.864
Spam 0.793 ≥0.908 57/NA 0.908 0.793 0.793 0.737 0.837 0.902
TAE 0.503 0.510 6/5 0.510 0.470 0.510 0.470 0.503 0.509
TicTacToe 0.696 0.724 9/5 0.718 0.699 0.699 0.742 0.718 0.728
WdbCancer 0.929 ≥0.959 31/NA 0.956 0.924 0.923 0.937 0.959 0.945
Wine 0.966 0.989 13/10 0.977 0.792 0.977 0.983 0.989 0.977
Yeast 0.577 0.577 7/7 0.577 0.577 0.577 0.558 0.577 0.577

then, from an empty set of features, we have added one attribute from the or-
dered list to the set of features until no improvement of the classifier is achieved.
For PCA we have studied the behaviour of the Naive Bayes Classifier over the
studied domains covering 4 different levels of variance (0.65, 0.75, 0.85 and 0.95)
and then we select the best value for each dataset. The results are shown in
Table 3.

Table 4. Sumary table where, for each algorithm proven, it is shown the average
accuracy over the 15 datasets proven, the times the algorithm obtains the best accuracy
and the percentage of accuracy reduced

Algorithm N.B. FBL PCA LF LB IG Chi2

Avg. Accuracy 0.7331 0.7629 0.7327 0.7619 0.7610 0.7016 0.7346
Trim 0.00% 11.17% -0.15% 10.78% 10.45% -11.79% 0.57%
Times Best ND 8 3 6 4 3 3

Finally, Table 4 is a sumary table. Having the average accuracy obtained for
the 15 datasets proven, the times that each algorithm obtains the best accuracy,
and the percentage of improved accuracy, we are able to compare more carefully
all the algorithms used in this paper. FBL obtains the best possible value 8
times from 15 possible, being the algorithm that more times obtains the best
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value. Also obtains the best accuracy value, and we can assure it is the best
option from all the proposed in this paper. The forward greedy search proposed
by Langley is near FBL in accuracy values, but is not as good as FBL and also
performs a greedy search, wasting too much time. It seems interesting the results
obtained by PCA and the Information Gain based selection as, in average, obtain
worse results than using the Naive Bayes without any previous transformation
or filtering.

4 Discussion and Future Work

We have presented a simple alternative to the Naive Bayes which works well
even in domains where strong linear dependencies 2 are present. The proposed
algorithm performs a non greedy search based on the previous estimation of the
dependencies strength between attributes, and the filtering according to these
values and also according to the Information Gain values for each attribute.

We have run several experiments over 15 UCI domains, comparing the ac-
curacy of the FBL algorithm presented in this paper to the accuracy obtained
by the Naive Bayes and the accuracies obtained by performing some attribute
filters: PCA, the forward and backward attribute selection algorithms proposed
by Langley and a Information Gain and a Squared Chi based filterings.

Experimental results show that using the FBL Wrapper allows us to obtain
better accuracy results when applying the Naive Bayes Classifier. It should be
remarked that on 13 from 15 real datasets we can perform a better classification
when those dependencies are not present, which shows we are not working on
a synthetic problem, this is a reality. We have demonstrated that a classical
attributes extraction technique such as PCA does not make the Naive Bayes
to perform better. We have also proved that filters based on Information Gain
and Squared Chi metrics are not a good way to make the Naive Bayes perform
better and that FBL is as good (or better) than the greedy algorithms proposed
by Langley but performing a more guided search that implies to try less attribute
sets, resulting in a lower running time.

As FBL modifies the data to meet the simplifying assumptions of the Naive
Bayes classifier, it achieves better accuracies. Another way to deal with the sim-
plifying assumption would be modelling the dependences (Bayesian Networks)
but we have selected the first way because we obtain a simpler model which
be think is an advantage but in future work we would compare these two ap-
proximations and study the behaviour of each one over each possible application
domain.

Applications as Spam are excelent scenarios to apply FBL as their domains are
composed by words extracted from texts, and those words are not independent
attributes as some words should appear, commonly, in pairs, or the appearance of
some of them should be much related to the appearance of other words. Any other
applications on the Information Retrieval area should be also susceptible to be
improved with the use of FBL, as could be [6]. As traffic flows shows dependencies
2 FBL can be extended to use other kind of dependencies.
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(two roads ending in another road is a clear example of dependency), a domain
like [4] could be improved with FBL.

Summarizing, the FBL algorithm performs better than Naive Bayes, PCA
and other attribute filters under 13 from 15 UCI domains as it is able to deal
with the dependencies presented on those domains.
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Abstract. Vis/NIRs technique can be used in non-destructive measurement of 
the material internal quality in many fields. In this study, a mixed algorithm 
combined with back-propagation neural networks (BPNNs) and partial least 
squares (PLS) method was applied in the predicting the acidity of yogurt. The 
reflectance of optimal wavebands selected by PLS process were set as input 
neurons of BPNNs to establish the prediction model. By training the 130 yogurt 
samples in the BPNNs of topological structure 19:11:1, the acidity of the 
remaining 25 samples were predicted. The correlation between the measured 
and predicted values shows an excellent prediction performance with the value 
of 0.97, higher than the result (0.916) obtained only by PLS. Thus, it is 
concluded that the algorithm construct by BPNNs combined with partial least 
square applied to pattern recognition is an available alternative for pattern 
recognition based on Vis/NIRs.   

1   Introduction 

In the resent years, pattern recognition which has the function of data prediction has 
attracted many eyes and has excellent performances in many fields. Based on the 
Vis/NIRs technique, the whole spectral bands data can be made quantitative analysis 
and qualitative analysis. Because of its advantage of low cost, high efficiency, fast 
analytical speed, ease of operation, non-destruction and limited preparation, this 
technique has been widely used in many fields such as the food industry, petroleum 
chemical, engineering, military, biometrics and the medicine etc [1] [2] [3]. The 
information of Vis/NIRs data which is used to predict the composition and quantities 
of the samples is contained in the spectral curve. It is difficult to extract the relevant 
information from many overlapping peaks, so pivotal step for spectroscopy technique 
is how to extract quantitative data from them. Several multivariate calibration 
techniques are usually applied to data treatment like principal component analysis 
(PCA), soft independent modeling of class analogy (SIMCA), herachical cluster 
analysis (HCA), canonical analysis (CA), discriminant analysis (DA), principal 
component regression (PCR). However, most of those methods have some limitation 
such as accuracy is not very high and the training speed is a little slow. Thus, we hope 
to find a method that can offset these deficiencies. 

Artificial neural networks (ANNs) is a non-linear dynamical data processing 
system consisted of lots of simple processing units for prediction, classification, data 
association, data conceptualization, and data filter. ANNs use mass but simple unites 



 BP Neural Networks Combined with PLS Applied to Pattern Recognition of Vis/NIRs 429 

to connect a neural network in order to execute its function. With the characteristic of 
high-speed parallelism, calculation, abundant association, great robustness, strong 
capacity of self-adaptive, self-organization and self-learning [4], As its prominent 
ability to mining the obscure relationship between diverse variables, this methodology 
has been demonstrated and considered to be an excellent system in the field of 
scientific prediction by scientific scholar [5]. Due to the changing of prediction 
environment which may make the collected data imprecise and incorrect, the 
conventional methods are deficient in solving those problems. So only when the 
parameters in ANN models changed with the environment will gain the correct and 
precise results. Instead, the BPNNs is widely applied in most of the fields as a result 
of its high-nonlinear mapping ability of computing model possessing at present. 

In order to design a simple optical sensor that can discriminate between healthy 
and diseased canopies, it is important to reduce the number of selected wavebands to 
a minimum. PLS is usually considered for a large number of applications in spectrum 
analysis. It performs the decomposition on both the spectral and concentration data 
simultaneously, as it takes the advantage of the correlation relationship that already 
exists between the spectral data and the constituent concentrations. The latent 
variables (LVs) calculated by PLS are several major variables which are related to the 
data. While in this paper, the aim of PLS is to obtain the optimal wavebands for 
acidity prediction thought the loading values of each LV. 

This paper proposed a new method which is constructed with PLS analysis and 
BPNNs. The aim of this study is to evaluate the use of Vis/NIRs in measuring the 
acidity of yogurt. The PLS analysis combined with BP neural network was applied to 
find out a better mathematic model in pattern recognition.  

2   Theory 

2.1   PLS Methodology 

PLS is a bilinear modeling method where the original independent information (X-
data) is projected onto a small number of LVs to simplify the relationship between X 
and Y for predicting with the smallest number of LVs [6]. Through full cross 
validation, PLS was executed on the spectra from 400 to 1000nm to reduce the 
variable dimensions of the original independent information (X-data) and extract few 
but primary LVs which can present the characteristics (Y) of spectra belong to each 
sample. The extracting process is performed including both X and Y data through 
exchanging the score of X and Y before every new principle component is calculated 
and this is the different and better against PCR. So the LVs are related to dependent 
variables, not only to the independent variables. The loading values are the unit vector 
values of each LV and can present the importance of each original vector which is the 
wavebands in this study. The whole process was achieved in the Unscrambler V9.2 
(CAMO Process AS.), a statistical software for multivariate calibration. 

2.2   BP Neural Network Model 

The most popular type of neural network for use in analytical applications is ANN 
with the back-propagation learning algorithm [7]. It is a one-way multilayer  
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feed-forward network [8] and can be used for the data compression tasks as well as 
property prediction tasks. The BPNNs learning algorithm is optimizing network 
weights to minimize the global error of the system by error-back-propagation. The 
network is trained by initially selecting the weights random at the beginning of the 
training then presenting all training data repeatedly. The weight of every node is 
adjusted along gradients when the outputs run back through the hidden neuron 
connection and reduce the global error which obtained by external information 
specifying the correct result until all the errors are within the required tolerance. The 
delta rule was used as the learning rule, which specifies how connection weights are 
changed during the learning process. The sigmoid transfer function was chosen for the 
non–linear function that transfers the internally generated sum for each node to a 
potential output node. Three-layered back propagation fundamental topological 
structure of networks is composed of input layers, hidden layers and output layers. A 
schematic diagram of multilayer neural network architecture is shown in Fig. 1. 

 

Fig. 1. Schematic diagram of the topological structure of BPNNs 

The transfer function of net-node takes the form: 
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Where, Q is the parameter of function Sigmoid.  

3   Application to a Case 

Because of high value of nutrition, a good taste and many salutary functions, yogurt is 
widely preferred. But the favorite is not uniform due to different consumer groups, so 
it is necessary to use a method which can identify the value of acidity of yogurt. At 
present, the domestic and international measurements of acidity of yogurt always use 
chemical methods which are carried out at destructive state, involve a considerable 
amount of manual work, and cost plenty of time. Therefore, the aim of this study is to 
measure the acidity of yogurt basing on Vis/NIRs technique.  

3.1   Experimental Materials and Reflectance Measurement 

Five different brands of yogurt include Mengniu (Neimenggu), Junyao (Shanghai), 
Guangming (Shanghai), Yili (Neimenggu) ¸ Shuangfeng (Hang Zhou), which are 
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produced at the one day, were purchased in a supermarket. 32 samples (total 155 
samples) selected from each brand equally were used in the measurement of Vis/NIR-
spectroscopy. All the samples were stored in a refrigerator to keep at cold temperature 
(4±1°C).  All the samples were first equilibrated to room temperature before 
Vis/NIRS analysis and the whole experiment was carried through at 23°C. 

In order to reducing the error of operation during the whole experiment, samples 
were extended upperly throughout the bottom surface of glass containers of 65 mm 
diameter and 14mm height. The height of yogurt surface is 7mm. For each sample, 
reflection spectra with total 30 scan times were taken with a field spectroradiometer 
(FieldSpec Pro FR (325–1075 nm)/ A110070) placed at a height of approximately 
150 mm above the sample cup, Trademarks of Analytical Spectral Devices, Inc. 
(ASD), the interval of sampling is 1.5cm, using RS2 software for Windows. 
Considering its 20° field-of-view (FOV). The light source of Lowell pro-lam 14.5V 
Bulb/128690 tungsten halogen that could be used in Vis/NIRs region was placed 
about 300 mm from the center of the container to make the angle between the incident 
light and the detector optimally about 45°. The acidity of each sample was determined 
at 23°C with a pH meter (LIDA-PHS-3C), after measured immediately,  

3.2   Preprocessing of the Optical Data 

The reflectance spectra needed to be transformed to absorbency and also for each data 
which was imported into Unscramble for further process must be ASCII datum, the 
ASD software was used to achieve these two purposes. Due to the own system might 
be a little imprecise, there were some scattering which could be observed in the 
beginning and end of the spectral data. As those data would affect the accuracy of 
measurements, the first 75 and the last 75 wavelength values were taken out of total 
values. Starting from here all the considerations were based on this range of 
wavelengths (400-1000nm) until the optimal wavebands were chosen [9].  

In order to reduce the influence of the noise, after compared with the final 
prediction results by using different preprocessing methods, there were two 
preprocessing methods were selected in this study. First type of processing was 
Moving Average Smoothing which was used to average the spectral data in order. It 
had been proved that many high frequency noises could be eliminated by this smooth. 
By using the different numbers (3 to 21), the results presented that number 9 was best 
in this study. The second type of processing was the use of the multiplicative scatter 
correction (MSC). This technique was used to correct for additive and multiplicative 
effects in the spectra [10]. Due to the fresh light scattering, the light does not always 
travel the same distance in the sample before it is detected. A longer light traveling 
path corresponds to a lower relative reflectance value, since more light is absorbed. 
This causes a parallel translation of the spectra. This kind of variation was not of use 
for the calibration models and was eliminated by MSC. 

The sample data (155 yogurt samples) was separated randomly into two groups: a 
calibration set used to develop the calibration set (130 samples with 5 brands equally) 
and the remaining samples of the population were used to validation set (25 samples 
with 5 brands equally).  



432 D. Wu et al. 

4   Result and Discussion 

The average absorbance spectral curves from 325 to 1075 nm for certain randomly 
selected every one sample are showed in Fig. 2. Excluding the little overlapping of 
the wavebands at the ‘violet edge’ (i.e., 400-520nm), the spectral curves indicate the 
potential of discriminating one yogurt from another via NIRs especially at the visible 
wavelength (i.e., 520-920nm).  

 

Fig. 2. NIR reflectance spectra of three different varieties peaches 

4.1   Partial Least Square (PLS) Used Only 

Calibration model was developed using PLS with cross-validation and the number of 
LVs was determined by the PRESS (predicted error sum of squares) function in order 
to avoid overfit of the models [11]. As a result, yogurt samples for modeling were 
split into a calibration set and a validation set. The quality of the calibration model 
was quantified by the standard error of calibration (SEC), and r (coefficient of 
correlation) and the one of validation set was quantified by the standard error of 
validation (SEV) and r. The prediction accuracy of the calibration model was tested 
using the predicting set, and evaluated by the standard error of prediction (SEP) and 
the r between the predicted and the measured parameters [11]. An excellent model 
should have lower SEC, SEV and SEP, higher r but smaller differences between SEC 
and SEV, because large ones indicate that too many latent variables are introduced in 
the model and the noises are also modeled. In addition, the minimum plot of the root 
mean square error of validation (RMSEV) was used to determine the optimal model 
without overfittedness or underfittedness [11]. PLS prediction result for acidity is 
presented in scatter plots (Fig.3). The ordinate and abscissa axes represent the 
predicted and measured fitted values of the acidity. The performance of each model 
established by PLS in the study was shown in Table 1. 
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Table 1. The performance of each model established by PLS 

Calibration Validation Prediction SEC SEV SEP RMSEP 
0.932535 0.907743 0.916 0.02244 0.038973 0.037 0.042 

 

Fig. 3. Vis/NIR prediction results from the PLS models for acidity 

4.2   BPNNs Combined with PLS 

Determination of Optimal Wavebands. After the preprocessing of spectral data and 
PLS process carried out with all the 155 samples were finished, the number of LVs 
was determined as 8 by cross-validation. By choosing spectral wavebands with the 
first three highest loading values in each of those 8 LVs across the entire spectral 
region, those wavelengths were chose as the optimal ones: 61nm, 62nm, 63nm (in 
LV1), 519nm, 520nm, 521nm (in LV2), 236nm, 237nm, 238nm (in LV3), 62nm, 
413nm, 414nm (inLV4), 105nm, 106nm, 107nm (in LV5), 222nm, 223nm, 224nm (in 
LV6), 237nm, 238nm, 239nm (in LV7) and 223nm, 224nm, 225nm (in LV8). After 
wiped off the same wavebands, there were 19 left. The reflectance values of those 19 
wavebands were set as input neurons of BPNNs to establish the prediction model. 

BPNNs Model Based on Optimal Wavebands. The whole wave-band of spectra is 
from 400 to 1000nm. If it is used as the input of BPNNs directly, it not only affects the 
training rate, but also decreases the discrimination accuracy. Based on the first three 
highest loading values in each of those 8LVs, the reflectance values of those 19 
wavebands were set as input neurons of BPNNs to establish the prediction model. The 
node of input layer, hidden layer, and output layer was 19, 11 (chose by comparing 
the prediction results with different integral value from 9 to 19), and 1 (the value of 
acidity). 130 samples were used as training set and reminder samples formed the 
prediction set. The speed of learning was set as 0.1. Prediction result for acidity is 
presented in scatter plot (Fig. 4). The ordinate and abscissa axes represent the 
predicted and measured fitted values of the acidity. The correlation between the 
measured and predicted values shows an excellent prediction performance with the 
value of 0.97, higher than the result (0.916) obtained by the use of PLS only. 
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Fig. 4. Prediction performance by using PLS- BPNNs 

5   Conclusions  

Vis/NIR Spectrum technique with the advantage of low cost, high efficiency, fast 
analytical speed, ease of operation, non-destruction and limited preparation, has been 
widely used in many fields. The pivotal step for spectroscopy technique is how to 
extract quantitative data from mass spectral curves. This paper proposed a mixed 
algorithm constructed with PLS analysis and BPNNs and shows an excellent 
prediction performance. After the PLS process carried out with all the 155 samples, 
the number of LVs was determined as 8 by cross-validation. Each reflectance of 19 
optimal wavebands was set as input neurons of BPNNs to establish the prediction 
model. The node of input layer, hidden layer, and output layer was 19, 11, and 1. 130 
samples were used as training set and reminder samples formed prediction set. After 
the training, the result shows that the correlation between the measured and predicted 
values shows an excellent prediction performance with the value of 0.97, higher than 
the result (0.916) obtained only by used the algorithm of PLS. Thus, it is concluded 
that the algorithm construct by BPNN combined with PLS applied to pattern 
recognition is an available alternative for pattern recognition based on Vis/NIRS.  

This model could be applied in other non-destructive measurement of the material 
internal quality, as artificial neural network was highly effective to complete the 
nonlinear-system predication in response to its great capability of self-learning and 
nonlinear computation. Further work is required to optimize, standardize and 
implement this technique. Also more fundamental research is required to provide a 
physical-chemical background of spectra.  
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Abstract. Cyclic Dynamic Time Warping (CDTW) is a good measure
of contour shapes dissimilarity, but it is computationally expensive. We
introduce a lower bound for CDTW inspired in the Bunke and Bühler
that leads to a significant speed up of contours classification in real tasks,
as the experiments show.

1 Introduction

Content-based image retrieval is being increasingly demanded in many applica-
tions: digital libraries, broadcast media selection, multimedia editing, etc [11].
The shape of 2D/3D objects usually provides a more powerful semantical clue
for similarity matching than colour or texture: humans can recognize character-
istic objects from their contour. Contours can be considered cyclic sequences:
sequences with no beginning or end. The sequences can be Freeman chaincodes,
series of 2D points, curvature values, distances to the shape’s centroid, etc.

Given two cyclic sequences of lengths m and n, respectively, their dissimilarity
can be measured by means of the cyclic edit distance (CED), which is defined
as the weight of the best sequence of edit operations needed to transform any
cyclic shift of one string into any cyclic shift of the other. Maes proposed in [7]
an O(mn lg m) time procedure to compute the CED and applied it in [6] to the
recognition of shapes described with polygons. As Maes pointed out, the CED
has some drawbacks when comparing contours: it is sensitive to segmentation
inconsistencies in the polygons and to the number of edges representing simi-
lar regions. A Dynamic Time Warping based dissimilarity measure seems more
natural for optimally aligning contours. In [8], the authors defined a Cyclic Dy-
namic Time Warping (CDTW) measure and presented an O(mn lg m) algorithm
to compute it. The CDTW was shown to outperform other contour comparison
methods in shape retrieval and classification tasks.

In nearest neighbour (NN) classification systems, where the running time of
the comparison algorithm is a major concern, it is possible to take advantage
of fast lower bounding functions to avoid the computation of expensive compar-
isons between cyclic sequences: when comparing two cyclic sequences, the exact
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comparison can be avoided if the lower bounding function is greater or equal
than the best dissimilarity measure computed so-far. A well-known approximate
method to compute the CED is the so-called Bunke and Bühler (BB) algorithm,
which runs in O(mn) time [3]. When comparing two cyclic sequences, the BB
method yields a value which is a lower bound of the CED [3]. In [4], an efficient
lower bounding function for Dynamic Time Warping (DTW) was presented;
however, there is a lack in CDTW at this respect. As we show in this paper, the
BB method can be used to lower bound the CDTW. We use this lower bound
to speed up NN pattern classification.

The paper is organized as follows: In section 2, the CDTW is reviewed. In
section 3, the BB algorithm is also reviewed and we show that it can be used
as a lower bound function for CDTW. The lower bounding method for CDTW
is presented in section 4. Finally, in sections 5 and 6, some experimental results
and conclusions are presented.

2 Cyclic Dynamic Time Warping

Let X = x0x1 . . . xm−1 and Y = y0y1 . . . yn−1 be two sequences from an alphabet
Σ and let Σ∗ be its closure under concatenation of Σ. An alignment between
X and Y is a sequence of pairs (i0, j0), (i1, j1), . . . , (ik−1, jk−1) such that (a)
0 ≤ i� < m and 0 ≤ j� < n; (b) 0 ≤ i�+1 − i� ≤ 1 and 0 ≤ j�+1 − j� ≤ 1; and
(c) (i�, j�) �= (i�+1, j�+1). The pair (i�, j�) is said to align xi�

with yj�
. Each pair

is weighted by means of a local dissimilarity function γ : Σ × Σ → R
≥0 and the

weight of an alignment is
∑

0≤�<k γ(xi�
, yj�

).
An alignment between X and Y is optimal if its weight is minimum among

that of all possible alignments. The DTW dissimilarity measure between X and
Y will be denoted with DTW (X, Y ) and is defined as the weight of the optimal
alignment between both sequences. The DTW dissimilarity can be computed as
DTW (X, Y ) = d(m − 1, n − 1), where d is this recurrence:

d(i, j) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ(x0, y0), if i = j = 0;
d(i − 1, j) + γ(xi, y0), if i > 0 and j = 0;
d(i, j − 1) + γ(x0, yj), if i = 0 and j > 0;

min

⎧
⎪⎨

⎪⎩

d(i − 1, j − 1),
d(i − 1, j),
d(i, j − 1)

⎫
⎪⎬

⎪⎭
+ γ(xi, yj), if i > 0 and j > 0.

(1)

This equation formulates the DTW (X, Y ) computation problem as a shortest
path problem in the so-called warping graph, an array of nodes (i, j) for 0 ≤ i <
m and 0 ≤ j < n. Each node (i, j) is connected to nodes (i− 1, j), (i, j − 1), and
(i − 1, j − 1) by an arc of weight γ(xi, yj). There is a one-to-one correspondence
between alignments and path departing from (0, 0) and arriving to (m−1, n−1):
the alignment between X and Y contains a pair (i, j) for each traversed node
(i, j). The weight of a path (and of its corresponding alignment) is the sum of
the weights of its arcs. Since the warping graph is acyclic, the optimal path can
be computed by Dynamic Programming in O(mn) time.
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A cyclic sequence can be viewed as the set of sequences obtained by cyclically
shifting a representative sequence, i.e., by choosing different starting points. A
cyclic shift σ of X is a mapping σ : Σ∗ → Σ∗ defined as σ(x0x1 . . . xm−1) =
x1x2 . . . xm−1x0. Let σk denote the composition of k cyclic shifts and let σ0

denote the identity. Two sequences X and X ′ are cyclically equivalent if X =
σk(X ′) for some k. A cyclic sequence is an equivalence class [X ] = {σk(X) :
0 ≤ k < m}. Let [X ] = [x0x1 . . . xm−1] and [Y ] = [y0y1 . . . yn−1] be two cyclic
sequences. A cyclic alignment between [X ] and [Y ] is a sequence of pairs (i0, j0),
(i1, j1), . . . , (ik−1, jk−1) such that, for 0 ≤ � < k, (a) 0 ≤ i� < m and 0 ≤ j� < n;
(b) 0 ≤ i(�+1) mod m − i� ≤ 1 and 0 ≤ j(�+1) mod n − j� ≤ 1; and (c) (i�, j�) �=
(i(�+1) mod m, j(�+1) mod n). The weight of a cyclic alignment (i0, j0), (i1, j1), . . . ,
(ik−1, jk−1) is defined as

∑
0≤�<k γ(xi�

, yj�
), where γ is the local dissimilarity

measure. An optimal cyclic alignment is a cyclic alignment of minimum weight.
The Cyclic Dynamic Time Warping (CDTW) measure CDTW ([X ], [Y ]) is

defined as the weight of the optimal cyclic alignment between X and Y . First,
we are going to show that the optimal cyclic alignment can be defined in terms
of alignments between non-cyclic sequences, i.e., in terms of DTW (·, ·); then, we
will present an efficient procedure to compute it1.

Lemma 1. If m, n > 1 and (i0, j0), (i1, j1), . . . , (ik−1, jk−1) is an optimal
alignment between two sequences x0x1 . . . xm−1 and y0y1 . . . yn−1, there is at least
one � such that i� �= i(�+1) mod m and j� �= j(�+1) mod n.

Lemma 2. The CDTW dissimilarity between [X ] = [x0x1 . . . xm−1] and [Y ] =
[y0y1 . . . yn−1], can be computed as

CDTW ([X ], [Y ]) = min
0≤k<m

min
0≤�<n

DTW (σk(X), σ�(Y )).

According to Lemma 2, the value of CDTW ([X ], [Y ]) can be trivially com-
puted in O(m2n2) time by solving mn recurrences. Maes showed in [7] that the
Cyclic Edit Distance (CED), a related dissimilarity measure, can be computed
in O(m2n) time by performing cyclic shifts only on one of the sequences. This
observation finally led to a O(mn lg m) time algorithm.

Is it possible to perform cyclic shifts on only one of the sequences when
computing the CDTW? The answer is no: in general, CDTW ([X ], [Y ]) is nei-
ther min0≤k<m DTW (σk(X), Y ) nor min0≤k<n DTW (X, σk(Y )), as the follow-
ing counter-example shows: let z and w be two elements from Σ such that
γ(z, w) = 1; the value of CDTW ([zwz], [wzw]) is 0, since DTW (zzw, zww) =
0, but DTW (zwz, wzw) = 2 and DTW (wzz, wzw) = DTW (zzw, wzw) =
DTW (zwz, zww) = DTW (zwz, wwz) = 1. Therefore, an equivalent of Maes’
algorithm for the CED computation cannot be directly applied to CDTW dissim-
ilarity computation.

Theorem 1. The CDTW dissimilarity between two cyclic sequences, [X ] and
[Y ], can be computed as

CDTW ([X ], [Y ]) = min
0≤k<m

(
min(DTW (σk(X), Y ),DTW (σk(X)xk, Y ))

)
.

1 The reader is addressed to [8] to obtain proofs for the following lemmas and theorem.
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The value of DTW (σk(X), Y ) and DTW (σk(X)xk, Y ), for each k, can be ob-
tained by computing shortest paths in an extended warping graph similar to the
extended edit graph defined by Maes [7] (see Fig. 1 (a)). Since the non-crossing
property of edit paths also holds for alignment paths (see Fig. 1 (b)), the Divide-
and-Conquer approach proposed by Maes can be applied to CDTW. It should
be taken into account that, unlike in Maes’ algorithm, the optimal path starting
at (k, 0) can finish either at node (k + m − 1, n − 1) or (k + m, n − 1).
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Fig. 1. (a) Extended warping graph for X = wwzz and Y = zzzw. γ(z, w) = 1.
Arcs ending at node (i, j) are weighted γ(xi, yj). The optimal alignment for [X] and
[Y ] is the minimum weight path starting from any colored node in the lower row and
ending at a node containing the same color in the upper row (all path candidates are
shown with thick lines). (b) Optimal crossing paths can be avoided: if the weight of the
subpath q is greater than the weight of the subpath q′, the black path can be improved
by traversing q′ instead of q.

3 A Lower Bounding Function for the Cyclic DTW

Bunke and Bühler presented in [3] a method to approximate the Cyclic Edit
Distance. These authors proposed to search for an optimal path in the edit
graph underlying the computation of the Edit Distance between Y and X · X ,
i.e., the concatenation of one of the sequences with itself. The optimal path can
start and end at several nodes in the graph and it corresponds to the substring
in X · X that most resembles Y .

We can adapt Bunke and Bühler’s algorithm in order to efficiently approximate
CDTW ([X ], [Y ]). First, we define the “extended warping graph” (see Fig. 1a) as
the warping graph underlying the computation of DTW (X · X, Y ). The optimal
path departing from any node (k, 0) for 0 ≤ k < m, and arriving to any node
(k′, n− 1), for m− 1 ≤ k′ < 2m, corresponds to the optimal alignment between a
subsequence of X ·X and Y . The BB estimation of CDTW ([X ], [Y ]), that will be
denoted as BB(X, Y ), is performed by initializing all starting nodes with 0 and
computing the minimum value of any optimal path arriving at a final node. Thus,
the BB algorithm can be computed in O(mn) time complexity.

It should be noted that every possible cyclic shift of X is a subsequence of
X ·X and, therefore, the optimal path in the extended warping graph corresponds
to an optimal alignment between a subsequence of X ·X and Y . All the optimal
paths considered by the CDTW algorithm are paths in the extended warping
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Fig. 2. (a) We can find all the paths corresponding to DTW (σk(X), Y ) and
DTW (σk(X)xk, Y ) for 0 ≤ k < m, departing from any node (k, 0) for 0 ≤ k < m
(light grey nodes), and arriving to any node (k′, n − 1), for m − 1 ≤ k′ < 2m (dark
grey nodes). (b) The BB algorithm path that approximates the CDTW dissimilarity
in the extended warping graph for X and Y . γ(z, w) = 1. The path must start from
any light grey node in the lower row and end at a dark grey node in the upper row.

graph (see Fig. 1a and Fig. 2a); but, since there is no control over the length
of the subsequence aligned by the optimal path in the extended edit graph, the
optimal path underlying BB(X, Y ) may not correspond the optimal path found
by the CDTW algorithm. The suboptimality of this method is due to the fact
that the optimal path that it finds could start going from (k, 0) and finish to
(k′, n− 1), with k′ �= k +m− 1 and k′ �= k +m, while the path corresponding to
CDTW ([X ], [Y ]) should verify k′ = k +m− 1 or k′ = k +m. The corresponding
alignment path can be considered as a pseudo-alignment between [X ] and Y
(see Fig. 2b). The following theorem is straightforward from the above discussion:

Theorem 2. The BB estimation is a lower bound of the CDTW:

BB(X, Y ) ≤ CDTW ([X ], [Y ]).

4 NN Classification with the BB Lower Bound

The CDTW is a relatively expensive algorithm: it runs in O(mn lg n) and it
requires to explicitly compute and store alignment paths. The BB algorithm
is asymptotically faster (it runs in O(mn) time) and leads to an efficient com-
putation where only the weight of the optimal path is computed. When the
CDTW is used to compute the nearest neighbour of a cyclic sequence in a set
of cyclic sequences (for instance, for the purpose of classification), we use the
lower bounding function BB to avoid the execution of the more computation-
ally expensive, exact CDTW algorithm in many cases. The BB value obtained
for a pair of cyclic sequences is compared with the lowest, exact CDTW value
computed so far. The CDTW between this pair of cyclic sequences is compared
only in case that their BB value is lower.

It is still possible to further speed up computation if we abort BB evaluation
whenever we can guarantee that the final result will not improve the best CDTW
known so far: we can stop the computation at the first row where all the values
are greater than this external bound. The modified version of the BB algorithm
is depicted in Fig. 3.
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Algorithm BB
input: X, Y , best so far, output: distance
for i in 0 .. |X| − 1 do

M [i][0] = γ(X[i], Y [0])
for i in |X| .. 2|X| − 1 do

M [i][0] = M [i − 1][0] + γ(X[i], Y [0])
for j in 1 .. |Y | − 1 do

M [0][j] = M [0][j − 1] + γ(X[0], Y [j])
for i in 1 .. 2|X| − 1 do

for j in 1 .. |Y | − 1 do
M [i][j] = min(M [i − 1][j − 1], M [i − 1][j], M [i][j − 1]) + γ(X[i], Y [j])

if every element at row i is ≥ best so far then
distance = ∞
return

distance = min(M [i][|Y | − 1] for i in |X| − 1 .. 2|X| − 1)

Fig. 3. BB algorithm with anticipated end of computation using an external bound

5 Evaluation and Results

In order to assess the behaviour of the lower bounding function in a nearest neigh-
bour computation problem, we have performed experiments on shape recognition
tasks using three publicly available databases:

– MPEG-7 Core Experiments CE-Shape-1 (partB) [5]. It contains 1440 shapes
divided in 70 categories, each categoriy with 20 images (see Fig. 4a).

– SQUID Demo database [9]. It consists of 1100 contours of marine species.
Its developers do not provide information about categories (see Fig. 4b).

– Silhouette database [10]. It contains 1070 silhouettes. The shapes belong to
41 categories representing different objects: animals, tools, bones, hands, etc.

For each database we have performed nearest neighbour classification using
leaving-one-out. Every shape was compared to the rest ones in the database in
a randomized order to avoid time improvements related to a sequential order of
the categories.

To describe the contours, two descriptors were used:

– a derivative of 2D landmark points of the contour obtained by Fourier De-
scriptors [1].

– a sequence of shape contexts [2]. Given a sequence of landmark points of
the contour, for each point, an histogram of the relative coordinates of the
remaining points is computed, where bins are uniform divisions of the log-
polar space centred at that point.

In both cases, we have performed experiments with cyclic sequences of lengths
32 and 64.

The classification error results for the MPEG-7 and Silhouette databases with
BB and CDTW are shown in Fig. 5. It can be seen that the classification results
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(a) (b)

Fig. 4. Some images in (a) the MPEG-7 CE-Shape-1 and (b) the SQUID databases

Derivative Shape Contexts
32 points 64 points 32 points 64 points

BB MPEG-7 56.64% 75.28% 16.00% 11.93%
Silhouette 56.96% 70.90% 8.14% 3.85%

CDTW MPEG-7 5.57% 5.35% 5.15% 2.35%
Silhouette 5.98% 4.78% 3.84% 2.15%

Fig. 5. BB and CDTW classification error rates

Derivative Shape Contexts
32 points 64 points 32 points 64 points

MPEG-7 32.32% 38.79% 42.75% 48.34%
SQUID 32.15% 21.73% 35.53% 41.02%
Silhouette 31.77% 30.97% 39.10% 47.46%

Fig. 6. Percentage of time to compute the nearest neighbour with CDTW and the BB
lower bound with respect to a pure CDTW-based procedure

Derivative Shape Contexts
32 points 64 points 32 points 64 points

MPEG-7 18.12% 21.18% 2.62% 2.56%
SQUID 18.23% 26.31% 1.48% 2.12%
Silhouette 16.79% 20.01% 2.12% 2.13%

Fig. 7. Pruning power. Percentage of times CDTW algorithm is computed.

of the BB algorithm are much worse than those obtained with CDTW. On the
other hand, shape contexts offer a better classification since this descriptor con-
tains much more information than the contour derivative, but it also supposes
an increase of the time needed to compute each local dissimilarity between com-
ponents of the sequence.

In Fig. 6, it is shown the time saved in each experiment using the BB algorithm
as a lower bounding function and the external bound explained in section 4. In
Fig. 7, it is the pruning power that is the fraction of total comparisons that does
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not require the computation of CDTW while still allowing use to guarantee that
we have found the nearest match to a nearest-neighbour query.

6 Discussion

The BB function can approximate the CDTW and it is also a lower bound that
can be used to speed up classification tasks. The BB algorithm has been modified
to accept an external bound that speeds up computation, stopping whenever it
can be guaranteed that BB(X, Y ) is greater than the best result obtained so far.
The experiments show that the proposed method saves a considerable amount
of time while preserving the error rate in classification problems.
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Abstract. This paper tries to propose the worm virus detection system
that focuses on many connection attempts, more frequently occurring in
the process of scanning than their common transmission processes. And
this paper tries to determine the critical value of connection attempt by
using the ordinary time network traffic learning technique which applies
the genetic algorithm in order to ensure accurate detection of virus, de-
pending on the status of network. This system can reduce the damage
from worm virus more quickly than the pattern-founded worm virus de-
tection system because it applies the common characteristics of worm
viruses to detect them, and the criteria for judgment can be altered in
its application though the network may change.

1 Introduction

Recently, many efforts are being made to detect and isolate worm virus which
threaten the reliability and stability of network resources. Some of the most
noticeable examples include the network resource and security management ar-
chitecture which uses the network interception algorithm [6], the network access
control system that applies the architect address counterfeiting and VLAN fil-
tering [7], and network security management which uses ARP counterfeiting [8],
and so on.

Worm virus is defined as a malicious code which is characterized by its active
dissemination through the network with some help or without any assistance of
human being [1]. For the worm virus to be spread there should be a scanning
process to search for and select the object to be attacked. The host infected with
the worm virus in that scanning process tends to have dramatically increased
number of IP address which is communicating with the unit of time. Though
several methods have been proposed to detect the worm virus, most of those
methods which analyze and compare the patterns of specific worm virus have
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the drawbacks of not being able to detect the virus if the pattern of attack
changes or a new set of attack happens. In respond to that, this paper tries to
detect the worm virus by applying the specific characteristics [4] of scanning
that attempts to make many connections within a short time mentioned in the
above.

And it is necessary to study the network traffic to ensure accurate detection
of virus as the number of scanning by worm virus can change depending on
the status of network. For that, this researcher tries to propose the system that
adapts itself to the network status by using genetic algorithm (GA).

The Section 2 of this paper examines the characteristics, detection techniques,
Intrusion Detection System and genetic algorithm of worm virus as part of re-
lated study, and the Section 3 explains worm virus detection technique that
uses the characteristics of scanning process. The Section 4 explains the learning
technique which uses the genetic algorithm. Finally, the Section 5 draws the
conclusion.

2 Related Study

2.1 Analysis on the Characteristics of Worm Virus

Worm virus is a program that takes advantage of the weakness of unspecific
system from remote places to replicate itself and disseminate to other system.
Generally, it referred to the program that replicates itself within the memory,
but recently it refers to the program that replicates itself through the network
on computer. The worm virus that replicates itself has the optimal environment
condition to operate in the Internet, and that poses a great problem. Some of
the most noticeable worm viruses include the Code Red, Nimda worm and so
forth.

1. Scanning : Search for and select the next object to be attacked

2. Taking the control : Taking advantage of the weakness of host to be attacked to take the control

3. Spreading the virus : Replicating the malicious virus code to the host subject to its attack

4. Installation and execution: Installing the virus in the host to be attacked and then executing it.

Fig. 1. Propagation Processes of Worm Virus

The operation of worm virus is classified into direct worm and indirect worm
at large, depending on the method of operation [2]. Direct worm virus takes the
control on its own to spread the virus, whereas indirect worm relies on other
means of transmission, such as email, to spread the virus indirectly. The direct
worm usually takes advantage of the weakness of system such as buffer overflow,
has a relatively broader scope of dissemination than the indirect worm, and is
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very fast in spreading the virus. Meanwhile the indirect worm usually spreads
the virus via the following process.

2.2 Intrusion Detection System

The Intrusion Detection System [5] is a type of information protection system
that detects the abnormal use, abuse and misuse which compromises the confi-
dentiality, integrity and availability of system resources, and automatically takes
countermeasures or transmits the alarm message to the manager to cope with
the intrusion. It is a security system that monitors the use of network or sys-
tem and detects the intrusion in real time by applying the intrusion pattern
database and expert system, etc, a function beyond the ordinary access con-
trol. In other words, the Intrusion Detection System is a software that detects
and cope with those illegal trespassing quickly, and various software exist, rang-
ing from simple log file analysis to complicated real time Intrusion Detection
System.

The intrusion detection technique is classified into the misuse detection and
anomaly detection at large. Generally, the misuse detection defines the known
behavior from the attack or abnormal behavior and determines the intrusion if
the collected data matches the defined behavior. Anomaly detection is also called
statistical detection technique, and is a system that informs of the detected
intrusion if an event which causes dramatic change or rare event happens by
defining the normal and usual status as the criteria for the comparison.

In detecting the intrusion, there are problems of false positive and false neg-
ative. False positive means that what is not the intrusion is determined as the
intrusion and false negative means that the actual intrusion fails to be detected.
The former causes users to complain due to unnecessary policy and may under-
mine the productivity, while the latter fails to achieve the original goal. There-
fore, Intrusion Detection System should remove the false negative and false pos-
itive as much as possible.

2.3 Genetic Algorithm

Genetic algorithm is the optimization technique that uses the mechanism of
genetics and evolution in the nature to solve the problem. The genetic algorithm
was introduced for the first time in the ”Adaptation on Natural and Artificial
Systems” written by John Holland in 1975.

If the information is transmitted to the living thing through genes from par-
ents, the genetic information of individual which possesses greater adaptive
power to cope with the environment than other individuals is primarily trans-
mitted to the following generation. That is because the individual with inferior
adaptive power is short-lived and cannot multiply. At the same time, species with
weak adaptive power is wed out naturally. Based on that principle, individuals
highly capable of adapting themselves to the environment multiply generation
after generation. This is the basic principle of heredity and evolution.
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Genetic algorithm expresses the possible solutions to problems as the data
structure of defined pattern, and then creates better solutions by changing them
gradually. In other words, it expresses possible solutions to problems as chromo-
somes and then changes them gradually to create better solutions. Each possible
solution is deemed to be the organism or individual, and their collection is called
’population’.

One individual is composed of one or various chromosomes and the opera-
tors that change the chromosomes are called genetic operators. Basic operator
includes the selection which selects the individual subject to the crossover, the
crossover which replaces the genes between two chromosomes to generate new in-
dividual, and mutation which changes specific area of gene based on probability.

3 Worm Virus Detection Technique

There are very wide ranging types or worm viruses and their pattern of operation
is very far ranging. Detection plan should be established on the basis of their
operating patterns to detect various worm viruses. The character of scanning
process which is among the method of worm viruses’ operation is used in this
paper to detect the worm virus. The process of looking for the next target is
required because worm viruses can spread themselves. This process creates the
IP address on a random basis to search for the IP address to be attacked next
time.

At this time, the connection to IP address which is not actually used can be
attempted because the IP address is created randomly. Moreover, a lot of IP
addresses are searched within a short time for the fast dissemination speed of
worm virus. Using this character, worm virus can be detected on the basis of
the number of IP address that the host is communicating with within the unit
of time. At this time, though a method to install the agent system in all hosts
can be considered, I propose the method that installs the agent system at the
location where all traffics of network pass in order to analyze all traffics. Agent
system collects and analyzes the packet and compares the source IP address
and destination IP address to investigate the number of the communicating IP
address for each managing IP address.

In this paper, the packing monitoring is performed for three items as shown
in Fig. 2 to ensure the maximum detection with the minimum analysis. First,
analyze the address resolution protocol (ARP)[3] packet and investigate the
case where the host tries to approach other host. Here, it is not the number
of ARP-requesting packet but the source address and destination address of
ARP-requesting packet that should be investigated. This host can judge that
the scanning is being performed inside the network if same source address re-
quests MAC value for countless destination addresses. Specifically, if the own IP
address is the virus that fixes the a.b.c and creates d randomly to search for the
following destination address in the event that the own IP address is a.b.c.d, this
method assures an easy detection. This is an improved ARP detection method,
and it was considered that the ARP requesting pack is not to be transmitted if
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MAC address is already possessed. It is the method that is used to investigate
the number of host that is in process of linking in case of the network with same
source address and destination address. In this method, only the source of IP
address and the address of destination are compared and other fields are not to
be investigated in order to improve the detection function at the maximum. This
final method is used in scanning through the external network, and includes both
methods in the above, and considered that most of worm viruses take advantage
of similar weakness. Considering a vast majority of worm viruses tend to attack
the known port of Window Operating System such as 80, 135, 445 port, I used
the method that analyzes only the packet for specific port among the collected
packets. Compare the source and destination IP address and record the num-
ber of the connecting host for the IP address subject to the management if the
packet is collected, the port is investigated and included in the port subject to
the investigation.

1. packet       New Captured Packet

2. if (packet = ARP )

3.   then Database .arp _mark [packet .source _ip ][packet .target _ip] = checked

4. else if (packet = IP)

5.   then if (packet .source ip        Managed IP List and packet .target _ip       Managed IP List )

6.     then Database .ip[packet .source _ip ][packet .target _ip] = checked

7.   if (packet = TCP ) or (packet = UDP )

8.     then if (packet .target _port = WeakPort List )

9.        then if (packet . target _ip         Database .port [packet .source _ip] List )

10.          add packet .target _ip in Database .port [packet .source _ip] List

Fig. 2. Algorithm of Worm Virus Detection (Packet Monitoring)

After it collect information through packet monitoring as Fig. 2, it set up
critical value numer about ARP, IP and a connection host of port and compare
with collection data about each IP address in a managed object IP address list
as Fig. 3. Perceive to a host infected with a Worm virus than the value which
set up if large.

4 Learning Technique That Applies the Genetic
Algorithm (GA)

The detection of worm virus relies on the APP, IP, number of the connection
host of port, and critical value. If the critical value of those numbers are too low,
false positive occurs which mixes up even the normal connection with the worm,
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Fig. 3. Algorithm of Worm Virus Detection (Counting Connections)

whereas false negative occurs which fails to detect the worm if the critical value
is too high. GA is used to determine the optimal value of those critical values.
In the proposed system, GA learns the input value of fuzzy controller. Learning
data is required for the learning. The learning data is composed by the pair of
[the number of connection host of ARP/IP/Port] [Whether there is any worm
virus infection] The learning program learns the fuzzy value by using learning
data shown in Table 1. In order to learn the fuzzy input value, the fuzzy section
should be converted to a genetic type than can be used by GA as Fig. 4.
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Table 1. Structure of Learning Data

IP Count Infection or Not ARP Count Infection or Not Port Count Infection or Not
84 True 12 False 37 False
12 False 77 True 61 True
1 False 50 True 48 False
8 False 23 False 72 True
.. .. .. .. .. ..

Fig. 4. Diagram Showing the Structure of Fuzzy System That Uses GA

The proposed system had the fuzzy section in the form of trapezoid, and used
each point as the genetic value. Each section in Fig. 5 can be expressed by the
following equation.

Fig. 5. Section of Genetic Type

Section 1: (0, 0) (0, 1) (B1, 1) (B2, 2)

Section 2: (B1, 0) (B2, 1) (B3, 1) (B4, 0)

Section 3: (B3, 0) (B4, 1) (B5, 1) (B6, 0)

Fig. 6. Indication of Genetic Type of Trapezoid Section

The section is divided into 9 sections all told, and a total of 16 points from
B1 to B16 are created which define the section in this case. Therefore, the gene
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RULE 0: IF IP_Count is B1 THEN Low;

RULE 1: IF IP_Count is B2 THEN Low;

RULE 2: IF IP_Count is B3 THEN Low;

RULE 3: IF IP_Count is B4 THEN Slightly_High;

RULE 4: IF IP_Count is B5 THEN Slightly_High;

RULE 5: IF IP_Count is B6 THEN High;

RULE 6: IF IP_Count is B7 THEN High;

RULE 7: IF IP_Count is B8 THEN Very_High;

RULE 8: IF IP_Count is B9 THEN Very_High;

Fig. 7. Proposed Fuzzy Rule

If the result from the input learning data is False :

  - If the result value of fuzzy controller is Low, the fitness is +5 scores.

  - If the result value of fuzzy controller is Slightly_High, the fitness is +2 scores.

  - If the result value of fuzzy controller is High, the fitness is +1 score.

  - If the result value of fuzzy controller is Very_High, the fitness is 0 score.

 If the result from the input learning data is True :

  - If the result value of fuzzy controller is Low, the fitness is 0 score.

  - If the result value of fuzzy controller is Slightly_High, the fitness is +1 score.

  - If the result value of fuzzy controller is High, the fitness is +3 score.

  - If the result value of fuzzy controller is Very_High, the fitness is +5 scores.

Fig. 8. Fitness evaluation of Fuzzy input

can be defined in the form of [B1 B2 B3 ... B15 B16]. In creating the initial
individual, 16 integers are created randomly, and then they become the genetic
types if they are arranged in ascending order. Rule is not separately learned
but fixed because the input variable is only one. The proposed fuzzy rule is like
this;

The result value is divided into 4 values which indicate the possibility of worm
infection: Low, Slightly High, High, Very High. As for the learning, the fitness is
determined depending on the result obtained by fuzzy controller after the genetic
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type is converted to input value, and crossover for the superior individual is
performed. The fitness of fuzzy input value is evaluated by the following method.

The evaluation algorithm of GA derives the fitness in the wake of the learning
of all learning data. If the fitness is obtained, the crossover of superior individual
is performed. The individual is based on the RouletteWheel which has the possi-
bility of selection proportional to the fitness, and the selection value is defined as
4. The crossover method is 2 point crossover, and the mutation rate was defined
to be 0.15

If the aforesaid fitness method was applied, definitive evaluation (if false, low,
or if true, very high) would be made to get the top score in case that GA is
sure that the input value is certainly the worm virus. If GA is unsure, it will
make ambiguous evaluation (slightly High) to avoid the cut in scores as much
as possible. As a result, Slightly High will be learned at the boundary line where
the infection of worm virus is determined, and if that value is exceeded, High or
Very High will be determined as to the fuzzy section.

5 Conclusion

This paper made it possible to detect fast detection of worm virus by using the
function that detects the host infected with worm virus. In addition, this paper
proposed the method that enables the optimized system itself to determine the
worm virus status by using the fuzzy value for critical value, instead of the
absolute value that users enter, and learning through genetic algorithm.

This researcher tries to experiment to find how much efficiency the system
that learns the critical value on its own through the precise simulation on the
network identical to real situation, which applies this system, can achieve in
the future, compared to the existing structure which requires users to input.
Moreover, it seems that it will identify and complement the problem arising
from the simulation, and through that process, more improved system may be
developed.
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Abstract. This paper presents a clustering approach that integrates
multi-objective optimization, weighted k-means and validity analysis in
an iterative process to automatically estimate the number of clusters, and
then partition the whole given data to produce the most natural cluster-
ing. The proposed approach has been tested on real-life dataset; results
of both weighted and unweighed k-means are reported to demonstrate
applicability and effectiveness of the proposed approach.

1 Introduction

Clustering is unsupervised classification; the number of classes is not given a pri-
ori. K-means [1] is a well known clustering technique. A recent study related to
k-means involves feature weighting for mixed type data. For instance, Desarbo
et al [2] proposed the first method for variable weighting for k-means in the
SYNCLUS algorithm. Modha and Spangler [3] developed a method for variable
weighting in k-means. Another study [4] presents W-k-means, which can auto-
matically weight variables based on their importance in clustering. Friedman and
Meulman [5] published a method to cluster objects on subsets of attributes; in-
stead of assigning a weight to each variable for the entire dataset, they compute
a weight for each variable in each cluster.

Realizing the importance of simultaneously considering multiple criteria in
clustering, we started a challenging project MOKGA (Multi-Objective K-Means
Genetic Algorithm), which integrates multi-objective optimization, k-means and
validity analysis. The target is to derive alternative solutions with identified char-
acteristics, rather than forcing the clustering towards a single solution. Another
advantage of this approach is automatically deciding on possible number of clus-
ters by validating the alternative solutions to favor a particular solution. The
two objectives utilized in the previous approach are minimizing the number of
clusters and minimizing the total within cluster variation. The developed initial
approach has been reported successful in clustering datasets from different do-
mains [6,7]. However, we identified three main weaknesses of the initial approach,
which are actually directions to enrich it into the more sophisticated approach
described in this paper: it skips some main objectives; it does not scale well
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for large datasets; and it does not utilize external validity indexes in analyzing
alternative clustering.

We realized that each alternative solution reported by our previous approach
does not necessarily reflect the most natural clustering because it only empha-
sizes within cluster homogeneity and neglects separateness between clusters. Fur-
ther, the first approach does not scale well for large datasets because it considers
the whole dataset for encoding the chromosomes. To overcome these weaknesses,
we developed alternative solutions, including a divide and conquer based ap-
proach [8], and the approach presented in this paper, which integrates weighted
k-means to enrich the process. This approach solves the scalability problem by
breaking the whole clustering process into two stages. It depends on sampling
techniques in the first stage to estimate the most appropriate number of clus-
ters; and then the whole dataset is clustered in the second stage. To sum up,
the first stage utilizes sampling techniques and involves an iterative process that
integrates weighted k-means with a multi-objective genetic algorithm. Each it-
eration runs for a particular number of clusters k (from prespecified range) to
estimate corresponding alternative clustering; and validity analysis is then ap-
plied to select the most natural single clustering for the considered value of k.
To speedup the process, an iteration starts with the result produced by the pre-
decessor iteration, if any. This leads to additional computational advantage by
efficiently using the pre-computed results. The outcome from this first stage is
the most natural single clustering for each value of k in the prespecified range.
In the second stage, validity analysis is applied on these alternative clustering
results to estimate the most natural number of clusters, which is then used to
cluster the whole data. These are actually the main contributions of the work
described in this paper. At the end, some key features of this approach may be
enumerated as follows: using weighted k-means integrated with k-means clus-
tering for suggesting several partitions with varying feature weights; improves
external cluster validity indexes by exploiting the multi-objective results to find
the reference partition to use against the clusters; using multi-objective genetic
algorithm in clustering of mixed-type data sets; at the end of each generation,
we used k-means to achieve quick convergence, and the features are weighted
after that; individuals obtained at the last generation are analyzed to end up
with the pairwise correlation analysis of the weights among features in order to
determine the kind of relationship that exists between them.

The rest of the paper is organized as follows. Section 2 introduces the proposed
approach. Section 3 reports test results of both weighted and unweighed k-means
on real-life dataset from UCI Machine Learning Repository. Section 4 is summary
and conclusions.

2 The Proposed Clustering Method

In this section, we describe the proposed approach which integrates multi-
objective optimization, weighted k-means and validity analysis to produce op-
timal clustering. We try to estimate the most natural clustering by employing
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sampling techniques and two objectives, namely maximizing inter-cluster simi-
larity and minimizing intra-cluster similarity. This iteratively reports the most
natural clustering alternatives for all numbers of clusters in prespecified range.
We start with the range [2, 10], as most datasets reported optimal number of
clusters in this range. However, because some datasets may have optimal num-
ber of clusters larger than 10, we adapted into the process a step that enlarges
the checked range such that, as long as the process selects the optimal number
of clusters to be the upper bound of the checked range, the range size is en-
larged by 5 and the the iterative process is resumed to consider the new possible
candidates. At the end of each iteration, cluster validity analysis is applied to
favor the optimal clustering within each reported alternative set. After the op-
timal clustering is obtained for each tested number of clusters, validity analysis
is utilized once again to report the most appropriate number of clusters for the
tested dataset. Finally, the actual clustering is performed on the whole dataset
based on the estimated number of clusters parameter.

For cluster validation, we use the Clest algorithm adapted to multi-objective
optimization [9]; it uses a re-sampling technique. The original dataset is split
into two non-overlapping subsets, which are clustered as classifier and test. The
classifier is checked with the rest of the data not used in the classification, and the
similarity between the classification and the test subset is measured. The same
is done for uniform data, which may be obtained in two ways: either random
feature values are selected, or the shape may be preserved by using principle
component values to compile the uniformly distributed instances. Finally, we
measure the similarity between two partitions, say P1 and P2, using [10]:
F&M(P1, P2) = C11√

m1m2
, where C11 is the number of pairs of data points that

are in the same cluster in P1 and P2; m1 and m2 are the number of pairs co-
occurring in the same cluster within P1 and P2, respectively.

A reference data set is generate and partitioned. The aim of the clustering
is to get the predictor as the true labeled a priori known class label. These are
obtained by using the mean values of the static estimator of the samples, based
on the assumption that there is small statistical bias and clustering results are
validated with the reference data.

The proposed process for iterative multi-objective weighted k-means with va-
lidity analysis is depicted in Algorithm 1.

Algorithm 1. Iterative Multi-Objective Weighted K-Means with Cluster Validity
Input: kmin and kmax: number of clusters parameter range; D: original dataset; trial
number of samples; subtrial number of splits over samples.
Output: number of cluster values that have difference dk greater than dmin and pk

less than pmax.

for kmin = 1 to kmax {
for l = 1 to trial {

scores[k][l] = 0.00
for m = 0 to subtrial randomscores[k][l][m] = 0.00 } }

for kmin = 1 to kmax {
for l = 1 to trial {

(D
′
, D

′′
) = Split(D)
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Pop
′
k,l,0 = Cluster(D

′
)

BestIndividual
′
k,l,0 = FindClosest(Pop

′
k,l,0)

Individualk,l,0 = Classify(Pop
′
k,l,0, D

′
)

Pop
′′
k,l,0 = Cluster(D

′′
)

BestIndividual
′′
k,l,0 = FindClosest(Pop

′′
k,l,0)

scores[k][l] = Compare(Individualk,l,0, BestIndividual
′′
k,l,0)

Sl = SampleData(D)
for m = 1 to subtrial {

(D
′
, D

′′
) = Split(Sl)

Pop
′
k,l,m = Cluster(D

′
)

BestIndividual
′
k,l,m = FindClosest(Pop

′
k,l,m)

Individualk,l,m = Classify(Pop
′
k,l,m, D

′
) } }

Pop
′′
k,l,m = Cluster(D

′′
)

BestIndividual
′′
k,l,m = FindClosest(Pop

′′
k,l,m)

randomscores[k][l][m] = Compare(Individualk,l,m, BestIndividual
′′
k,l,m) } }

if (l == 0) AvgScore[k][l] = median(scores[k][l][0])
else AvgScore[k][l] = median(randomscores[k][l][1..m])

K = {kmin ≤ k ≤ kmax : pk ≤ pmax, dk ≥ dmin}

endAlgorithm

Algorithm 1 finds the largest significant difference. For every k, dk denotes the
difference between scores[k][l][0] and avgscore (the average of AvgScore[k][l], l >
0). For every value of dk, the significance of the difference should be greater
than the threshold value dmin; and pmax is the percentage of the number of
cases where AvgScore[k][l] > scores[k][l][0]. If K is null, then k̂ = 1; otherwise
k̂ = arg max dk. Finally, the main functions/terms used in Algorithm 1 are
described next. SampleData(D) : Data sampling under the assumption that
there is uniformity in the distribution. (D

′
, D

′′
) = Split(Sl): Splitting the data

into two non-overlapping sets. BestIndividual
′

k,l,0 = FindClosest(Pop
′

k,l,0):
The partition is obtained based on the closeness to all the other derived solutions;
all results use clustering objectives according to non-dominated solutions.

Definition 1 (Best Individual). Given a reference dataset D
′
, the partitions

after executing Cluster(D
′
, k) are represented by Pop

′

k,l,0. BestIndividual
′

k,l,0 is
the individual chosen from the most agreed upon pairwise partitioning among all
solutions, such that ∀j, j = 1..popsize, Pop

′

k,l,0[j] ∈ Pop
′

k,l,0 and
Average(F&M(BestIndividual

′

k,l,0) ≤ Average(F&M(Pop
′

k,l,0[j], Pop
′

k,l,0[m])

Individualk,l,0 = Classify(Pop
′

k,l,0, D
′
): This is done based on the comparison

of two partitioning. Here, we utilize F&M external validity index to compare
the two partitions. Multivariate Gaussian conditional density is used for the
maximum likelihood discriminant rule, DLDA (Diagonal Linear Discriminant
Analysis), as in the original Clest algorithm. C(x) = arg min

1≤j≤k

∑

d=1..D

xd−μjd

σj

Sub-goals can be defined as fitness functions; and instead of scalarizing them
to find the goal as the overall fitness function with the user defined weight values,
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we expect the system to find the set of best solutions, i.e., the pareto-optimal
front. By using the specified formulas, in each generation, each chromosome in
the population is evaluated and assigned a value for each fitness function.

Concerning the objectives, we used the the following inter-cluster separability
formulas for the separateness, where C and D denote clusters.

Average Linkage: d(C, D) = 1
|C|.|D|

∑

(x∈C, y∈D)
d(x, y); note that the cardi-

nalities of C and D may be omitted to reduce the scaling factor.

Complete Linkage: d(C, D) = max
(x∈C, y∈D)

d(x, y)

Centroid Linkage: d(C, D) =d(vC , vD), where vC and vD are the centroids
of the two clusters.

Average to Centroid: d(C, D) = 1
|C|+|D| (

∑

x∈C

d(x, vD) +
∑

y∈D

d(y, vC))

For homogeneity, we used the intra-cluster distance formula, namely

Total Within Cluster Variation: TWCV =
N∑

n=1

D∑

d=1
X2

nd−
K∑

k=1

1
Zk

D∑

d=1
SF 2

kd,

where X1, X2,.. ,XN are N objects, Xnd denotes feature d of pattern Xn (n= 1
to N); SF kd is the sum of the dth features of all the patterns in cluster k(Gk);
Zk denotes the number of patterns in cluster k(Gk). Actually, SF kd is computed
as: SF kd =

∑
−→xn∈Gk

Xnd , (d = 1, 2, ...D).
We modified the two objectives into minimization; the separateness value is

multiplied by -1 for the minimization. After that, both objectives are normalized
by dividing their values by the corresponding maximum values.

Initially, the current generation is set to zero. Each individual in the popu-
lation is represented by a chromosome of length n, where n is the number of
instances in the sample dataset. Every gene is represented by an allele, where
allele i is the cluster number of instance i in the dataset. Every chromosome
in the population suggests a partition. If the chromosome represents k clusters,
then each gene an (n=1 to N) takes a value from the interval [1, k]. The pro-
gram starts by initializing the population. Then for the next generation, parent
chromosomes are selected by using pareto domination tournament. The recom-
bination operation occurs between parent individuals (crossover and mutation).
This is followed by one time k-means iteration to reorganize the assigned clus-
ter numbers for quick convergence. Features are re-weighted according to their
contribution to the clustering.

The selection using pareto domination tournament step picks two candidate
items from (population size- tdom) to participate in the pareto domination tour-
nament against the tdom individuals for their survival in the population. In the
selection part, tdom individuals are randomly picked from the population. With
two randomly selected chromosome candidates from (population size- tdom) in-
dividuals, each candidate is compared against each individual in the comparison
set, tdom. If a candidate is dominated by the comparison set, then it is deleted
from the population permanently; otherwise, it resides in the population.
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After running some initial tests using alternative cross-over operators from
the literature, it was realized that one-point cross-over satisfies the target and
has lower cost. So, it is applied on randomly chosen two chromosomes. It is
carried out on the population with probability pc. After the crossover, muta-
tion is applied on the current population to guarantee convergence. After every
generation, a data point is assigned to the closest cluster with respect to the
inter-intra cluster distance average value. The process terminates when either
when the difference between two generation satisfies a predefined threshold, or
after running up to the maximum number of generations.

As feature weighting is concerned, we refer to the work described in [4]. As-
sume data X = X1, X2, .., XN is composed of N objects with m features, i.e.,
Xi = xi1, xi2, .., xim. The objective function is to minimize:

P(U,Z, W) =
k∑

l=1

N∑

i=1

m∑

j=1

uilw
β
j d(xij , zlj) (1)

subject to
k∑

l=1
uil = 1, 1 ≤ i ≤ N

uil ∈ {0, 1} 1 ≤ i ≤ N, 1 ≤ l ≤ k
k∑

l=1
wj = 1, 1 ≤ j ≤ m

Here, U is an N × k indicator function, where N is the number of objects and
k is the number of clusters; Z = Z1, Z2, ..Zk is the partition of k clusters, and
function d(xij , zlj) is the distance between the jth attribute of object i and
partition zlj ; W is 1×m row vector representing the weight per attribute of the
partition. Weight values are computed by using Lagrange multiplier:

ŵ =
1

h∑

t=1

[
Dj

Dt

] 1
β−1

(2)

where Dj is the total distance d(xij , zlj) with hard membership value for at-
tribute j, and Dt is the total distance value [4]; ŵ = 0 if Dj = 0. Since we have
two objectives in the iterative process, we use two different weight values, one
per objective, by employing the same formula for homogeneity and separateness.
We take the average of the two weights as the final weight for each attribute.

3 Experiments and Results

The tests have been conducted using Wine from UCI Machine Learning Repos-
itory. Wine from an Italian region are classified into 3 classes; 13 constituents
are detected inside as continuous features, 178 examples and 3 classes (59, 71,
and 48). The tests were run on PC with Intel 4, 2GHz CPU, 512MB RAM, run-
ning Windows XP. The proposed algorithm was implemented with GAlib (C++
Library with GA Components (2.4.6) [11], and NSGA-II source code (Compiled
with g++). Necessary parts were (re)implemented for the multi-objective case,
and NSGA-II ranking mechanism was incorporated after it was transformed into
C++. The cluster validity section was done using Matlab 7.0.
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Fig. 1. Convergence of Intra-cluster and Inter-Cluster Distance for β ∈ {−2, 0, 2}

We run our implementation 20 times for each data set with the following
parameters, which have been selected by running some initial experiments; in
each initial experiment all the parameters were fixed except the one for which the
appropriate value is to be estimated. population size=100; tdom for the selection
is 10; tournament size is approximately no of items

5 , (20% of the entire data set);
p(crossover) for the selection is 0.9; and p(mutation)= 0.05.

For the cluster validity part of the iterative process, the number of cluster
parameter is estimated for the described objectives within the given range. For
the estimation, we used re-sampling techniques with the external cluster validity
index, F&M. We tested four cases: (1) TWCV and Centroid; (2) TWCV and
Complete; (3) TWCV and Average; (4) TWCV and Average To Centroid. Also,
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Table 1. External Index Values w.r.t. Real Partition

Proposed Method Best Values forFinal Population
β Rand Mirkin F&M Jacc Rand Mirkin F&M Jacc

(1)
-2 0.71 0.29 0.57 0.401 0.73 0.267 0.614 0.440
0 0.72 0.28 0.58 0.406 0.73 0.272 0.625 0.448
2 0.84 0.16 0.77 0.619 0.93 0.0745 0.888 0.801

(2)
-2 0.71 0.29 0.57 0.39 0.74 0.259 0.655 0.471
0 0.71 0.29 0.58 0.403 0.73 0.273 0.660 0.471
2 0.81 0.19 0.73 0.570 0.9 0.09 0.850 0.740

(3)
-2 0.71 0.29 0.57 0.401 0.74 0.263 0.620 0.438
0 0.72 0.28 0.59 0.417 0.73 0.266 0.618 0.44
2 0.89 0.11 0.84 0.723 0.94 0.059 0.911 0.837

(4)
-2 0.72 0.28 0.58 0.412 0.74 0.258 0.625 0.444
0 0.72 0.28 0.59 0.414 0.73 0.271 0.612 0.433
2 0.92 0.08 0.88 0.784 0.94 0.0594 0.911 0.837

we used three different values for coefficient β, namely −2, 0 and 2. At the end,
for the final cluster validity analysis, we used Clest based algorithm. We did the
sampling 10 times by using .75 of the original data set and split each sample
into two different parts.

In order to show the convergence of the proposed algorithm while clustering
the tested dataset, the two objectives, inter-cluster distance and intra-cluster
distance, are displayed in Figure 1 as objective 1 and objective 2 versus the
number of iterations. Here, the number of iterations is small because of using
the k-means operator.

At the end of the clustering process, we accept every clustering solution and
try to find the most similar to the rest. In other words, the most agreed upon
solution is proposed as the natural clustering solution. For this purpose, we
utilize F&M validity index, which considers only the co-occurring partitions in a
cluster. Here, it would also be possible to show the best clustering solution among
the population by using the reference partition, which holds predefined true
class labels of the dataset. Both solutions are presented for different scenarios to
demonstrate the effectiveness of the proposed multi-objective genetic algorithm
based approach.

We used four external cluster validity indexes: Rand, Mirkin, F&M and Jac-
card to check the similarity between the partition we found and the partition
with the real class labels. Rand index takes into account the number of pairs
that exist in different and same clusters; it is scaled to the number of object pairs
in the dataset. Jaccard coefficient is the ratio of the number of objects in the
same cluster for both partitions to the possible number of object pairs except
object pairs in different clusters for both partitions. Mirkin index considers only
object pairs in different clusters for both partitions and finds the dissimilarity.
So, Mirkin’s formula is based on the disagreement (dissimilarity) of partitions,
while the other three indexes measure the agreement (similarity). These mea-
surements vary based on whether pairs of objects are in the same cluster or not.
By considering these four indexes, the results reported in Tables 1 reflect the
validity analysis for Wine.

As a result, effectiveness of weighted k-means clustering has been reported.
According to the obtained index values, Wine clustering performance increase
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by fixing the weight at 2. Weighting helps in finding the most and the least
effective features in clustering, so features that are more noisy will be less con-
tributive than others. We tried different β values and validate the results us-
ing external validity indexes. The data set used in this study has continuous
numeric features, and several experiments are performed with unweighted clus-
tering methods. Here, we took the approach of analyzing different values for
weighted (-2,0,2) and unweighted coefficients. By using weighting, the features
are fuzzified from another perspective.

4 Summary and Conclusions

Multi-objective optimization is more suitable to handle real life problems be-
cause most problems intuitively involve more than one objective. We identified
clustering as a multi-objective problem and developed a multi-objective based
clustering approach, which automates the process of finding the number of clus-
ters as part of the overall clustering process to minimize user input and to pro-
duce more natural clustering. The developed approach produces the clustering in
two stages by using sampling and multi-objective genetic algorithm with three
objectives integrated with weighted and un-weighted k-means. The first stage
iteratively benefits for the next iteration from every good result produced in a
previous iteration. This considerably decreased the run-time of the algorithm.
We tested different alternatives for computing some of the objectives. We real-
ized that integrating k-means in the process highly improved the performance
of the developed approach. We validated the results using external validity in-
dexes, which validate the results independent of any particular parameters like
size and shape. The reported results for the tested dataset are encouraging; they
demonstrate the applicability and effectiveness of the proposed approach.
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Abstract. In practice, numerous applications exist where the data are
imbalanced. It supposes a damage in the performance of the classifier.
In this paper, an appropriate metric for imbalanced data is applied as a
filtering technique in the context of Nearest Neighbor rule, to improve the
classification accuracy in RBF and MLP neural networks. We diminish
atypical or noisy patterns of the majority-class keeping all samples of the
minority-class. Several experiments with these preprocessing techniques
are performed in the context of RBF and MLP neural networks.

1 Introduction

An imbalanced training sample (TS), can be defined as a sample in which the
number of patterns of a (minority) class is much smaller than those in the other
classes. This scenario strongly affects many types of classifiers, in particular, the
artificial neural networks trained with procedures of iterative adjustment [7].
Following a common practice [10], we consider a simplified version with only
two classes (majority-class and minority-class). Several proposals reduce the in-
fluence of class imbalance in training. In general, three categories [4] can be iden-
tified: over-sampling replicates examples in the minority-class, under-sampling
eliminates examples from the majority-class and biasing the discrimination pro-
cess to compensate the class imbalance.

A very established strategy to reduce the majority-class and compensate the
imbalance has been exhaustively studied in the Nearest Neighbor (NN) rule [3].
The process removes redundant, atypical, and noisy patterns producing less con-
fusing in the TS and improving the NN classification accuracy. These techniques
do not produce a considerable reduction of the majority-class size and in general,
do not solve the imbalanced distribution between classes. In this sense, a further
preprocessing of the TS addressed to remove redundant patterns has been pro-
posed [2], conducting to a significant reduction of the majority-class size. In the
context of NN classifiers, these majority-class reduction techniques have led to
better classifier performances than the plain use over all classes.

A number of papers have studied the imbalance problem in neural network
frameworks. Three main general approaches have been proposed. One of them
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is aimed to reduce the imbalance effects [11]. So, a first method multiplies the
number of samples of the minority class, while a second one makes a two-step
dynamic training of the neural networks considering first samples of the minority
class and then, gradually adds samples of the majority class. A second approach
focuses in adapting the backpropagation algorithm for imbalance situations [1],
speeding up the convergence of the learning process for two-class problems. Fi-
nally, a third approach is directed to find appropriate parameters of the neural
network models to improve their performance [5,7].

This work analyzes the behavior of two neural network models at classifying
imbalance problems: Radial Basis Function (RBF) and Multilayer Perceptron
(MLP). Through a resampling strategy, we remove examples of the majority-
class from the overlap region, producing a local balance of the two classes. For
this, the only requirement is that all samples of the minority class must be
kept in the TS. As downsizing of the majority class can throw away significant
information, an editing scheme is applied. Note that a global balance in the class
sizes is not achieved.

The rest of the paper is organized as follow. In Sect. 2, the main characteris-
tics of RBF and MLP neural networks are briefly described. The methodology
of resampling used in the TS is presented in Sect. 3. Section 4 discusses the clas-
sification performance with a synthetic data set in different situations. as well
as when applied to real databases. Finally, the main conclusions and possible
future research are outlined in Sect. 5.

2 RBF and MLP Neural Networks

In the last years, the MLP (Backpropagation) has become popular in many tasks
of machine learning, pattern recognition and data mining. In particular, it has
been applied in image interpretation of remote sensing, whereas RBF neuronal
networks have been used widely in applications with function approximation, in-
terpolation with noise and tasks of classification. However, the knowledge about
these models seems insufficient, what is translated into poor capacity of gener-
alization in different applications.

By the simplicity of their architecture and training method, RBF networks
are an attractive alternative respect to MLP. At the moment, RBF and MLP
are two models of neural networks with great popularity in pattern recognition
tasks. They are a clear example of feedforward neural networks with nonlinear
layers. These techniques can be used as universal approximation [9], and are
trained in a similar way with descendent gradient method [6]. In this kind of
problems there always exists a RBF capable to make equal the MLP accuracy
or viceversa. However, both networks have important differences [8].

1. The RBF has a single hidden layer, and the MLP can have one or more.
2. Generally, in the MLP all hidden and output nodes have the same neural

model. On the other hand, in the RBF the hidden and output nodes have
different neural models.
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3. The parameters of the activation function for each hidden node in RBF
are calculated with the Euclidean distance between the input vector and the
prototype vector. Moreover, the parameters of the activation function of each
hidden unit in a MLP is calculated from the sum of the product between the
input vector and the synaptic weights of each unit.

4. The MLP generates a global approximation for the nonlinear association of
input-output. Furthermore, the RBF networks generate a local approxima-
tion for the nonlinear association of input-output.

3 Methodology

The aim is increasing the classification accuracy of RBF and MLP neural net-
works in class imbalance problems, by improving the quality of the TS. The MLP
neural network here used is a simplified version of the one proposed in [12], with a
hidden layer and three hidden neurons. In our experiments, the learning rate and
momentum are set to 0.9 and 0.7, respectively. The shutdown criterion settled
down with an error smaller than 0.01 or maximum of 5000 training epochs. The
RBF neural network was trained with the Backpropagation algorithm [13], four
hidden neurons, and a learning rate equal to 0.9. The shutdown criterion settled
down with an error smaller than 0.01 or maximum of 5000 training iterations.

For internally biasing the balance between classes in the overlap region, we
have used the weighted distance used in [3] in resampling tasks. This weighted
distance is defined as

dw(y, x0) = (ni/n)1/mdE(y, x0) (1)

where dE(.) is the Euclidean metric between the new sample to classify y, x0 is
a sample of the TS that belongs to the class i, ni is the number of patterns of
the class i, n is the total number of patterns in the TS, and m represents the
dimensionality of the feature space.

In the preprocessing of the TS, we have utilized an editing technique based
upon distances. These methods are an easy and simple strategy to eliminate noisy
or atypical patterns from the TS. In this work, the classical Wilson’s proposal
(WE) is utilized for this purpose, finding the k nearest neighbors (with k = 3)
of each instance from the TS. Three practical scenarios are proposed in the use
of WE: editing with Euclidean distance in both classes, editing of the majority-
class with Euclidean distance, and editing of the majority-class with the weighted
distance shown above (Eq. 1).

With respect to the performance of the classifier, the average geometric mean
is here used as the evaluation criterion. This measure is more appropriate in
environments with imbalanced class distributions. The geometric mean is defined
as follows:

g =
√

a+ · a− (2)

where (a+) is the accuracy on the minority-class and (a−) denotes the accuracy
on the majority-class. This measure tries to maximize the accuracy on each of



Improving the Classification Accuracy of RBF and MLP Neural Networks 467

the two classes while keeping these accuracies balanced. For instance, higher
(a+) with lower (a−) results in a poor value of g.

4 Experiments and Discussion

To evaluate the effect of class overlapping on neural network classifiers with
imbalanced classes, we have generated six synthetic databases with different
levels of overlapping. Each domain is described by two classes with two dimension
and uniform distributions: A0 = 0% (that is, non-overlapped), A20 = 20%,
A40 = 40%, A60 = 60%, A80 = 80%, and A100 = 100%(that is, absolutely
overlapped). Each artificial database consists of 500 patterns for training and
500 patterns for test (400 patterns for the majority-class and 100 patterns for
the minority-class. The nature of the data is illustrated in Fig. 1.

Fig. 1. Several degrees of imbalance: 40% and 100%

Furthermore, we also include three real databases (see Table 1) from the UCI
Machine Learning Database Repository (http://www.ics.uci.edu/~mlearn).
All data sets were transformed into two-class problems to provide a compari-
son with other published results [3]. A five-fold cross-validation error estimate
method is employed in the classification tasks.

Table 1. A brief summary of the real databases

Data set Features Minority class Majority class
Glass 9 29 185
Phoneme 5 1586 3818
Vehicle 18 212 634

In Table 2 and Table 3, the results with RBF and MLP neural networks
are shown. Rows represent the results with the different preprocessing tech-
niques applied to the TS respect to the original set. Moreover, the accuracy of



468 R. Alejo et al.

neural networks using the average geometric mean are represented for WE on
the majority-class (Euclidean distance and weighted distance), and WE in both
classes. This strategy is applied three times until the number of atypical or noise
patterns is sufficiently small.

Table 2. RBF neural networks: average values of the geometric mean

A0 A20 A40 A60 A80 A100
Original TS 98.99 89.32 74.83 61.64 37.42 0
WE 1st application 98.99 90.61 78.47 61.42 35.60 0
(majority class) 2nd application 98.99 89.15 77.22 61.82 35.60 0

3 rd application 98.99 89.15 78.04 61.88 38.10 0
weighted WE 1st application 99.49 89.86 78.13 64.8 51.99 0
(majority class) 2nd application 100 89.62 77.81 72.57 57.97 30.78

3 rd application 100 89.62 79.42 72.74 54.89 32.11
WE(both class) 98.49 89.44 72.11 58.3 37.42 0

The application of WE in the majority-class (see Table 2) equalizes or out-
performs the classification accuracy for RBF classifier in all data sets. This im-
provement is remarkable in the case of A40, A60 and A80 databases for WE with
Euclidean distance, and for all data sets when WE with the weighted distance
is applied.

In general, the use of the weighted distance obtains better results than the
Euclidean distance with WE in the majority class for the RBF neural networks.
On the other hand, WE applied in both classes presents worse results, and in
some cases does not improve the accuracy of the original TS.

Table 3. MLP neural networks: average values of the geometric mean

A0 A20 A40 A60 A80 A100
Original TS 99.50 90.19 76.81 62.45 44.55 34.21
WE 1st application 99.50 90.61 76.81 62.45 0 0
(majority class) 2nd application 99.50 90.50 76.81 62.45 0 0

3rd application 99.50 90.50 76.81 62.45 59.03 9.91

weighted WE 1st application 100 87.98 79.61 64.23 60.77 0
(majority class) 2nd application 100 87.62 74.65 65.91 54.67 0

3rd application 100 87.62 76.68 70.25 55.10 0

WE(both class) 100 89.22 74.83 61.51 43.53 9.87

In the MLP neural network, we can observe that a data reduction in the
majority-class does not enhance the classification accuracy meaningfully for this
classifier (see Table 3). So, it is not clear the advantages of the weighted distance
in WE for MLP neural network as editing technique to clean the TS.
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In Table 4, a study of the classification accuracy for each individual class is
presented in A60 database. Whenever the accuracy of the minority-class (a+)
increases, the accuracy of the majority-class (a−) diminishes. The same charac-
teristics was found for NN rule in problems with imbalanced classes [4].

Table 4. Partial accuracy for the A60 database. (a−) the minority-class and (a+) the
majority-class.

RBF MLP
a− a+ a− a+

Original TS 100.0 38.00 100.0 39.00
WE 1st application 96.75 39.00 100.0 39.00
(majority class) 2nd application 98.00 39.00 100.0 39.00

3rd application 95.75 40.00 100.0 39.00
Weighted WE 1st application 87.50 48.00 93.75 44.00
(majority class) 2nd application 75.25 70.00 90.50 48.00

3rd application 73.50 72.00 69.50 71.00
WE(both class) 100.00 34.00 97.00 39.00

Table 5. Size in the original TS and applying editing techniques

A0 A20 A40 A60 A80 A100
Original TS 400 400 400 400 400 400
WE 400 381 372 353 351 336
(majority class)
Weighted WE 392 351 303 239 215 203
(majority class)
WE(both class) 400/94 385/82 379/53 369/41 364/21 355/5

When the weighted distance is used in WE, this reduction can be up to 50%
of the size of the majority-class (a−) (see Table 5). However, this does not mean
a balance in the size of both classes. For example, WE with weighted distance
in A100 database significantly reduces the size of the majority-class (a−), but it
does not reach a good balance in the size of both classes. Also, it is observed that
the WE applied to both classes drastically reduces the size of the minority-class
(a+) to 5 patterns in A100 database.

Table 6 shows the classification accuracy before and after WE is applied in real
data sets. In this case, we do not know the level of overlap between classes, and
there is not information of atypical or noisy patterns. In RBF neural networks,
the performance of the classifier improves when the majority-class of the TS is
edited. Furthermore, the weighted distance is better than the Euclidean distance
for the Vehicle and Phoneme data sets and worse for the Glass database.

In the case of MLP neural networks, one can see different behaviors and it
only improves the results for the Vehicle database. In this classifier, it is not
clear the benefits obtained when a WE in the majority-class is applied. The WE
in both classes (see Table 6) obtains worse results than the original TS, except
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Table 6. Average values of the geometric mean with real data sets

Glass Vehicle Phoneme
RBF MLP RBF MLP RBF MLP

Original TS 85.97 82.05 46.63 70.62 69.84 56.77
WE 1st application 87.26 78.38 60.77 71.56 69.80 44.43
(majority class) 2nd application 87.26 78.38 63.59 76.06 70.01 49.13

3rd application 87.26 78.38 64.81 76.06 70.01 50.57
Weighted WE 1st application 86.97 76.20 62.80 70.52 70.53 50.50
(majority class) 2nd application 86.97 76.20 66.63 68.63 70.26 50.44

3rd application 86.97 76.20 66.45 73.93 71.32 46.83
WE(both class) 81.52 86.43 39.86 67.23 67.89 47.80

with Glass database. It can be due to a smooth of the decision boundaries in
the editing process. So, other issues such as the data complexity or the nature
of the classifier must be analyzed in the editing process for imbalanced classes.

5 Conclusions

A preprocessing technique to filter the TS by removal of noise or atypical patters
is applied to clean the data, and enhance the classification accuracy in neural
networks. In the case of RBF neural networks, the application of editing tech-
niques with an adequate metric to imbalanced classes increases the classification
accuracy. Despite the successful results in RBF neural networks, a common prob-
lem to all these downsizing techniques is that they do not allow a control on the
number of patterns to be removed.

Nevertheless, this strategy to clean the decision boundaries has a worse be-
havior in the case of MLP neural networks. It can be due to a smoothing of
the decision boundaries in the editing process. A study of the data complexity
and the nature of the classifier is required to deepen the influence of the editing
process with imbalanced classes.
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Abstract. In this paper a method for learning and representing joint
probabilistic distributions, using binary trees, is shown. This method
could be used with the Bayesian Programming formalism, being a very
useful tool when working with real world data. It has the advantage
of learning unknown probabilistic distributions directly from raw data,
and to remain more balanced than other previous methods. Finally, an
application to learn a fuzzy control system, using this approach, will be
presented.

1 Introduction

When an agent develops any task in real world, it must understand the environ-
ment. In this way an agent must have a set of sensors of different types. One of
the most important problems on robotic agents is related to the transformation
of input information collected from sensors into a description of the world. This
problem is mainly associated to uncertainty and incompleteness of information.

Bayesian programming is a formalism where a probability distribution (called
description) is linked to a logical value. This formalism can deal with incom-
plete information transforming it into uncertainty. As can be seen in [1], [2], [3],
[4], Bayesian programming is also a useful tool for designing robotic systems.
However, it is not easy to specify a Bayesian program.

A common problem for this specification is how to learn and represent prob-
abilistic distributions. When we learn a distribution from experimental data,
we try to approximate it with a parametrical function. This method requires
the programmer to previously know the distribution form. Moreover, there are
probability distributions hard to approximate with any decomposition based on
parametrical functions.

In this paper, a method for representing and learning probabilistic distribu-
tions, in an efficient way, is presented. This method approximates large prob-
abilistic joint distributions, being very useful for the Bayesian Programming
formalism.

We will start at section 2 by introducing probabilistic learning. Next, some
existing techniques for explicit representation of probability distributions will be
seen. Our model is presented at section 3, including a small graphical example
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and an algorithm for constructing a tree, in order to learn unknown distributions.
Section 4 shows a real application using the approach presented here. Finally,
conclusions and future lines will be described.

2 Probabilistic Learning

A simple method for learning a probabilistic joint distribution is to build an
explicit representation for it. The simplest representation we could use is a
probabilistic table. A probabilistic table is an array of probabilistic values with
size equal to the variables product. A drawback of this representation is table
size because it grows exponentially with the number of variables. A review of
some important methods for learning probabilistic distributions can be found
in [5].

More specifically, [6] presents an efficient algorithm for representing proba-
bilistic distributions, using a Multi-resolution Binary Tree. From now on we will
call this algorithm MRBT. The key idea beside the MRBT is to store more in-
formation from the most probable space regions, and less information about the
less probable ones. A leaf in a MRBT represents both, the probability of a single
point and the probability of a region.

In order to use a MRBT, a method that generates space points relating to
its probability is needed. Thus, more points will be generated from high mass
probability regions. Also, a method to obtain the probability of a given point
(to be inserted to the MRBT) is needed. However, obtaining the probability of
a given point may be a difficult task in some problems.

In this paper we present an improvement of the basic MRBT algorithm. This
allows learning probabilistic distributions without the need for calculating the
probability of the point to be inserted.

3 Proposed Method

As commented above, the MRBT algorithm presented in [6] inserts pairs (x, P (X
= x)) into the tree. Then the leaf node, that contains the point x, is searched
using dichotomy. In this way the region represented by this node is divided
(dimension after dimension, each level of the tree) until the two points (the one
we are inserting, and the other already contained in the node) are splitted into
different nodes.

In our method we cannot insert points linked with their own probabilities (be-
cause we don’t know the probability of a point to be drawn). Instead we simply
insert points to the tree. Every time a point is inserted its relative frequency
is incremented. After enough points are inserted, the tree will contain reliable
statistical information.

To achieve a good resolution using this method is very difficult (except for
small problems). However, this is not a problem at all, since we only need to
have high resolution for high mass probability regions.
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The generated tree will contain in its leafs the region probability they repre-
sents (or the probability of a single point if the surrounding region has enough
mass probability) by inserting real data points.

When a new point is inserted into the tree, the region, that contains it, is
splitted into two smaller subregions. Next, the relative frequency of this region
is divided equally for both subregions. Finally, the relative frequency of the
subregion that contains the new point is increased in one unit.

Note that, contrary to the MRBT approach, the point information is never
stored into the tree. In fact, there is no advantage in doing so when we don’t
know the probability for a given point at insertion time. In our approach we
learn the probability of regions and points without comparing the point to be
inserted with the existing ones.

3.1 A Small Example

We will use a system composed by two discrete variables, A and B, with four pos-
sible states. The combination space for this variables is A⊗B = [{a1, a2, a3, a4}⊗
{b1, b2, b3, b4}]. For this example we will assume that the probability for a given
point {ai, bj} is bigger when i = j.

A set of points from A ⊗ B will be generated following the previous repre-
sentation (the one that we want to learn). Figure 1 shows the points generated
and the insertion order. It also represents the relative frequency for each region
(leaf node) and the mass probability for each region (gray level). Figure 2 shows
the tree generated by our approach, where each node is labelled with its weight.
Moreover, the region that represents each node is shown (in order to understand
the tree representation, since we don’t need to store these ranges in the nodes).

Fig. 1. Points generated. Gray level represents the probability of each region (white is
0). a) After 5 insertions, b) After 10 insertions.
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Fig. 2. a) Tree generated after one insertion. We see how starting from the root node,
that represents all the space, the point p1(a2, b2) is inserted. In this way two child
nodes are created from the root node, splitting the values of X in two halfs. As p1
is contained by the left child, both nodes, their parent and it, increment in a unit
their weight. b) Tree generated after two insertions. A second point has been inserted
p2(a1, b4). At this position two new subnodes has been added, splitting Y values. For
each subnode the half weight of its father has been assigned (0.5). Right subnode (an
all its ancestors) increases its weight a unit. In this way 1.5 is assigned to right subnode
weight, 2 for their parent and 2 for the root node. c) Tree generated after five insertions
following the same procedure.

3.2 Learning a Distribution

To insert a new point into the tree is the key of this learning process. It is an
incremental process where a distribution is better approximated when each new
point is inserted into the tree. This learning process is defined by the following
steps:
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1. Draw a point P from the distribution we want to learn.
2. Find the leaf node of the tree, N , that represents a region containing P .

Next, increase the weight of all nodes visited from the root in 1 (excluding
N).

3. Split the region into two sub-regions, dimension after dimension, if that is
possible (the region is not a single point)

4. If the region is divisible, the previous node becomes into two new child nodes,
each one with half a part of the N weight. Then increase the weight of the
child node that contains P in 1.

5. Increase the weight of N in 1.

This approach requires less space for representing a probability distribution
than a probability table. Moreover, it can be trained in real time by simply insert-
ing more points into the tree (learning more accurately unknown probabilistic
distributions).

It is important to highlight that this method has some advantages respect
to the MRBT algorithm. If two very nearly points are drawn from a low-mass
probability region, the tree generated with the MRBT approach will become
very unbalanced, since this two points require the tree to grow until a very deep
level. In our approach the tree will grow only one level deeper for the region
containing the drawn point. However, when trying to represent known probabil-
ity distributions, the MRBT method needs less points to learn small probability
regions than our approach. Anyway our method is still better balanced, and only
needs more training to learn correctly these small regions.

4 Case of Study

In this section an application example is presented. We assume that we have a
fuzzy logic system for the navigation of a robot. There are seven input variables
that represent the measures from seven sensors arranged at different angles. The
fuzzy logic system takes that seven input variables (S1, ..., S7) and returns two
output variables (lineal V l and rotational V r velocity).

The problem is that our fuzzy logic system is too slow, and we want to re-
produce the same behaviour with a faster technique due to temporal restric-
tions. We can learn the probability distribution generated by the fuzzy logic
system with our method and then ask to the tree a value for the unknown
variables.

4.1 Learning Process

First, we need to discretize system variables. Each variable is discretized using
four possible states (S: close, middle-close, middle-far, far; V l, V r : slow, normal,
fast, very fast). We need to generate points of the joint distribution, in this way
we simply make the fuzzy logic system to control the robot for a time. During
this time we record the data from the sensors obtaining the values for V l and
V r returned by the fuzzy system.
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We read this data during 5 minutes, obtaining ten values (for each of the
nine variables) per second. Around three thousand points will be inserted for
the space V l × V r × S1× ... ×S7. In this way we want to learn the distribution:

P (V l ⊗ V r|S1 ⊗ ... ⊗ S7) × P (S1 ⊗ ... ⊗ S7) =
P (V l ⊗ V r ⊗ S1 ⊗ ... ⊗ S7) (1)

4.2 Questions to the Tree

Different questions can be asked to the tree, many of them in an efficient way.
Some of the questions described in [6] are also valid for our approach (i.e. com-
pute the probability of a given point; draw a point from the distribution...)

More complex questions can be asked to the tree too. In this section two
of them will be described. Both are related with drawing a point knowing some
input variables. Before explaining these questions a definition for node dimension
is required. We call dimension of a node the dimension (or variable name) that
split a child from its node (i.e.: a node has the dimension S3 if its region is
divided between its child by splitting the state values of the variable S3)

We will control the robot reading the values from the sensors, discretizing
those values, and asking the tree the values for V l and V r given the known
values S1, ..., S7.

First Question: Finding the Best Probability. This question asks the val-
ues of the most probable unknown variables given the known variables (in this
case the sensor readings):

∀V r′,V l′ (V l′, V r′) �= (V l, V r),
P (V l ⊗ V r|S1 ⊗ ... ⊗ S7) ≥ P (V l′ ⊗ V r′|S1 ⊗ ... ⊗ S7) (2)

We can answer the previous question using the following recursive algorithm:

1. Start at root node.
2. If current node is a leaf, return a pair consisting of a random point in the

region defined by the node, and the node weight.
3. Current node has a known dimension,

(a) If true then advance to the child node, that contains the state of the
known variable, and go to step 2.

(b) If false then obtain a pair of the left child and another pair of the right
child applying the same process. The pair returned by this node is the
one with the higher weight.

Second Question: Drawing a point. This question draws a point from the
probability distribution, with the restriction of the known variables:

P (V l ⊗ V r|S1 ⊗ ... ⊗ S7) (3)

We can answer it following the same strategy described in the previous section.
Even thought there is a problem when a node of an unknown dimension has to
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return a value for its parent. In this case it does not return the most weighted
result of his children, it selects one of them randomly. A point will be selected
more probably as more high is his weight. The weight assigned to that point is
the sum of the two weights of its children.

4.3 Experimental Results

To test the proposed system we use a model of the Pioneer 3-DX robot provided
by activMedia1 with the saphira simulator[7]. The obtained results are presented
in figure 3. First the joint distribution P (V l⊗V r⊗S1⊗ ...⊗S7) is learned using
the fuzzy system. We could see how the fuzzy system controls the robot (dotted
line). Next, using the learned tree, the question P (V l ⊗ V r|S1 ⊗ ... ⊗ S7) is
answered. Using this question we read sensor variables obtaining the V r and V l
velocity. We send V r, V l to the robot controller developing the following robot
path (continuous line).

Fig. 3. Path developed by the fuzzy system (dotted line) and learned by our method
(continuous line)

5 Conclusions and Future Lines

In this paper an approach to learn and represent joint probabilistic distributions
was presented. Based on the MRBT method, our approach has the advantage
of being able to learn unknown probabilistic distributions, and to remain more
balanced than the MRBT does.

When trying to represent known probability distributions, the MRBT method
needs less points to correctly learn little high-probability regions than our

1 http://www.mobilerobots.com/
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approach. Anyway, our method is still better balanced, and only needs some
further training to correctly learn that small regions.

An application example, that learns a fuzzy control system using our method,
has been presented too. This method can be very useful in robotic, for example
in order to learn complex system behaviours. Moreover, we want to use this
method for learning and representing experimental data working with Bayesian
programs.

Future studies will try to state speed optimizations for some specific tree
questions and to represent some experimental data, of our Bayesian programs,
previously presented using this method.
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Abstract. A problem of learning from a database where each sample
consists of several time series and a single response is considered. We are
interested in maximum data reduction that preserves predictive power
of the original time series, and at the same time allows reasonable recon-
struction quality of the original signals. Each signal is decomposed into a
set of wavelet features that are coded according to their importance con-
sisting of two terms. The first depends on the influence of the feature on
the expected signal reconstruction error, and the second is determined by
feature importance for the response prediction. The latter is calculated
by building series of boosted decision tree ensembles. We demonstrate
that such combination maintains small signal distortion rates, and en-
sures no increase in the prediction error in contrast to the unsupervised
compression with the same reduction ratio.

1 Introduction

The paper considers a problem of multivariate time series compression. We start
with a dataset where each sample consists of several time series and a single re-
sponse value. Individual series from the same sample correspond to the different
variables with different physical characteristics generated by a process. Our goal
is to reduce the representation size of time series, and at the same time preserve
the important information about the underlying process.

This work is motivated by the manufacturing applications where a set of
sensors log down various physical properties of a wafer processing over time. The
number of time series varies from several dozens up to hundreds (an example is
a set of Fourier coefficients of 2MHz signal averaged over a window of 1 second).
After a manufacturing step a wafer undergoes a so-called metrology, where the
process quality is verified by taking additional measurements from the wafer.
One of our key objectives is predicting the performance (metrology) of the tool
given sensors data.
A very important property of the manufacturing data is low variability of time
series – signal profiles from the same sensors are generally very similar to each
other.
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The amount of raw data is much larger than what we can store, but potentially
could be very useful in predicting the process performance. In this context we
are interested in reducing the representation size of time series data. A desirable
compression algorithm, therefore, would benefit from the low variability among
the signal profiles, and would be aware of the response variable.

The problem of lossy signal compression is well studied – its basics are de-
scribed in [13],[8]. Data denoising by filtering in wavelet space is covered by [5],
[4]. A wavelet decomposition of signals for the manufacturing process fault detec-
tion is used in [11]. [10] use a thresholding technique to shrink data by filtering
out small coefficients, and then use the decision tree-based fault classification
engine to estimate the impact of the compression.

Our approach combines methods of signal processing and learning theory. We
intend to show that manufacturing time series data with low variability can
be efficiently compressed using simple quantization-based techniques without a
significant loss in prediction power.

Here is a brief summary of the proposed approach. We start with a dataset
where each sample consists of several time series and a single response value.
First, we extract a set of features from each time series that is sufficient or su-
perfluous for the original series reconstruction. Next, we perform the standard
SureShrink wavelet denoising [4]. A generic multivariate feature selection mech-
anism then assigns relevance scores for the derived features with respect to the
response variable. We compress the signals by quantizing each wavelet coeffi-
cient in a number of bins. The number of bins per wavelet feature depends on
its importance for both reconstruction of the signal profile distribution, and the
prediction of the response. The resulting quantized signal represented with a set
of categorized feature coefficients can be efficiently stored using Huffman code
[12]. The novelty of this approach is in using the feature importance rank wrt
response prediction for bit allocation, i.e. for the number of bits we spend to
store an individual feature.

The outline of the paper is as follows. Section 2 provides the background on
the supervised learning techniques and variable selection methods that was used,
Section 3 focuses on the feature quantization scheme, Section 4 describes datasets
we tested the compression on, and Section 5 contains experimental results.

2 Tree Ensembles

This section gives background on supervised learning techniques that we employ
both for feature selection and for the response prediction. We try to address a
problem of feature filtering, or removal of irrelevant inputs in very general super-
vised settings: the target variable could be numeric or categorical, the input space
could have variables of mixed type with non-randomly missing values, the under-
lying relationship of response Y and predictors X could be very complex and mul-
tivariate, and the data could be massive in both dimensions (tens of thousands of
variables, and millions of observations). Ensembles of unstable but very fast and
flexible base learners such as trees (with embedded feature weighting) can address
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the most of the listed challenges. They have proved to be very effective for vari-
able ranking in problems with up to a hundred thousand predictors [1,14]. A more
comprehensive overview of feature selection with ensembles is given in [15].

Gradient Tree Boosting (GBT) [6], [7] has been proven to be among the most
accurate and versatile state-of-the-art learning machines. GBT is an iteratively
learned serial ensemble where every new tree is fitted to the generalized residuals
of the current ensemble. GBT builds shallow trees using all variables (on a
subsample of the training data), and hence, it can handle large datasets with
a moderate number of inputs. Very high dimensional data (thousands or even
several hundreds of features) is extremely challenging for GBT. A modification
of GBT [1] suggests a different ensemble learning strategy so that processing
of very high dimensional datasets is feasible with almost no loss in prediction
accuracy.

Random Forest [2] is a distinguished representative of tree ensembles that
extends the “random subspace” method [9]. It grows a forest of random trees
on bagged samples showing excellent results comparable with the best known
classifiers.

Both ensembles inherit all nice properties of a single tree and also provide (as
a byproduct) a more reliable estimate of the variable importance by averaging
it over all trees in the ensemble.

We use GBT ensemble for response prediction since our response is a numeric
variable and GBT is natively better adjusted for the regression task. At the same
time Random Forest is used in the process of feature selection for performance
reasons. It is important to note that we could use any of these methods for both
tasks.

Relative feature ranking provided by the ensembles mentioned above, does
not separate relevant features from irrelevant. Only a list of importance values is
produced without a clear indication which variables to include, which to discard.
Also, trees tend to split on variables with more distinct values. This effect is
more pronounced for categorical predictors with many levels. It often makes a
less relevant (or completely irrelevant) input variable more ”attractive” to split
on only because it has high cardinality. [16] provides a feature selection method
that reduces a problem of selecting relevant features to a formal statistical test.
The output of this method is a subset of features that are ranked according to
their influence on response variable.

3 Feature Quantization

We decompose each time series {fi}i=1..I into Daubechies wavelets D8 [13], [3].
The decomposition coefficients {wi}i=1..I satisfy the Plancherel equation:

∑

i

f2
i =

∑

i

w2
i , (1)

The focus of this paper is in learning a predictive model that helps com-
pressing time series data by selecting the right features. We argue that lossy
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compression with high rate can remove or distort features important for pre-
diction. In order to account for this we consider a quantization scheme where
compression-induced losses in each feature depend on its contribution to the
original signal reconstruction as well as its relevance to the response variable.

There are two measures of how good a quantization is: the approximation
error and the entropy. The approximation error estimates how different is the
quantized signal from the original:

εa =
∑

i

∑

j

min
k

∣
∣
∣v

(k)
i − w

(j)
i

∣
∣
∣
2
. (2)

Here j enumerates samples, v
(k)
i is a set of bin centers, k takes values from 1

to Ni. The entropy measures the average number of bits per symbol coded by
Huffman algorithm that follows the quantization. Since we are interested in a
high-quality compression, we use equal bin length quantization that is proved
to be optimal for a high resolution quantization (see, for example, [13]). Under
the same assumption the optimal value for v

(k)
i is the bin mass center. The bin

length is different from one feature to another since we take into account the
supervised feature importance.

Each feature i is quantized independently with bin length Li that is deter-
mined by

Ni = max(αf
(e)
i , βf

(p)
i ). (3)

Here f
(e)
i is equal to the standard deviation of the corresponding energy term in

(1) across samples:

f
(e)
i =

(〈
w4

i

〉
−

〈
w2

i

〉2
)1/2

. (4)

f
(p)
i is equal to the variable importance obtained from feature selection algo-

rithm [16]. α and β are coefficients that are used to control the influence of the
corresponding term on the total number of bins per feature, and hence, on the
compression rate. We will call f

(e)
i and f

(p)
i energy and prediction importances

correspondingly.
The algorithm that selects the number of bins according to (3) we will call

“supervised compression”. We also compare it with the algorithm that ignores
the second term so that Ni = αf

(e)
i , and we will refer to this problem as “unsu-

pervised compression”.

4 Data Generation

Due to confidentiality of the manufacturing process information we used a data
generator designed specifically to mimic most of the challenges we face in the
real environment. Each sample in the dataset consists of several time series and
the response value is generated using the following algorithm. First, we sample
a vector V of N parameters from a given distribution. Then, we generate time
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series as parameterized functions of time and V . The response is generated by
computing a sum of linear and quadratic forms of V :

y = AV + V T BV + ε. (5)

Here A is a vector 1 × N , B is a matrix N × N and ε is Gaussian noise. It is
a challenge for any predictive engine to recover this functional relationship due
to the complex dependence of time series on V and the problem dimensionality.
All parameters are normalized so that the standard deviation of y across the
dataset is equal to 1. The prediction error of a GBT model can be varied from
0.001 up to 0.5 by changing the values of A and B.

5 Experimental Results

We ran our experiments on several datasets created by a data generator de-
scribed in the previous section. All of them consist of 3000 samples. The main
one that we will address to as G10P, has 20 time series per sample. Each time
series contained 128 values and all of them were defined on the same time val-
ues. We extracted a set of 128 wavelet coefficients from each signal followed by
SureShrink [4] denoising. For each wavelet feature variations of energy terms (1)
were calculated. For a supervised problem setting we built a GBT model and
a feature selection model that estimates the importance of each wavelet feature
from each time series for the response. The dataset was split into 70% of samples
for learning and 30% for estimating the model generalization error. We used (3)
to calculate the number of bins for individual features (in an unsupervised prob-
lem the second term in (3) is disregarded). The feature selection model ignored
the most of the features, therefore β did not influence much the total number
of levels. At the same time, the value of β was crucial for the prediction qulaity.
Obviously, we could always make sure that the prediction error does not suffer
from the compression by keeping β value sufficiently high – this ensures features
important for response prediction get enough quantization bins. Since the num-
ber of these features was small compared to the overall feature set, β did not
influence the compression rate significantly. In all our experiments β was kept at
a constant value, and we tuned α to balance between the compression rate and
the signal reconstruction error. Each feature was quantized with a given number
of bins. The resulting dataset was encoded with Huffman code.

Figure 1, (a) shows energy f (e) and prediction f (p) importances for all wavelet
features. Missing values for f (p) indicate that the corresponding features have
zero importance. Figure 1, (b) shows the average number of bits per feature
(BPF) that we use to encode quantized variables for supervised (i.e. (3) is used
to calculate the number of bins) and unsupervised (the second term from (3) is
ignored) problems. It is calculated as a number of bits needed to represent the
whole sample with the Huffman code divided by the number of features in the
sample. BPF here does not include the size of the coding vocabulary, but the
latter is negligible since the number of samples is large. The parameter α plotted
along the horizontal axis is a coefficient from (3). Since a regular representation
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of single precision floating points values is 32 bits, the compression rate can be
calculated as 32/BPF . Figure 1, (c) shows L2 distance between the original
and the reconstructed signals averaged over the dataset. It is normalized by the
average distance between original signals from different samples. Note that even
for compression rate equal to 80 (BPF ∼ 0.4 corresponding to α = 0.01) the
reconstruction error is still about 20% from the average distance between original
signals.
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Fig. 1. Compression of time series from G10P dataset: (a) feature importance f
(u)
i

and f
(s)
i ; (b) average bits per feature (BPF) versus α; (c) signal reconstruction error

(normalized by the average distance between signals over the sample) versus α; (d)
prediction error versus BPF

Figure 1, (b) shows that supervised and unsupervised BPF are close to each
other. This indicates that BPF is not influenced much by the second term in
(3). The same conclusion can be made about the reconstruction error from Fig-
ure 1, (c). However the prediction term has a dramatic effect on the prediction
error plotted on Figure 1, (d) against BPF. One can see that for the small
BPF values (high compression rates) such as BPF ∼ 0.4 the prediction error
for the supervised compression is 30-50% lower than for unsupervised case as
more resolution is given to the features relevant to the response. The number
of such features is small, and therefore the average compression rate is hardly
influenced by this change. It also important to note that a GBT model trained
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on the compressed signals with BPF = 0.4 had a predictive power at least as
good as a model built using the original uncompressed signals.

The next set of experiments studied improvement due to the supervised com-
pression for different levels of predictability. As it was described in the Section 4
we could vary the generalization error the GBT model could potentially achieve
using the original signals from 0.001 up to 0.5 by changing the values of A and B
in the underlying dependence (5). Figure 2 demonstrates the relative improve-
ment due to the supervised compression for different levels of max predictability.
As intuitively expected the better model we could build on the original data the
more significant is the impact of the supervised term on the predictive power of
the compressed features. The magnitude of this impact is less sensitive to the
compression rate for less accurate models (G10U), and could be dramatic even
for small feature compression for very accurate models (G10S).
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Fig. 2. Impact of the supervised compression for different levels of predictability

6 Summary

We considered a supervised feature selection method to reduce the representa-
tion size of time series that are used as predictors. The experimental setup cor-
responded to the challenges high precision semiconductor manufacturing faces
routinely. The proposed approach enhancing an unsupervised data reduction
method demonstrated high compression ratios (more than 30) while preserving
predictive capacity of the original time series. This is in contrast with significant
loss in accuracy (30-50%) when just unsupervised compression is done with the
same data reduction ratio.
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Abstract. Security has become a main concern in corporate networks.
Security tests are essential to identify vulnerabilities, but experts must
analyze very large data and complex information. Unsupervised learn-
ing can help by clustering groups of devices with similar vulnerabilities.
However an index to evaluate every solution should be calculated to
demonstrate results validity. Also the value of the number of clusters
should be tuned for every data set in order to find the best solution.
This paper introduces SOM as a clustering method to evaluate complex
and uncertain knowledge in Consensus, a distributed security system for
vulnerability testing; it proposes new metrics to evaluate the cohesion
of every cluster, and also the cohesion between clusters; it applies un-
supervised algorithms and validity metrics to a security data set; and it
presents a method to obtain the best number of clusters regarding these
new cohesion metrics: Intracohesion and Intercohesion factors.

Keywords: AI applications, Unsupervised Learning, Self-Organization
Map, K-means, Network security.

1 Introduction

Computer attacks and network vulnerabilities have increased dramatically over
the last years. Nowadays the best approach to keep a network protected consists
of understanding how services are running and their vulnerabilities [6]. Thus
security experts need solutions for an optimal treatment of the data obtained
from network security tests. Moreover, security applications require of some in-
telligence to recognize malicious data, unauthorized traffic, identify intrusion
data patterns and learn from previous decisions [3,15]. Security experts have
noticed that collecting logs, capturing network traffic and identifying potential
threats is becoming difficult to handle with large data sets. So there is a need for
methods that help identifying abnormal data from everyday network activity.

Clustering techniques permit dividing the space into K regions based on some
similarity metric where the value of K may or may not be known a priori. The
real challenge is to be able to evolve a proper value of the number of clusters
and provide the appropriate clustering solution. Thus a validity method must
be applied to verify clusters quality.
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We have already successfully applied Artificial Intelligence (AI) techniques
to find similarities and dissimilarities within information resulting from security
tests in Consensus [3], an integrated computer-aided system to automate network
security tests [2,4]. The nature of our domain has forced us to start working
with unsupervised techniques, as the domain and the different classes have not
been defined yet. This study was achieved using clustering algorithms based
on K-means [10], which allows discovering hidden patterns, abnormal system
configurations, or other valuable information for network security analysts [3].
Even this data categorization improves the time needed to analyze the security
testing results, it is difficult to measure cluster quality due to the amount of
factors that influence the results, and also because of data complexity.

For these reasons, in this paper we propose new indices of cluster validity
called Intracohesion and Intercohesion factors. These metrics will help security
experts in the task of analyzing clusters in order to validate their results. An-
other contribution concerns the computation of the proper value of the number
of clusters in network security domain using the proposed indices. We also study
the application of Self-Organization Maps (SOM) [13] in Consensus [3]. As the
amount of data and complexity is high in our domain, their Soft Computing capa-
bilities can improve the discovery of implicit and previously unknown knowledge
using a better feature extraction in a high dimensional space[9] to cluster data.

This paper is organized as follows. Section 2 surveys related work about the
application of AI in network security and validity metrics. Section 3 explains
how clustering and cohesion factors are applied. Section 4 describes the experi-
mentation and results. Finally, Section 5 presents conclusions and further work.

2 Related Work

Network security testing is currently demanding for new ways of finding patterns
in large data sets. Some research projects have used K-means as a clustering
method to find natural grouping of similar alarm records [1], SOM as a clustering
method to study computer attacks [7], or unsupervised anomaly detection for
network intrusion detection [14]. Also Case-Based Reasoning has been applied
in dynamic, imprecise and adversarial domains, like network security [15].

Consensus is a vulnerability testing system that automates mechanisms to
perform a network security test [4]. Consensus simplifies network security ex-
perts’ work, as all collected information is stored in the system database for its
future analysis. A corporate network can handle many devices, thus a thorough
test can result in a great amount of data that must be processed by security ana-
lysts. Unsupervised learning helps analysts to find groups of devices with similar
patterns. Clustering partition methods have been introduced in Consensus, like
K -means [10] and X -melan [3] and their results were successfully evaluated by
network security experts [3]. On the other hand, other partition methods as SOM
[13] are effective when dealing with problems that present a huge amount of in-
formation and complex data [9]. Thus SOM will be also included in Consensus
to compare its clustering results with the other methods.
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Validation of unsupervised clustering results is a main task in order to demon-
strate its correctness. Cluster validation refers to procedures that evaluate the
clustering results in a quantitative and objective function. Several proposals
have been analyzed. One possibility is based on evaluating the same function
that clustering algorithms optimize. The main problem is that it is not normal-
ized with respect to the number of clusters. Other indices of cluster validity are
Davies-Boudin (DB) [5], Dunn’s separation [8], or Silhouette [17]. All indices
calculate clustering validity by using the same features included in the data set.
However, in our case we want to validate clustering results using not only the
features used for classifying, but also other features that were not in the input
data set. As stated before, Consensus database contains complex information
that is hard to introduce as classification features but can be helpful to analyze
the quality of the obtained clusters. Also determining the correct number of
clusters in a data set is one of the most common applications of cluster validity,
as it cannot always be known a priory in unsupervised environments.

3 Improving the Clustering Capabilities of Consensus

3.1 Clustering Methods: From K-Means to SOM

K-means [10] is a representative example of partition methods [11]. It divides
data-points into K clusters, where each one is represented by a pattern or a
model called centroid. First centroids are randomly initialized. Next, they are
iteratively adjusted by assigning the samples into the nearest centroid using
an average squared distance between points and centroids. Training ends when
there is no change in two iterations. K-means is sensitive to the choice of initial
centroids, so a bad choice can greatly impact on both performance and distortion.

K-means was included in Consensus to automate the process of classifying
devices related to their vulnerabilities [3,9]. Obtained results showed a valid
clustering that grouped devices with similar open ports and operating systems
(OSs) without using features related to vulnerabilities, regarding to the opinion
of the human expert on network security. However K-means does not have good
capabilities when managing complex data. In this sense, we use SOM in order to
introduce Soft Computing capabilities in Consensus, that allows the management
of uncertain, approximate, partial truth and complex knowledge.

SOM [13] is one of the major unsupervised learning paradigms in artificial
neural networks. It projects the n-input data space into a new shorter m-output
space to highlight the most important data features. SOM defines clusters which
represent certain patterns of the original data. Its properties make it useful for
clustering [12]: it preserves the original topology; it works well even though the
original space has many dimensions; it has feature selection; classes with few
examples are not lost; it provides an easy way to show data; it is organized
in an autonomous way to be adjusted better to data. However, the order of
training samples affects results, and the definition of the number of clusters is
not trivial.
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SOM properties are very useful for Consensus data. Different tools are used
during a security test and their results can be approximate or inconsistent. When
scanning the same device, Nessus [18] may resemble Nmap [16] results. Also the
huge amount of information obtained produces a data set with many dimen-
sions. In addition, a class can contain few examples, because it represents a
group of devices with similar vulnerabilities, and maybe only few devices have
these specific vulnerabilities. Thus, SOM features conform to Consensus data
characteristics. A drawback is related to the election of the number of clusters.
However, our proposal introduces new metrics ad hoc to Consensus domain to
decide how many clusters are needed depending on every data set.

3.2 Cohesion Factors: Intracohesion and Intercohesion

A very important point after implementing a clustering method is to evaluate
the quality of each resulting configuration according to a given validity index.
However cluster validation cannot rely on given patterns to conclude whether a
cluster is right or wrong, as given patterns do not exist in unsupervised domains.
Thus, cluster validity may depend on the human expert related to that domain.

One of the main goals of this paper is a new proposal to computer-aided
validate the clusters from Consensus data sets. Our criterion to assess the qual-
ity of a solution is related to the coherence and cohesion of clusters. Different
evaluation measures have been proposed. DB [5] evaluates a cluster structure,
but does not show the worthiness of every cluster and the dependences between
them. Silhouette [17] estimates only the best cluster. Dunn [8] compares inter
and intracluster distances and cluster diameters. All apply the same clustering
features, so new features can not be used to evaluate clustering results.

The proposed validity measures focus not only on the clustering features, but
also on more information already stored in Consensus. Results obtained after
a port scanning, OS fingerprinting, vulnerability testing and denial of service
attacks are stored for every tested device. Only port scanning and OS finger-
printing were selected as clustering features due to data complexity [3] and these
are the results we want to evaluate with these measures. In fact, data from these
two processes is what a security expert would analyze first to find patterns in
tested devices. So Consensus obtains clusters that group devices with similar
open ports and OSs [3]. Consequently, clusters should group devices with simi-
lar vulnerabilities since devices with similar OSs and open ports usually hold the
same vulnerabilities. As complex information about detected vulnerabilities is
also stored this data will be used to assess cluster validation. Other measures like
DB or Dunn would also validate the clusters, but would not test the dependence
between OSs, ports and network vulnerabilities.

The Intracohesion factor evaluates the cohesion between the elements of a
cluster. This factor is a distance measure on the set of data points in a cluster
Ck. Then, the Similarity (S) between two elements of a cluster xi, xk ∈ Ck is
calculated by adding the vulnerabilities common in both elements. This value
is divided by the number of vulnerabilities of one of the compared devices. S is
calculated for every different pair of elements in a cluster and it is divided by
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the number of different pair of elements. Finally, the mean Intracohesion factor
is the average of the Intracohesion obtained from every cluster in the system.
The higher the Intracohesion factor, the better the result.

S(xi, xj) =
CommonVulnerabilities(xi, xj)

TotalVulnerabilities(xi)
(1)

Mean Intracohesion =
1
K

K∑

k=1

∑
xi∈Ck

∑
xj∈Ck

xj �=xi

S(xi, xj)

|Ck|2 − |Ck|
(2)

The Intercohesion factor evaluates the cohesion between clusters. It is the
distance measure on the set of clusters. Therefore, the lower the value, the bet-
ter the result. Firstly, the Distance (D) between the different clusters must be
calculated. D checks the coincidence of vulnerabilities between two clusters and
divides this value by the number of vulnerabilities that all the elements of one
cluster have in common. Finally, the mean Intercohesion factor calculates D for
every pair of different clusters and normalizes this value.

D(Ci, Cj) =
CommonVulnerabilities(Ci, Cj)

CommonVulnerabilities(Ci)
(3)

Mean Intercohesion =

∑K
i=1

∑K
j=1
j �=i

D(Ci, Cj)

K2 − K
(4)

4 Experiments and Results

In this section we describe the implemented testbed with Consensus data and we
present the clustering evaluation applying the Cohesion metrics. Finally, results
have also been validated with the help of network security testing experts.

4.1 Testbed Description

Data used for clustering came from Consensus, which runs several open-source
tools in order to obtain information regarding port scanning, OS fingerprinting,
vulnerability testing and denial of service attacks and stores all the results in
a PostgreSQL database. Input data sets only include features related to port
scanning and OS fingerprinting, as they are very related to the types of vulner-
abilities a device can handle. The features consist of a list of all available ports
and the reliability percentage of having certain OSs installed in every device[3].

After testing 44 real devices from the university network to obtain real data
using Consensus, an input file with more than 160 features has been created.
This is because a wide variety of devices have been tested to get as much rep-
resentation as possible. Therefore these devices have different open ports and
implement very diverse OSs. This input file has been applied to K-means with
K=3..8, and SOM with size maps of 2×2, 3×3, 4×4, 5×5 and 6×6, in order to
find different clusters configurations. Also, 15 different random seeds have been
tested to check the initialization influence. Results are shown in the next section.
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Table 1. Summary of the mean of Intracohesion and Intercohesion values for K-
means and SOM algorithms using different number of clusters (C). It also includes the
difference between both factors. The best results are marked in Bold.

Clusters (C) K-means SOM
Intrach. (std.) Interch. (std.) Diff. Intrach. (std.) Interch. (std.) Diff.

3 0.661 (0.09) 0.183 (0.08) 0.477 0.680 (0.07) 0.095 (0.13) 0.584
4 0.687 (0.06) 0.161 (0.03) 0.52 0.875 (0.01) 0.088 (0.01) 0.786
5 0.693 (0.04) 0.216 (0.02) 0.477 0.678 (0.07) 0.231 (0.12) 0.447
6 0.706 (0.01) 0.217 (0.01) 0.488 0.748 (0.08) 0.288 (0.08) 0.459
7 — — — 0.762 (0.04) 0.318 (0.04) 0.443
8 — — — 0.817 (0.03) 0.355 (0.09) 0.461

4.2 Evaluation of Clustering Techniques Using Consensus Data

Here we present the results obtained from analyzing vulnerability testing data
using clustering techniques. The main goal of Consensus is to define a set of
clusters, which group devices depending on their similarities based on their vul-
nerabilities, considering that no directly related information about vulnerabilities
has been used. Mean Intracohesion and mean Intercohesion factors have been
calculated for different number of clusters (C) using the same data set. The sim-
ilarity function in both algorithms is the Manhattan distance. Table 1 represents
the mean of the mean of the Intracohesion factor, and the mean of the mean
Intercohesion factor for every execution with their standard deviation respec-
tively, and also the difference between their values. Although K -means has been
configured with K=8, it has not been able to build more than 6 clusters. Still,
SOM has been able to create more than 6 clusters in several map configurations.

Best results should include a high Intracohesion and a low Intercohesion.
If Intracohesion is high, every element is very similar to the elements of the
same cluster. If Intercohesion is low, clusters are different. Considering only the
mean Intracohesion value, it increases when C increases. When having more
clusters, cluster size decreases as there are more groups to insert the devices;
therefore, it is easier that elements in a cluster look like more similar. However,
when C increases also the mean Intercohesion increases. The more clusters, the
higher possibility that two clusters become more similar because maybe devices’
differences are not so significant to create so many clusters. Thus a compromise
between both cohesion metrics should be achieved and this compromise will fix
the best C for this data set. Another useful value is the difference between the
mean Intracohesion and the mean Intercohesion. A higher value is desired.

Figure 1 shows the evolution of Intracohesion and Intercohesion comparing
both clustering approaches. The best solution for SOM Intracohesion consists of
four clusters, whereas K -means considers six clusters, although other solutions
have similar Intracohesion rate. Regarding to Intercohesion, both algorithms
agree in the best C= 4. Although K -means obtained a better Intracohesion for
C=6, its Intercohesion was lower. In conclusion, the best number of clusters for
this data set is 4. Also, SOM has the best configuration.
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Fig. 1. Intracohesion and Intercohesion evolution for K-means (�) and SOM (�)

Network security experts have also analyzed results obtained after clustering
the data set. Regarding to C=4, human experts have observed that K -means
grouped devices prioritizing OSs. Still, SOM grouped devices with similar vul-
nerabilities although they had different OSs. Both clustering proposals were
accepted, as they can help analysts handling information obtained from security
tests in order to detect devices with similar vulnerabilities, abnormal groups of
devices or atypical system behaviors.

5 Conclusions and Further Work

This paper has presented new indices for cluster validation in a network security
domain. Intracohesion factor shows the coherence between elements of a same
cluster, whereas Intercohesion factor registers the difference between clusters.
These indices have been introduced in Consensus, an integrated computer-aided
sytem to help network security analysts in order to discover groups of similar
devices or hidden patterns in network devices, after performing a security test.

The high amount of data obtained after a security test, its complexity and
uncertainty justify the incorporation of SOM, as Soft Computing techniques
improve managing complex data. Afterwards the initial clustering algorithm
used in Consensus, K -means, and the SOM approach have been evaluated us-
ing Intracohesion and Intercohesion factors. Furthermore, Consensus has be-
come an hybrid system that implements unsupervised learning based on in-
ductive learning and also artificial neural networks learning. This hybrid sys-
tem can also evaluate the obtained memory case using the proposed metrics.
Results show that in most cases SOM perform better than K -means cohesion
factors.

One of the main concerns with unsupervised learning is the ability to find a
proper value of the number of clusters. Cohesion factors help on selecting C. The
higher the Intracohesion and the lower the Intercohesion, the better the result.
Thus a compromise between both values must be achieved, which reveals the
best C, as security analyst experts have confirmed in a later study. Furthermore,
the limitations of K -means and SOM regarding to the election of the best C is
overcome applying a clustering evaluation ad hoc to the domain. Further work
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includes the analysis of other metrics. Also the introduction of the knowledge of
security experts to guide the process will be further researched.
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Abstract. Automatic microfossil detection system allows to extract the
position of the microfossils in a concentrate of mineral grains, speeding
up the time required to analyze each sample. In this paper we study the
use of Multilayer Perceptrons and Radial Basis Function Networks ap-
plied to the automatic microfossil teeth detection problem, focusing on
the dependence of the performance with the size of the network, and with
the size of the training set. The data used in the experiments are three
images of concentrates with micromammal teeth from Somosaguas pa-
leontological site, in Madrid (Spain). The obtained results demonstrate
RBFNs perform better than MLPs in most of the considered cases, de-
tecting most of the microfossil teeth in the images.

1 Introduction

Microfossils are very important in order to determinate the age of a geological
layer with a high grade of accuracy. They are also the fund of any micropaleon-
tological studies. Actual techniques used to extract microfossils are manual, and
require of a high amount of time and human resources. This fact makes inter-
esting the study of other more complex techniques, that speed up the extraction
of the microfossils. So, the volume of analyzed terrain can be increased, and,
consequently, the accuracy of the microfossil studies is improved.

Automatic microfossil detection consists in a real-time video system, that al-
lows to detect the position of the microfossils in a concentrate of stone grains,
speeding up the time required to analyze each sample. A high resolution camera
is disposed over the concentrate, so that video data can be processed and mon-
itored. The output of the detection system is a binary image, where the pixels
considered as fossil are marked, like in a radar image. This systems must be
operating in real time, and, therefore, the computational cost of the algorithms
is a very important issue.

There are not many articles dedicated to the study of this application in the
literature. In [1] the authors describe three systems designed to automatically
� We thank Somosaguas Project manager N. López Mart́ınez, and photographer C.

Alonso. Somosaguas Project is jointly supported by the “Universidad Complutense
de Madrid” and the “Museo nacional de Ciencias Naturales” under their agreement
with the Spanish “Consejeŕıa de Cultura de la Comunidad de Madrid”.
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recognize calcareous microfossils. They deal with the classification of different
types of coccoliths using convolutional neural networks, but it does not consider
the detection, since it is not a difficult task in the study of the coccoliths.

Other article related with the work presented is the paper [2], that studies the
use of a Multilayer Perceptron with 20 hidden neurons for detecting micromam-
mal teeth. Experimental studies were carried out using a single image, just for
generating the training, validating and testing sets. The parameters used in the
detection task were the red, green and blue components of each pixel, and the
red, green and blue components of the eight d-distanced neighbors of each pixel.
Using not only the information of the pixel, but its neighbors, the detection task
was improved, due to the use of texture information. The paper studied the vari-
ation of the performance of the MLP in function of the parameter d, obtaining
the best results with a value of d = 12.

The work presented in this paper compares the use of Multilayer Perceptrons
(MLPs) and Radial Basis Function Networks (RBFNs) applied to the auto-
matic microfossil detection problem, and it focuses on the dependence of the
performance with experimental parameters like the architecture and size of the
network, and the size of the training set. The analyzed material are three differ-
ent images, that have been obtained from Somosaguas Sur paleontological site,
in Madrid (Spain).

2 Material and Methods

The Universidad Complutense de Madrid’s Somosaguas Campus is placed in
Pozuelo de Alarcón (Spain), and includes two vertebrate fossil sites: Somosaguas
Sur and Somosaguas Norte. They have yielded about 600 identifiable rests in
different preservation states, belonging to 22 species.

Somosaguas Sur paleontological site is located at the top of a clay layer that
contains quartz and feldspar grains, floating next to small and very small fossils of
micromammals [3]. It is one of the richest sites in microvertebrates in Madrid, and
it has provided hamster rodents (Megacricetodon collongensis, Democricetodon
darocensis and Democricetodon cf. D. Lacombai), squirrels (Heteroxerus grivensis
and Heteroxerus rubricati), dormices (Armantomys tricristatus, Microdyromys
koenigswaldi and Microdyromys monspeliensis) lagomorph pikas (lagopsis penai
andProlagus cf. Oeningensis), insectivores (Galerix exilis and Miosorex cf. griven-
sis) and reptiles (lacertids, anguids andquelonids) [4]. The presence of these species
determines the biochronology of the Somosaguas site, placing it in the Middle
Miocene E biozone (Middle Aragonian), about 14 million of years ago. In addition,
they allow the reconstruction of an arid climate epoch in the Madrid basin during
middle Miocene times, occupied by subtropical woodlands and savannahs with
strong floods and without permanent rivers [5].

The microvertebrate paleontologic studies consist in recovering small fossils
of vertebrates. Based on them, evolutionary, paleoecological and paleoclimatic
models can be obtained, and their application in Bioestratigraphy has made
them indispensable for geological dating of deposits [6]. The most common
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microvertebrate fossils are teeth and bones, and their sizes are usually of the
order of 0.5 mm. Due to their small size, their extraction techniques are special
and quite different to macrofossil extraction ones. In first place, several kilo-
grams of sediment are extracted. The quantity of sediment varies in function of
the site. Once extracted the sediment, it is sun dried during several hours. Then,
it is introduced in a recipient with water so the clay is completely dissolved.
When the sample is disintegrated, the wash sieve process is carried out. This
process consists on making the sample go through a series of sieves of different
sizes using pressure water. So, several concentrates of mineral grains, bones and
teeth are separated from the sediment, and classified in different sizes. In So-
mosaguas Sur site the proportion of concentrates is about 3.5 Kg over 50 Kg
of sediment [3], and the number of microfossils founded in the concentrates is
about 1500, giving a ratio lower than 0.8 % (less than 28 g).

The most common technique to separate microfossils from the concentrates is
denominated picking. It consists on dividing the concentrate in small fractions
for a visual examination and manual separation of the fossils. When grain size
is lower than 1 mm, it is necessary the use of binocular magnifying glasses. The
picking technique is relatively easy for an expert in microfossil recognition, but
however it is quite tedious and requires a high amount of time. In this paper
we study the viability of the use of machine learning methods, in order to speed
up the picking process. So, we study the use of different neural network-based
detection techniques applied to high resolution images of the concentrates.

The data used in the experiments of this paper are three high definition pho-
tographies of three different samples of concentrate extracted form Somosaguas
Sur site. These three images have been used to generate three sets of data, re-
spectively: the training set, the validation set and the test set. The training set
has been used to train the network. The validation set has been used to early
stop the training process, and to calculate the values of the free parameters of the
experiments. The test set has been used to evaluate the detector performance,
and it has not been used during the training and validating process.

The average size of the grains is over 2 mm, and each image represents about
4.65x5.70 cm of sample (1550x1900 pixels, giving 0.3 mm per pixel). All mi-
crofossils have been identified, with special interest over micromammal teeth.
Teeth are more useful than bones in order to obtain paleontological information,
because they can determine the specie more accurately than bones, and they
provide information about the feeding habits, and therefore about habitat and
climatic conditions. So for this study we will focus on the detection of teeth, ig-
noring the bone fragments. The training image contains 12 teeth (4 incisives of
continuous growth, and 8 molars and premolars), the validation image contains
6 teeth (1 incisive of continuous growth, and 5 molars and premolars), and the
test image contains 10 teeth (1 incisive of continuous growth, and 9 molars and
premolars). Figure 2 shows the third photograph of the sample, the test image,
and the position of the teeth in this sample.

The input data has been collected using the red, green and blue components
of the pixels of the image. For each pixel, a vector z has been created using the
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Fig. 1. Photograph of the first sample, the test image, used to generate the test set
(left), and desired output of the system for the same image (right)

values of the components of the pixel, and the values of the components of eight
neighbors placed at a distance d = 12. This value has been selected, according
to the results previously obtained in [2]. The output data has been one for the
points belonging to a fossil tooth, and zero for the rest.

3 Problem Formulation

Automatic microfossil detection can be formulated as a binary hypothesis test,
in which the Neyman-Pearson criterion can be applied. The detection system
has to decide if the observation is originated either from a mineral grain (the
null hypothesis H0) or from a fossil tooth (the alternative hypothesis H1). Con-
sidering P (z|Hi) is the probability density function of the observation vector z
under hypothesis Hi, and P (Hi) is the prior probability of the hypothesis Hi,
then equation (1) is an implementation of the Neyman-Pearson detector.

gnp(z) =
P (H1)P (z|H1)
P (H0)P (z|H0)

≷ ηnp (1)

If gnp(z) is higher than a given threshold ηnp, then the Neyman-Pearson criterion
decides in favor of hypothesis H1, and if it is lower, then the it decides in favor
of hypothesis H0. This detector maximizes the probability of detection (PD),
while maintaining the probability of false alarm (PFA) lower than or equal to
a specified value. The characteristics of each detector are reflected in the curve
that relates PD to PFA [7]. This criterion needs the likelihood functions under
both, the null and the alternative hypotheses, to be implemented. Unfortunately,
the designers hardly ever know the likelihood functions.

Neural networks are proposed as a solution because they can be trained in
order to implement detectors without prior knowledge of the likelihood functions.
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The use of neural networks to implement detectors is also motivated by the
demonstration that a feed-forward neural network trained to minimize the mean
square error criterion, approximates the Bayes optimal discriminant function [8].
If the neural network is trained to produce 1 when the feature vector is from
class H1 and 0 when the vector is from class H0, then the network is trying
to approximate the posterior probability posterior probability P (H1|z), given in
expression (2):

g0(z) = P (H1|z) =
1

1 + P (H0)P (z|H0)
P (H1)P (z|H1)

≷ η (2)

where z is the feature vector. g0(z) can be used to implement the Neyman-
Pearson detector when is compared with a detection threshold, η. When evalu-
ating the generalization capabilities of the MLP, one aspect must be taken into
consideration: The detection threshold, η, is necessary to decide if a target is
present or not. The PFA is a function of η, and the pairs (PFA, η) must be
estimated in each detector. This values can be estimated by presenting a set of
H0 patterns, and applying the Monte-Carlo simulation.

An interesting conclusion related to the prior probabilities is extracted from
equation (2). Let’s consider a neural network trained with data with the same
probability density functions, but with different prior probabilities P ′(H0) and
P ′(H1). Then the relationship between g0(z) and function approximated by this
network, g′0(z), is obtained using equation (3).

g′0(z) = f(g0(z)) =
1

1 + P ′(H0)P ′(H1)
P (H0)P (H1) (g0(z)−1 − 1)

(3)

So, taking into account that the function f(·) defined in equation (3) is a con-
tinuous and strictly increasing function in the interval (0, 1), which is the range
of the function g0(z), then function g′0(z) is valid for implementing the Neyman-
Pearson detector under the original data. This implies that, considering a suffi-
ciently high number of patterns over each hypothesis, then the network can be
trained with a proportion of the data that differs from the prior probabilities.

Due to the high amount of available data under hypothesis H0, the proportion
of the training and validation data p = P ′(H0)/P ′(H1) has been a parameter of
the experiments. In order to generate the training and validation sets, all the N1
patterns belonging to hypothesis H1 has been selected, and N0 = pN1 patterns
belonging to the null hypothesis has been randomly selected. The values of the
parameter p considered are 1, 2, 4, 8 and 16. So, taking into account that the
training image contains N1 = 23819 pixels belonging to class H1, the highest
number of training patterns used belonging to class H0 asociated with p = 16 is
N0 = 16 · N1 = 381104.

4 Description of the Experiments

The MLPs trained in this paper have one hidden layer, and use the sigmoidal
function as the activation function for all the neurons. They have been trained
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Fig. 2. PD versus PF A for the MLPs (left) and the RBFNs (right) which obtained
lowest validation error, trained with p = 1, p = 2, p = 4, p = 8, and p = 16

using the Levenberg-Marquardt algorithm [9], and have been regularized using
Bayesian regularization [10]. The number of inputs of the network is 27, corre-
sponding to the red, green and blue components of the nine points considered
for each pattern.

In the case of RBFNs, the hidden units are radial basis functions, defined by
equation (4).

Gi(z) = exp

(

− 1
2σ2 |z − ti|2

)

(4)

where z is the sample vector, ti is the center of the radial basis function, and
σ is a smoothing parameter. All the hidden radial basis neurons on the hidden
layer are connected to the output neuron, which is a linear neuron. So, the
function implemented by the network is a linear combination of the radial basis
functions. To train the RBFNs, we applied a three-phased learning strategy:
first, the centers of the radial basis functions ti are determined by the k-means
algorithm; then, the smoothing parameter σ is set to the value that minimizes
the mean square error over the validation set; and finally, the output weights
that allow the least squares solution are determined using LMS algorithm.

In order to implement a detector, both MLPs and RBFNs have one output,
which has been thresholded with a value η, calculated for each PFA using Monte-
Carlo experiment. The number of hidden units of both MLPs and RBFNs has
been a parameter of the experiments, varying it from 10 to 60 in steps of 10.
Each experiment has been repeated 5 times, and the mean square error over the
validation set has been used to select the best network.

5 Results

Figure 2 shows the results obtained by the MLPs (left) and the RBFNs (right),
selected by the validation set. Each curve represents the relationship between
the PFA and the PD, for a given proportion p. For the MLPs, the best results are
obtained by the lower values of p. The RBFNs show their best with high values
of p, being quite similar the results obtained with p = 4, p = 8, and p = 16.
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Table 1. PD for different values of PF A and p, for the MLPs and the RBFNs selected
by validation. The number of hidden units and the number of simple operations in
millions needed to classify the test image are also included.

MLP RBFN
p = 1 p = 2 p = 4 p = 8 p = 16 p = 1 p = 2 p = 4 p = 8 p = 16

Hidden units 50 40 50 30 30 20 20 20 20 30
Op. (millions) 8331 6682 8331 5033 5033 4971 4971 4971 4971 7415
PF A = 1 · 10−2 0.71 0.73 0.74 0.70 0.66 0.67 0.72 0.73 0.75 0.74
PF A = 5 · 10−3 0.64 0.69 0.67 0.63 0.58 0.63 0.69 0.70 0.72 0.71
PF A = 1 · 10−3 0.48 0.54 0.47 0.39 0.42 0.43 0.44 0.59 0.57 0.59
PF A = 5 · 10−4 0.42 0.45 0.38 0.28 0.35 0.26 0.17 0.46 0.40 0.47
PF A = 1 · 10−4 0.30 0.24 0.17 0.09 0.20 0.05 0.03 0.16 0.10 0.15

Table 1 shows a comparison of the results obtained by the MLPs and the
RBFNs. It shows the PD for different values of PFA, for the networks that
obtained the lowest mean square error over the validation set. Results show the
best performance of RBFNs for intermediate PFA values. The MLPs are only
an interesting option when the lowest PFA value is selected.

In addition, the table shows the number of neurons of the selected networks,
and the number of operations (in millions of simple operations) needed to process
the whole test image. The number of neurons of the MLPs selected by validation
is in general higher than the number of neurons of the RBFNs. On the other
hand, the computational complexity of both solutions is quite similar.

At last, figure 3 shows the obtained output for the RBFN with p = 16, and
PFA = 5 · 10−3 (left) and PFA = 5 · 10−4 (right). Taking into account the real
position of the teeth in the sample (see figure 2), the second one clearly detects
eight of the teeth, and it wrongly detects one or two mineral grains. The two
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Fig. 3. Output for the test image of the RBFN trained with p = 16, for a PF A = 5·10−3

(left), and for a PF A = 5 · 10−4 (right)
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missed teeth are not represented in the images, because they are completely
different from those in the training image.

6 Conclusion

Automatic systems designed in order to aid in the picking process in micropale-
ontology can be very beneficial for actual geological and paleontological research.
In this paper we study the use of MLPs and RBFNs applied to the automatic
microfossil detection problem, considering the number of neurons and the size
of the training set as parameters of the experiments.

The obtained results demonstrate RBFNs performs better than MLPs in most
of the PFA values considered, and they can detect most of the microfossil teeth
of the sample. This fact makes RBFNs a quite interesting option in order to
implement microfossil real-time detection systems, that can reduce the time
required to analyze concentrates in most of the micropaleontological researches.
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Vol. 51, 2000, pp. 87-136.
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Abstract. Selection of kernel function parameters is one of the key
problems in support vector regression(SVR) for forecasting because these
free parameters have significant impact on the performances of forecast-
ing accuracy. The commonly used grid search method is intractable and
computational expensive. In this paper, a fast grid search method is pro-
posed for tuning multiple parameters for SVR with RBF kernel for time
series forecasting. Empirical results confirm the feasibility and validation
of the proposed method.

Keywords: Grid Search; Support Vector Regression; Parameters
Tuning.

1 Introduction

The performance of Support Vector Regression forecasting time series is sig-
nificantly affected by kernel parameters [1, 2]. One commonly used parameters
selection method of SVM, Grid search method, is very time consuming [3].

Hsu et al. suggested exponentially growing sequences of C and gamma is a
practical method to identify optimal parameters. and Kim and Bao used this
method in forecasting financial time series and got acceptable results [2, 4].

Recently, a gradient descent approach has been introduced in [5] which reduces
drastically the search steps of the optimal parameters. Some improvement based
on it have been done in ref. [6, 7].

Gradient descent approach has a general purpose in improving the learn-
ing process and the measures used are still computational expensive compared
with some specific application scenario. Our method is under a situation of
forecasting time series. Here we put more attention on the prediction accu-
racy during training and testing. So we take such kind of measures such as
NMSE which are less time consuming than gradient descent approach proposed
in [5].

This paper consists of five sections. Section 2 reviews SVMs regression. Sec-
tion 3 presents our proposed fast grid search method. Section 4 shows the exper-
iment design and results concerned with the detailed procedures. Conclusions
and discussion for further research hints are included in the last section.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 504–511, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Support Vector Regression

Given a set of data points G = {(xi, di)}n
i (xi is the input vector, di is the

desired value and n is the total number of data patterns), SVMs approximate
the function using the following:

y = f(x) = ωφ(x) + b (1)

where φ(x) is the high dimensional feature space which is non-linearly mapped
from the input space x. The coefficients ω and b are estimated by minimizing

RSV Ms(C) = C
1
n

n∑

i=1

Ls(di, yi) +
1
2
‖ω‖2 (2)

Ls(d, y) =
{

|d − y| − ε, |d − y| ≥ ε
0 otherwise (3)

In the regularized risk function given by Eq.(2), the first term C( 1
n )

n∑

i=1
Ls(di, yi)

is the empirical error (risk). They are measured by the ε-insensitive loss function
given by Eq.(3). This loss function provides the advantage of enabling one to use
sparse data points to represent the decision function given by Eq.(1). The second
term 1

2‖ω‖2, on the other hand, is the regularization term. C is referred to as the
regularized constant and it determines the trade-off between the empirical risk
and the regularization term. Increasing the value of C will result in the relative
importance of the empirical risk with respect to the regularization term to grow.
ε is called the tube size and it is equivalent to the approximation accuracy placed
on the training data points. Both C and ε are user-prescribed parameters.

To obtain the estimations of ω and b, Eq.(2) is transformed to the primal
function given by Eq.(4) by introducing the positive slack variables ξi and ξ∗i as
follows:

Minimize RSV Ms(ω, ξ(∗)) = C
n∑

i=1
(ξi + ξ∗i ) + 1

2‖ω‖2

Subject to
di − ωφ(xi) − bi ≤ ε + ξi,
ωφ(xi) + bi − di ≤ ε + ξ∗i , ξ∗ ≥ 0

(4)

Finally, by introducing Lagrange multipliers and exploiting the optimality
constraints, the decision function given by Eq.(1) has the following explicit form :

f(x, ai, a
∗
i ) =

n∑

i=1

(ai − a∗
i )K(x, xi) + b (5)

In Eq.(5), ai and a∗
i are the so-called Lagrange multipliers. They satisfy the

equalities ai ∗ a∗
i = 0, ai ≥ 0 and a∗

i ≥ 0 where i = 1,2,. . . ,n and are obtained
by maximizing the dual function of Eq.(4) which has the following form:

R(ai, a
∗
i ) =

n∑

i=1

di(ai − a∗
i ) − ε

n∑

i=1

(ai + a∗
i )

−1
2

n∑

i=1

n∑

j=1

(ai − a∗
i )(aj − a∗

j )K(xi, xj) (6)
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with the constraints
n∑

i=1
(ai − a∗

i ) ,

0 ≤ ai ≤ C , i=1,2,. . . ,n
0 ≤ a∗

i ≤ C , i=1,2,. . . ,n

Based on the Karush-Kuhn-Tucker (KKT) conditions of quadratic program-
ming, only a certain number of coefficients (ai − a∗

i ) in Eq.(5) will assume non-
zero values. The data points associated with them have approximation errors
equal to or larger than ε and are referred to as support vectors. These are the
data points lying on or outside the ε-bound of the decision function. According
to Eq.5 it is evident that support vectors are the only elements of the data points
that are used in determining the decision function as the coefficients (ai − a∗

i ) of
other data points are all equal to zero. Generally, the larger the ε, the fewer the
number of support vectors and thus the sparser the representation of the solu-
tion. However, a larger ε can also depreciate the approximation accuracy placed
on the training points. In this sense, ε is a trade-off between the sparseness of
the representation and closeness to the data.

K(xi, xj) is defined as the kernel function. The value of the kernel is equal to
the inner product of two vectors Xi and Xj in the feature space φ(xi) and φ(xj),
that is, K(xi, xj) = φ(xi) ∗ φ(xj). The elegance of using the kernel function is
that one can deal with feature spaces of arbitrary dimensionality without having
to compute the map φ(x) explicitly. Any function satisfying Mercer’s condition
can be used as the kernel function. The typical examples of kernel function are
as follows:

Linear: K (xi, xj) = xi
T xj

Polynomial: K (xi, xj) =
(
γxi

T xj + r
)d

, γ > 0.
Radial basis function(RBF): K (xi, xj) = exp

(
−γ‖xi − xj‖2

)
, γ > 0.

Sigmoid: K (xi, xj) = tanh
(
γxi

T xj + r
)
.

Here, γ, r and d are kernel parameters. The kernel parameter should be carefully
chosen as it implicitly defines the structure of the high dimensional feature space
φ(x) and thus controls the complexity of the final solution.

3 Proposed Fast Grid Search Method

Our research effort aims at finding the largest error decreasing path during
training. Figure1 illustrates the error surface with NMSE, C and γ on data set
EXJU. Figure1a is NMSE on the training data. And Figure1b is NMSE on the
test data. We can observe that the error surface varies smoothly and looks like
a concave. The main idea of our proposed method is to walk along the direction
with relatively largest error decrease (by computing the prediction measures)in
the parameter grid map until we get out of the boundary or walk back to one
tested point. The pseud code of the algorithm is as follows:
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input C[], gamma[]
variable walk[], error[]

main fastGridSearch {
start with a small pair of (C,1/gamma) in the grid map;
while(true) {
next = findNextStep(current);
if(next == null)
break;

walk[next] = true
}
select suitable C and gamma from the exploited path
via computing the prediction measures;

}

proc findNextStep(current) {
for(p in the eight adjacent points of current)
getErrorFromCache(p);

next = the point with relatively largest error decrease;
if(walk[next] == true)
return null;

return next;
}

proc getErrorFromCache(p) {
if(p is out range of the grid map)
return NaN;

if(error[p] was caculated)
return error[p];

training SVM with the corresponding C and gamma,
store and return the result error;

}

4 Experiment

4.1 Data Sets

We collects four data sets from different backgrounds to prove the performance
of the proposed fast grid search method.The four data sets are:

1. Data Set D (SanD) from the Santa Fe Competition;
2. Japan/U.S foreign exchange rate (EXJU) from the Financial Forecast Cen-

ter;
3. ShangZhen Stock Composite Index (SZSI) from www.stockstar.com;
4. rainfall-runoff data (RAIN) from the the ISF’06 ANNEX Neural Network

Forecasting Competition (www.isf2006.org).



508 Y. Bao and Z. Liu

-4
-2

 0
 2

 4 -4
-2

 0
 2

 4

 0

 0.2

tanh(NMSE1)

log2C log2γ

tanh(NMSE1)

(a) Training

-4
-2

 0
 2

 4 -4
-2

 0
 2

 4

 0.2
 0.4
 0.6
 0.8

 1

tanh(NMSE2)

log2C log2γ

tanh(NMSE2)

(b) Test

Fig. 1. Error surface on EXJU using RBF kernel

Data set SanD is generated by a high-dimensional operation with weak non
stationarity. The original source provided by the Santa Fe time series competition
contains 100,000 points. The first 505 points are used here.

Data set EXJU are Japan to U.S. foreign exchange rates covers the period
January 1 1971 to January 1 2006. Data are sampled in monthly interval.

Data set SZSI are daily stock indices from January 2 2004 to February 9 2006.
Each example contains the open, high, low and close price of one day. We aimed
at predicting the closing price from previous examples.

Data set RAIN contains 729 examples covers the period 1 October 1993 to
31 March 1994. It contains flow data (stage, m) at three upstream sites (US1,
US2, US3), rainfall data at five catchment rain gauges (mm) (RG1, RG2, RG3,
RG4, RG5) and flow (stage, m) at the target site (Q). It covers three different
domain of attributes and is a relatively high dimension data set.

More details of the data sets are listed in Table 1. The first column is the
abbreviation of the data set, the second column is the number of attributes, the
next four column are the average, unit variation, minimum and maximum of the
target attribute, the last two columns are the number of training and testing
examples respectively.

Table 1. Details of Data Set

DataSet Attrs Avg Var Min Max Train Test
SanD 1 0.397 0.207 0.053 0.807 439 60
EXJU 1 179.345 71.974 83.690 357.400 395 20
SZSI 4 1313.717 200.280 1011.500 1777.520 435 60
RAIN 8 1.852 0.992 0.631 4.997 663 60

4.2 Data Scaling

Normalization performs a linear transformation on the original data. Suppose
that minA and maxA are the minimum and maximum values of an attribute
A. A Min-Max normalization maps a value v of A to v′ in the range min′

A and
max′

A by computing



A Fast Grid Search Method in SVR Forecasting Time Series 509

v′ =
v − minA

maxA − minA
(max′

A − min′
A) + min′

A (7)

Here we let min′
A = −1 and max′

A = 1, thus, all data are scaled to the range
[−1, +1].

4.3 Performance Evaluation

We use normalized mean squared error (NMSE) as the performance criteria.

NMSE =
1

δ2n

n∑

i=1

(yi − pi)2 (8)

δ2 =
1

n − 1

n∑

i=1

(yi − ȳ)2

Where yi represents the actual value, pi represents the predicted value, ȳ repre-
sents the mean of the actual value. NMSE is the most commonly used measure
of success of numeric prediction. It stands for the deviation between the actual
and predicted values. The smaller the values of NMSE, the closer the predicted
time series values to the actual values.

To evaluate the generalization performance of Support Vector Machines, the
stratified k-fold cross-validation technique is used, which is a well-known sam-
pling approach to determining the machine parameters. In this study, 5-fold is
adopted, thus, the training data set are randomly partitioned into five folds, of
which four folds are used as the training set for building up the forecast model,
and the remaining fold as the valid set for justifying the performance of the
model. Idea parameters of SVR are chosen based on the machines’ average per-
formance on the cross-validation set. In addition, we reserves some samples from
the end of the source data set as an independent test set to see can the trained
model works well in the future. Parameter optimization are only based on the
cross-validation set, not on the test set! Each experiment is repeated 10 times.

We use subscript 1 and 2 to distinguish error on the 5-fold cross-validation
set and independent test set, e.g. NMSE1 and NMSE2. If no subscript is given,
we refer to the former.

4.4 Results

Figure 2 shows the exploited path on error surface by fast Grid-Search algorithm.
Figure 2a uses EXJU data set and Figure 2b uses RAIN data set. C is set from
2−2 to 212, 1/γ is set from 2−2 to 210. Color area in the figure is the fast Grid-
Search path contrasting to traditional Grid-Search. We can see, by adopting the
fast Grid-Search strategy, the training process avoids wasting time on parameters
combination with poor performance, and quickly locate the idea parameter set.

Table 2 shows the NMSE1(for training data), NMSE2 (for test data), training
time (in seconds) of traditional Grid Search and Fast Grid Search on all the four
data sets.
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Fig. 2. Fast Grid-Search Path on EXJU and RAIN

Table 2. Compare Grid-Search and fast Grid-Search

Grid-Search Fast Grid-Search
Grid NMSE1 NMSE2 Time Grid NMSE1 NMSE2 Time

SanD 5,2 0.014 0.099 122 4,1 0.015 0.103 41
EXJU 3,2 0.008 0.678 16 1,2 0.011 0.595 1
SZSI 1,4 0.035 0.125 8 -1,2 0.033 0.121 1
RAIN 3,6 0.020 0.423 160 3,6 0.020 0.423 46

5 Conclusions and Acknowledgements

In this paper we proposed fast grid search method for forecasting time series by
support vector regression. The experiment shows a better result and indicates
one possible research direction on specific application of support vector regression
forecasting time series.

This research is granted by National Science Foundation of China( 70401015)
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Abstract. The global k-means with similarity functions algorithm is an 
algorithm that allows working with qualitative and quantitative features (mixed 
data), but it involves a heavy computational cost. Therefore, in this paper, an 
algorithm that accelerates the global k-means with similarity functions 
algorithm without significantly affecting the quality of the solution is proposed. 
Our algorithm called fast global k-means with similarity functions algorithm is 
tested and compared against the k-means with similarity functions algorithm 
and the global k-means with similarity functions algorithm. 

1   Introduction 

Clustering has been applied in many fields including pattern recognition, machine 
learning, data mining, image processing, etc., and it can be defined as the process of 
partitioning a set of patterns into disjoint and homogeneous meaningful groups, called 
clusters [5]. Clustering has been studied in a variety of applications domains, such as 
bioinformatics, data classification and compression, data mining and knowledge 
discovery, medical image processing, and statistical data analysis. 

A popular algorithm used to solve the clustering problem is the k-means algorithm, 
in this algorithm it is necessary to know the number of clusters in which the data set 
will be divided. The k-means algorithm minimizes an objective function and it is a 
local search procedure which heavily depends on the initial conditions. 

The global k-means algorithm was proposed to solve the dependency on the initial 
conditions of the k-means algorithm [1]. This algorithm finds a global solution and 
does not depend on the initial conditions or any other external parameter. This finding 
involves a heavy computational cost, which represents its main disadvantage. For that 
reason in [1] the fast global k-means algorithm was proposed, this algorithm 
constitutes a straightforward method to accelerate the global k-means algorithm 
without significantly affecting the quality of the results. 

The algorithms described above are based on a distance in a n-dimensional space, so, 
the objects must be described in terms of features such that the distance among them can 
be evaluated. Nevertheless, in soft sciences such as Geology, Medicine, Sociology, etc. 
commonly the objects are described in terms of qualitative and quantitative features 
(mixed data). In this kind of descriptions could be not possible to use a distance, only 
the degree of similarity between objects can be determined, through a similarity 
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function. Therefore the k-means with similarity functions algorithm was proposed [2], 
but it depends on the initial conditions. For that reason, following the idea of the global 
k-means algorithm, the global k-means with similarity functions algorithm was 
proposed [4]. But this algorithm involves a heavy computational cost. So, in this paper 
we propose an algorithm that accelerates the global k-means with similarity functions 
algorithm without significantly affecting the quality of the solution. The proposed 
algorithm maximizes the similarity among objects belonging to the same cluster and 
minimizes the similarity among different clusters. 

This paper is organized as follows: section 2 describes related work. In section 3, 
the fast global k-means with similarity functions algorithm is introduced. Experimental 
results are shown in section 4 and finally, section 5 provides conclusions and future 
work. 

2   Related Work 

One of the main problems of the k-means algorithm is its dependency on the initial 
conditions, a good solution depends on good initial conditions; for that, usually the 
algorithm is executed multiple times in order to find a better clustering. 

Several attempts have been reported to solve the cluster initialization problem 
[6,7,8]. These attempts make the k-means algorithm more independent on initial 
conditions. However, they do not guarantee to get a global solution. Likas et al [1] 
proposed the global k-means algorithm which constitutes a deterministic effective 
global clustering algorithm which does not depend on the initial conditions or any 
other parameter. The global k-means algorithm uses the k-means algorithm as a local 
search procedure. The basic idea underlying this algorithm is that an optimal solution 
for a clustering problem with k clusters can be obtained through a series of local 
searches using the k-means algorithm. At each local search k-1 clusters centers are 
placed at their optimal position corresponding to the solution of the clustering 
problem with k-1 clusters and the remaining center is searched verifying each object 
in the data set. 

The attractiveness of the global k-means algorithm lies in finding a global solution, 
this finding involves a heavy computational cost, which represents its main 
disadvantage. For that reason the fast global k-means algorithm was proposed [1], this 
algorithm constitutes a straightforward method to accelerate the global k-means 
algorithm without significantly affecting the quality of the results. The difference lies 
in the way a solution for the problem with k-cluster is obtained. Given a solution for 
the problem with k-1 clusters, to solve the problem with k-clusters the algorithm does 
not verify each object of the data set, instead of this, it only uses a small subset of 
suitable candidates. 

The algorithms described above only allow working with numerical features, 
therefore, in [2] the k-means with similarity functions algorithm was proposed. This 
algorithm allows working with quantitative and qualitative features (mixed data), but 
it heavily depends on the initial conditions, so, following the idea of the global k-
means algorithm, the global k-means with similarity algorithm was proposed [4], this  
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algorithm finds a global solution for the clustering problem with k-clusters, and it 
uses the k-means with similarity functions algorithm instead of the k-means 
algorithm.  

3   Fast Global k-Means with Similarity Functions Algorithm 

Since the global k-means with similarity functions algorithm involves a heavy 
computational cost, in this paper an algorithm that accelerates it without significantly 
affecting the quality of the solution is proposed. The proposed algorithm and finds a 
global solution and uses the k-means with similarity functions algorithm as a local 
search procedure, which allows working with mixed data. 

Suppose that a data set X={x1,…,xm} is given, where each object is described by a 
set R={y1,…,yn} of features and it is required partitioning the data set in k clusters 
M1,…,Mk. Each feature takes values in a set of admissible values Di, yi(xj) ∈Di 
i=1,…,n. Thus, the features can be of any nature (qualitative: Boolean, multi-valued, 

etc. or quantitative: integer, real). A similarity function г:(D1×D2×…×Dn)
2→[0,1], 

which allows comparing objects is defined. In this work, the similarity function used 
was: 
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where Cp  is the comparison function between features values of yp. 
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and for quantitative features was: 
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where s = 1,…,m. 
In this kind of problems, it could be impossible to calculate means; so objects from 

the sample, called representative objects xj
r are used instead of means. These objects 

are in average the most similar with objects in the same cluster and, at the same time 
are the least similar with the rest of the representative objects (see [2] for details). The 
representative objects xj

r are used as centers of the clusters Mj, j=1,…,k.  
In this context, the clustering problem consists in maximizing the following 

objective function: 
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That is, an object xi will be assigned to the cluster such that its representative object 
is the most similar with xi. 

The global k-means with similarity functions algorithm finds an optimal solution 
for a clustering problem with k clusters, this is made through a series of local searches 
using the k-means with similarity functions algorithm. At each problem with k 
clusters, k-1 representative objects corresponding to the solution of the clustering 
problem with k-1 clusters are placed at their optimal position and the remaining 
representative object is searched for verifying each object in the data set. In this 
algorithm, the solution for the problem with one cluster is the object which is the most 
similar to all the objects of the data set. 

The global k-means with similarity functions algorithm involves a heavy 
computational cost; this is because the k-means with similarity functions algorithm is 
executed too many times. Therefore it is necessary to reduce the number of times that 
the k-means with similarity functions algorithm is executed without significantly 
affecting the quality of the results. This can be made by computing a bound Ji ≥ J + 
b*

i on the value that the objective function Ji could reach for each possible position xi 
searching for a solution of the k clusters problem from the k-1 clusters, where J is the 
value of the objective function (4) in the solution for the problem with k-1 clusters 
and b*

i is defined as follows: 
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where j
k 1−Γ  is the similarity between xj and the representative object of the cluster 

where xj belongs to in the solution of the problem with k-1 clusters. 
The position of the new representative object is initialized at the objects that 

maximize Ji, or equivalently that maximize b*
i, and the k-means with similarity 

functions algorithm is executed to obtain the solution for the problem with k clusters. 
The quantity b*

i measures the guaranteed increment in the objective function (4) 
by inserting a new cluster at object xi. 

Suppose the solution for the problem with k-1 clusters is ( ( )1*
1 −kxr , 

( )1*
2 −kxr ,…, ( )1*

1 −− kx r
k

), when a new representative object is added as the object xi 

the new cluster will allocate all objects xj whose similarity with xi is greater than the 
similarity j

k 1−Γ  from their previously most similar center. For example, if an object has 

a similarity of 0.7 with the representative object of its cluster, and the similarity with 
the object xi is 0.9, then this object will be allocated in the new cluster where xi is the 
representative object. So, the objective function will has an increment of at least 0.2. 

Therefore, the sum ( )( )∑
=

−Γ−Γ
m

j

j
kji xx

1
1 0,,max  measures the increment in the objective 

function when a new cluster is added at object xi. Due we use an implementation of 
the k-means with similarity functions algorithm that keeps the best value of the 
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objective function with its representative objects in all steps, the value of the objective 
will have an increment of at least b*

i. In this way, the objects which maximizes the 
function b*

i could produce a bigger increment in the objective function. 

If the k-means with similarity functions algorithm is executed with ( ( )1*
1 −kx r , 

( )1*
2 −kx r ,…, ( )1*

1 −− kxr
k

,
tx ) as the initial set of representative objects, where 

( )1*
1 −kx r , ( )1*

2 −kx r ,…, ( )1*
1 −− kxr

k
 is the solution for the k-1 clusters and xt are the 

objects which maximizes b*
i. Since it is guaranteed that the objective function will be 

increased in at least b*
i, the increment in the objective function that will be obtained 

by executing the k-means with similarity functions algorithm after inserting a new 
representative object at object xi can be bounded by J + b*

i. 
The pseudo code of the fast global algorithm is depicted as follows: 

Input: k = number of clusters 
       n = number of objects of the data set 
Output: RO [1,…,k] /* Representative Objects */ 
        OF /* Value of the objective function */ 
Count = 0 
Seeds [1,…,k] = 0 
//  For the problem with one cluster, the object which is the most 
// similar to the data set.  
Seeds[1] = most similar object to the data set 
for k’=2 to k 

Bi = 0 // Variable that saves the maximum value of the Bi’s 
for i=1 to m 

// Obtain Bi

*  using formula (6) 
Baux = ObtainBi (i) 
if Baux > Bi 
Bi = Baux 

// Get the objects which maximizes Bi and save it in a vector 
Vector[] = GetObjectsMaxBi () 
m’ = length (Vector) 
for i=1 to m’ 

xi = Vector[i] 
if xi ≠ Seeds[1,…,k’-1] 
[SRO,J] = KMeansWithSimilarityFunctions(Seeds[1,…,k’-1],xi) 
/* SRO is the set of representative objects */ 
/* J is the objective function */ 
if J>count then 
    count = J 
    Seeds = SRO 

RO = Seeds 
OF = count 

4   Experimental Results 

The proposed algorithm was tested on several data sets; two kinds of data sets were 
used: data sets with mixed data, and data sets containing only numerical features. The 
data sets were taken from the repository of machine learning databases of the 
University of California, Irvine [3]. In all data sets, experiments considering only 
information of the features and ignoring class labels were done. The quality of the 
obtained solutions was evaluated in terms of the objective function (4).  
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The data sets containing only numerical features were: Ecoli, Glass, Iris and Wine; 
the data sets with mixed data were: Bands, Credit, Flags and Machine. 

For all data sets, the following experiments were done: 

• One run of the global k-means with similarity functions algorithm for the 
problem with k=2,…,15. 

• One run of the fast global k-means with similarity functions algorithm for the 
problem with k=2,…,15. 

• m runs (where m is the number of objects of the data set) of the k-means with 
similarity functions algorithm for each problem with k=2,…,15 starting with 
random initial representative objects. For each data set, the average, the 
maximum and the minimum of the objective function were calculated. 

 

Fig. 1. Experimental results obtained with numerical data sets 
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Figure 1 shows the results obtained by applying the fast global k-means with 
similarity functions, the global k-means with similarity functions and the m 
executions of the k-means with similarity functions algorithm on four data sets 
containing only numerical features (Ecoli, Glass, Iris and Wine). 

In all the experiments, the results obtained by the fast global k-means with 
similarity functions algorithm were better than the average of the m executions of the 
k-means with similarity functions algorithm and in a few cases the results were equal 
to the maximum. Compared against the global k-means with similarity functions 
algorithm, the fast global k-means with similarity functions obtains almost the same 
results but in less time. 

 

Fig. 2. Runtimes of the experiments with numerical data sets 

The runtimes of the experiments with numerical data sets are depicted in figure 2. 
In terms of the runtime, the fast global k-means with similarity functions algorithm 
was better than the others because its runtimes were significantly smaller as it is 
shown in figure 2, this is because our algorithm at each step with k-clusters does not 
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execute m-(k-1) times the k-means with similarity functions algorithm as the global k-
means with similarity functions algorithm does and each execution converges faster 
due it starts with better initial representative objects. In our experiments with 
numerical data sets, in average at each step only executes 5 times the k-means with 
similarity functions algorithm. The runtimes of the m executions of the k-means with 
similarity functions algorithm were greater the than the runtime of the global k-means 
with similarity functions algorithm and the fast global k-means with similarity 
functions algorithm. The runtimes obtained by applying the fast global k-means with 
similarity functions were the smallest, they are close to the X axis in the graphs of 
figure 2. 

 

Fig. 3. Experimental results obtained with mixed data sets 

Figure 3 shows the results obtained by applying the fast global k-means with 
similarity functions, the global k-means with similarity functions and the m 
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executions of the k-means with similarity functions algorithm on four data sets 
containing mixed features (Bands, Credits, Flags and Machine). 

In these experiments, in almost all the data sets, the results of the fast global k-
means with similarity functions algorithm were equal or better than the average of the 
m executions of the k-means with similarity functions, excepting in one case where 
the result was slightly less than the average (Machine data set with 14-clusters). The 
fast global k-means with similarity functions algorithm obtains good results compared 
against the global k-means with similarity functions algorithm, but in less time. 

 

Fig. 4. Runtimes of the experiments with mixed data sets 

As in the experiments with numerical features, the runtimes of the fast global k-
means with similarity functions algorithm were significantly smaller than the others 
as it is shown in figure 4. This is because the fast global k-means with similarity 
functions algorithm does not execute m-(k-1) times the k-means with similarity 
functions algorithm at each step and each execution converges faster due the best 
initial representative objects. In our experiments with mixed data, the fast global k-
means with similarity functions in average only executes 8 times the k-means with 
similarity functions at each step. 
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5   Conclusions 

In this paper, the fast global k-means with similarity functions algorithm was 
introduced. This algorithm is independent of the initial conditions and allows working 
with mixed data. It was tested with data sets containing mixed features and data sets 
containing only numerical features, and was compared against the k-means with 
similarity functions algorithm and the global k-means with similarity functions.  

In all the experiments excepting in one case, the quality of the results with the 
proposed algorithm were equal or better than the average of m executions of the k-
means with similarity functions algorithm. In the experiments with numerical 
features, the results were better that the average of m executions of the k-means with 
similarity functions algorithm. 

Compared against the global k-means with similarity functions, the fast global k-
means with similarity functions algorithm is significantly faster because at each step 
for k clusters it does not execute m-(k-1) times the k-means with similarity functions 
algorithm (it is executed in average, only 5 times with numerical data sets and 8 times 
with mixed data sets); the proposed algorithm gives solutions of equal or better 
quality than the average of m executions of the k-means with similarity functions 
algorithm in a significantly less runtime. 

Even though the fast global k-means with similarity functions algorithm is much 
faster than the global k-means with similarity functions algorithm and obtains good 
results, it is not feasible to apply it to large data sets. Therefore, as future work, we are 
going to find a strategy to apply it to large data sets. 
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Escuela Politécnica Superior, Universidad de Alcalá
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Abstract. Radar detection of targets in clutter and noise is an usual
problem presented in radar systems. Several schemes based on statistical
signal processing are proposed as detectors. In some cases, the Neural
Networks (NNs) are applied to this problem. In this article, a radar
detector based in a class of NN, the MultiLayer Perceptron (MLP), is
proposed. This MLP can be trained in a supervised way to minimize
the Mean Square Error (MSE) criterion. Moreover, it is demonstrated
that the MLP trained in that way approximates the Neyman-Pearson
detector. The NN-based detector proposed is compared with a Target
Sequence Known A Priori (TSKAP) detector. The last detector is only
took as reference because it is not realizable due to it is necessary to know
when the target exists and its magnitude and shape. The results show
how the proposed detector improves the performance of the TSKAP one
for different conditions of the target measured with the Signal-to-Noise
Ratio (SNR) and the skewness or shape parameter (a) of the Weibull-
distributed clutter. Finally, several figures show which is the improve-
ment of the NN-based detector.

1 Introduction

Neural Networks (NNs) are proposed for approximating the Neyman-Pearson
(NP) detector for detecting known targets in coherent Weibull clutter. The NP
detector is usually used in radar systems design. This detector maximizes the
probability of detection (Pd) maintaining the probability of false alarm (Pfa)
lower than or equal to a given value [1]. The detection of targets in presence of
clutter is the main problem in radar detection. Many clutter models have been
proposed in the literature [2]. One of the most used models is the Weibull one
[3][4][5].

The optimum detector for target and clutter with arbitrary Probability Den-
sity Functions (PDFs) has been set in [4]. Only suboptimal solutions were pro-
posed, like the Target Sequence Known A Priori (TSKAP) detector taken as
reference for the experiments. Also, these solutions convey implementation prob-
lems, some of which make them non-realizable.

NNs, paying special attention to the MultiLayer Perceptrons (MLPs), have
been probed to be able to approximate the NP detector when they are trained

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 522–529, 2006.
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in a supervised way to minimize the Mean Square Error (MSE) [6]. MLPs have
been applied to the detection of known targets in different environments [7][8].

In [2], NNs are applied for detecting radar targets in K-distributed clutter. In
this work, MLPs are trained to approximate the NP detector for known targets in
coherent Weibull clutter. The NN approach is probed to be able to outperform
the suboptimum solution proposed in [4] overcoming all the implementation
problems.

2 Target and Interference Models

The radar is assumed to collect N pulses in a scan, so input vectors (z) are
composed of N complex samples, which are presented to the detector. Under
hypothesis H0 (target absent), z is composed of N samples of clutter and noise.
Under hypothesis H1 (target present), a known target characterized by a fixed
amplitude (A) and phase (θ) for each of the N pulses is summed up to the clutter
and noise samples. Also, a doppler frequency in the target model of 1

2PRF is
assumed, where PRF is the Pulse Repetition Frequency of the system or the
sampling rate of the discrete process.

The noise is modeled as a white Gaussian complex process of variance equal
to 1, i.e., a power of 1

2 for the quadrature and phase components. The clutter
is modeled as a coherent correlated sequence with Gaussian AutoCorrelation
Function (ACF), whose complex samples have a modulus with a Weibull PDF.
The autocorrelation matrix of the clutter is given by

(Mc)h,k = Pcρ
|h−k|2
c ej(2π(h−k) fc

P RF ), 1 ≤ h ≤ N, 1 ≤ k ≤ N (1)

where Pc is the power, ρc is the one-lag correlation coefficient and fc is the
doppler frequency of the clutter.

The Weibull PDF depends of two parameters: the skewness or shape (a) and
the scale (b). The relationship between these parameters and the Pc is expressed
in (2).

Pc =
2b2

a
Γ

(
2
a

)

(2)

where Γ () is the Gamma function [9].
Taking in consideration that the complex noise samples are of unity variance

(power), the following power relationships are considered for the study:

Signal − to − NoiseRatio : SNR = 10log10
(
A2) (3)

Signal − to − InterferenceRatio : SIR = 10log10

(
A2

(1 + Pc)

)

(4)

Clutter − to − NoiseRatio : CNR = 10log10 (Pc) (5)

In [3] and [4] a model for generating coherent Weibull sequences is presented.
Fig. 1 shows the proposed scheme composed of two blocks. The first one is the
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Fig. 1. Generator of coherent correlated Weibull sequences

Correlator Filter, which is used to obtain a coherent correlated Gaussian se-
quence (CCGS) from a coherent white Gaussian sequence (CWGS). The second
block performs a PDF transformation to obtain the coherent correlated Weibull
sequence (CCWS) from the CCGS.

To transform the CWGS (ξ′[k] = x′[k] + jy′[k], k = 1, ..., N), in the desired
CCGS, the following linear function is implemented [3]:

ξ = U∗L
1
2 ξ′ (6)

where U and L are the matrixes with the eigenvectors and the eigenvalues (diag-
onal matrix) of the autocorrelation matrix of the clutter sequence, respectively.
The size of both matrixes is NxN , where N is the length of the ξ and ξ′ se-
quences, where both are taken as column vectors.

The NonLinear MemoryLess Transformation (NLMLT) transforms the CCGS
into a CCWS one [3] with the relationship:

w[k] = ξ[k]|ξ[k]| 2
a−1 (7)

Several relationships exist between the powers and the correlation coefficients
of the sequences involved in the generation.

The CCWS power (Pc) is obtained with (2) and the CCGS power (PcG) is
related with a and b in that way:

PcG = ba (8)

The relationship between the ρc and the correlation coefficient of the CCGS
(ρcG) is given by

ρc =
aρcG

2Γ ( 2
a )

(
1 − ρ2

cG

) 2
a +1

Γ 2
(

1
a

+
3
2

)

F

(
1
a

+
3
2
;
1
a

+
3
2
; 2; ρ2

cG

)

(9)

where F (A; B; C; D) is the Gauss Hypergeometric function [9].

3 Optimum and Suboptimum NP Detectors

In [3] the problem of optimum radar detection of targets in clutter is explored
when both are time correlated and have arbitrary PDFs. The optimum detector
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Fig. 2. TSKAP Detector

scheme is built around two non-linear estimators of the disturbances in both
hypothesis, which minimize the mean square error. The study of the detection
of Gaussian correlated targets in Gaussian correlated clutter plus noise is carried
out, but for the cases where the hypothesis are non-gaussian distributed, only
suboptimal solutions are studied.

The proposed detectors basically consist of two channels. The upper channel
is matched to the conditions that the sequence to be detected is the sum of the
target (hypothesis H1) plus clutter in presence of noise . While the lower one is
matched to the detection of clutter (hypothesis H0) in presence of noise.

For the detection problem considered in this paper, the suboptimum detection
scheme (TSKAP) shown in the figure 2 is taken.

Considering that the CNR is very high (CNR>>1), the inverse of the NLMLT
is assumed to transform the Weibull clutter in a Gaussian one, so the Linear
Prediction Filter (LPF) is a N-1 order linear one. Then, the NLMLT transforms
the filter output in a Weibull sequence. Besides being suboptimum, this scheme
presents two important drawbacks: 1) The prediction filters have N-1 memory
cells that must contain the suitable information to predict correct values for the
N samples of each input pattern. So N+(N-1) pulses are necessary to decide if
target is present or not; 2) The target sample must be subtracted from the input
of the H1 channel. There is no sense in subtracting the target component before
deciding if this component is present or not. It makes this scheme non-realizable
in a practice case.

4 NN-Based Detector

A detector based on a MultiLayer Perceptron (MLP) is proposed, in order to
overcome the drawbacks of the scheme proposed in the Section 3. Also, as MLPs
have been probed to approximate the NP detector when minimizing the MSE [6],
it can be expected that they outperform the suboptimum scheme proposed in [3].

The standard Back-Propagation Algorithm [10] with momentum and varying
learning rate is used in combination with cross-validation to train each MLP. In
order to minimize the MSE criterion, training and validation sets were synthet-
ically generated for the training. The training is stopped if the MSE estimated
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with the validation set increase during the last ten epochs of the training in order
to avoid overfitting. So, the results of the MLPs are cross-validated to compare
each other. Moreover, a new set (test set) of patterns is generated to test the
trained MLP for estimating the Pfa and Pd using the importance sampling tech-
nique and the Montecarlo simulation, respectively [11]. All the patterns of the
three sets are generated under the same conditions (SNR, CNR and a parame-
ters of the radar problem) for each experiment, changing the conditions from one
experiment to the other in order to study the capabilities of the MLP working
as a detector.

MLPs have been initialized using the Nguyen-Widrow method [12] and in
all cases the training process has been repeated ten times to guarantee that
the performance of the ten MLPs were similar in average. Once the ten MLP
trainings are made, the best MLP in terms of the MSE estimated with the
validation set is selected, in order to avoid the problem of keeping in local minima
at the end of the training.

The architecture of the MLP considered for the experiments is I/H/O, where
I is the number of MLP inputs, H is the number of hidden neurons in its hid-
den layer and O is the number of MLP outputs. As the MLPs work with real
arithmetic, if the input vector (z) is composed of N complex samples, the MLP
will have 2N inputs (the N in phase and the N in quadrature components of
the N complex samples). Taking into consideration the memory of the predic-
tion filters of the suboptimum (TSKAP) detector proposed in [3], MLPs of 2N
and 2(N+(N-1)) inputs have been trained. Note that the MLP with 2(N+(N-1))
inputs requires the same input vector size than the suboptimum detector pro-
posed, while the MLP with 2N inputs requires less number of samples to take
the decision.

5 Results

The performance of the detectors exposed in the previous sections is shown in
terms of the Receiver Operating Characteristics (ROC) curves, which gives the
Pd estimated for a desired Pfa. The experiments were made for N = 2. So, in
order to test correctly the TSKAP detector, patterns of length 3 (N + N − 1)
complex samples were generated, due to memory requirements of the detector.
The architecture of the MLP used to generate the NN-based detector is 6/10/1.
The number of MLP inputs (6) is establish by the patterns length. The number
of hidden neurons in its hidden layer is established to 10. Although it is not
shown an exhaustive study of the architecture size and its influence in the de-
tector performance, this number of hidden neurons gives enough intelligence to
the system. Finally, the number of MLP outputs (1) is established by the prob-
lem (binary detection). Moreover, another MLP architecture has been tested,
which architecture size is 4/10/1. The number of hidden neurons and the num-
ber of MLP outputs is the same as above, but the number of MLP inputs is the
same as two times the number of pulses that integrates the TSKAP for N = 2.
The first MLP architecture (6/10/1) is took in order to compare the NN-based
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Fig. 3. TSKAP and NN-based detector performances for SNR=10dB, CNR=30dB and
a=[0.6,1.2]
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Fig. 4. TSKAP and NN-based detector performances for SNR=20dB, CNR=30dB and
a=[0.6,1.2]

detector to the TSKAP detector when they have the same information. While
the second MLP architecture (4/10/1) is took to compare them in the case they
take the decision under the same quantity of information, because TSKAP take
the decision over N = 2 pulses.

Three sets of patterns were generated for each experiment: train, validation
and test sets. Each of them have 5000 patterns, where the a priori probabilities of
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hypothesis H0 and H1 are the same. The patterns of all the sets are synthetically
generated under the same conditions. These conditions involve the SNR, the
CNR and the parameter a of the Weibull-distributed clutter. The ROC curves
are given for specific radar conditions, so the sets are generated under these
conditions.

The conditions that usually models several real data clutter involves values of
a = 0.6 and a = 1.2 for the Weibull-distributed clutter. In fig. 3 can be appreci-
ated that the lower is the skewness parameter a, the better is the performance of
the NN-based detector for SNR and CNR values of 10 and 30 dB, respectively.
In fig. 4 can be appreciated almost the same characteristics as in fig. 3, but in
this case two differences can be observed. The first one is that the performance
of the detector based on the 4/10/1 MLP is lower than the TSKAP detector
one for high Pfa values. The second one is related with the performance loss of
detector based on the 4/10/1 MLP for high values of a (a = 1.2). For the 6/10/1
MLP (comparing it in the same conditions of availability of information as the
TSKAP detector) it does not occur.

The differences appreciated between the TSKAP and NN-based detectors ap-
pear because the first one is a suboptimum detector. So, the NN-based detector
is better than the TSKAP detector under certain circumstances as shown above,
but it will be always under the optimum detector. An analytical expression for
the optimum detector cans not be obtained in the case of detecting targets in
presence of Weibull-distributed clutter.

6 Conclusions

This article shows the comparison of two radar detectors that work in a Weibull-
distributed clutter plus white Gaussian noise environment: one based in a sub-
optimal solution (TSKAP detector) and other based in NNs trained in a super-
vised way to minimize the MSE (NN-based detector). The detector proposed
(NN-based detector) is able to solve the problems of the TSKAP detector: the
necessity of N-1 extra complex samples to fill the LPF internal registers and the
most important, its non-realizability because it is necessary know a priori the
target. So, the NN-based detector eliminate both drawbacks. Moreover, the NN
approximates the NP detector and improves the performance of the TSKAP de-
tector in the case it is taken 3 pulses (integrating 2 of them) to decide whether
a target is present (hypothesis H1) or not (hypothesis H0). Although, it is
not made an exhaustive investigation of the MLP size that composes the NN-
based detector, it is demonstrated that the size took for the experiments is good
enough.

The results show that the lower is the skewness parameter a of the Weibull-
distributed clutter, the better is the performance of the NN-based detector. On
the other hand, it is appreciated that the lower is the SNR, the better is its
performance. So, this detector can be considered for detect known targets in
presence of noise and Weibull-distributed clutter.
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Abstract. When applying independent component analysis (ICA),
sometimes that the connections between the observed mixtures and the
recovered independent components (or the original sources) to be sparse,
to make the interpretation easier or to reduce the model complexity. In
this paper we propose natural gradient algorithms for ICA with a sparse
separation matrix, as well as ICA with a sparse mixing matrix. The spar-
sity of the matrix is achieved by applying certain penalty functions to its
entries. The properties of the penalty functions are investigated. Experi-
mental results on both artificial data and causality discovery in financial
stocks show the usefulness of the proposed methods.

1 Introduction

Independent component analysis (ICA) aims at recovering latent independent
sources from their observable linear mixtures [4]. Denote by x = (x1, ..., xn)T

the vector of observable signals. x is assumed to be generated by x = As,
where s = (s1, ..., sn)T with mutually independent components and A is the
mixing matrix. Here for simplicity we assume the number of observed signals is
equal to that of the independent sources. Under certain conditions on A and the
distribution of si, ICA applies the following linear transformation on x:

y = Wx (1)

The separation matrix W is tuned such that the components of y = (y1, ..., yn)T

are mutually as independent as possible, and finally yi provide an estimate of
the original sources si.

When performing ICA, sometimes it is desirable not only to achieve the in-
dependence between outputs, but also to make the transformation matrix (the
separation matrix W or the mixing matrix A) as sparse as possible, i.e. to make
its zero entries of the transformation matrix as many as possible, for the follow-
ing reasons. First, consider the case where the data dimension is high and the
true values of some entries of the transformation matrix are 0. If the zero en-
tries can be automatically detected and are set to 0 during the learning process,
� This work was partially supported by a grant from the Research grants Council of

the Hong Kong Special Administration Region, China.
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the model complexity will be reduced and the parameters will be estimated
more reliably. Second, a sparse mixing matrix means that the observations xi

are affected by only a smaller subset of the independent sources si, and this
makes the interpretation easier. The third reason is application-oriented. Re-
cently, ICA was proposed for identifying the linear, non-Gaussian, acyclic causal
model (LiNGAM) [8]. If the data are generated according to the LiNGAM model,
theoretically, the ICA separation matrix W can be permuted to lower triangu-
larity. However, in practice this may not be true, due to the finite sample effect,
noise effect, or slight violation of the model. So in order to estimate LiNGAM,
W with as many as possible zero entries is preferred.

In this paper we propose methods to perform ICA with a sparse transforma-
tion matrix. The sparsity of the transformation matrix is achieved by maximizing
the likelihood function of the ICA model together with suitable penalties on the
ICA transformation matrix. We first discuss the properties of various penalty
functions which can produce sparse coefficients in the linear regression problem,
and also propose a new one. Under certain regularity conditions, likelihood-based
models can also incorporate the above penalties to produce sparse parameters.
In this way we develop the natural gradient-based ICA algorithm producing a
sparse separation matrix, as well as that producing a sparse mixing matrix.

2 Penalties Producing Sparse Coefficients in Linear
Regression

In the statistics literature, the behavior of different penalties in the linear re-
gression problem has been intensively studied. By incorporating the Lγ penalty
on the regression coefficients βi, the penalized least square error (LSE) estimate
for the coefficients β = (β0, ..., βn)T is obtained by minimizing the mean square
error plus the penalty term λ

∑n
j=1 |βj |γ , where λ ≥ 0 is a parameter controlling

the extent to which the penalty influences the solution. γ = 2 results in ridge
regression, which tends to make coefficients smaller, but cannot set any coeffi-
cient to 0. The L2 penalty also results in the weight decay regularizer in neural
networks learning. The least absolute shrinkage and selection operator (Lasso)
emerges when γ = 1, i.e. the L1 penalty is adopted [9]. The L1 penalty corre-
sponds to a Laplacian prior on βi. It automatically sets insignificant coefficients
to 0 with a suitable λ; however, it has the disadvantage that it also influences
the estimate of significant coefficients.

In [3] it was claimed that a good penalty function producing sparse parameters
should result in an estimator with three properties. They are: 1. unbiasedness
for the resulting estimator of significant parameters, 2. sparsity, which means
that insignificant coefficients are automatically set to 0, to reduce the model
complexity, and 3. continuity of the resulting estimator with respect to changes
in data to avoid unnecessary variation in model prediction. Furthermore, the
smoothly clipped absolute deviation (SCAD) penalty, which possesses the above
properties, was proposed. The derivative of the SCAD penalty (including the
coefficient λ) is given by (for β > 0)
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P ′
λ(β) = λ

{
I(β ≤ λ) +

(aλ − β)+
(a − 1)λ

I(β > λ)
}

, for some a > 2 (2)

where I(·) is the indicator function. The typical value for a is 3.7, which is ob-
tained from the Bayesian viewpoint [3]. The SCAD penalty corresponds to an
improper prior on β. It was also shown that with a proper choice of regulariza-
tion parameter, the SCAD penalty exhibits the so-called oracle property. This
property is very appealing, meaning that the coefficients whose true values are
zero are automatically estimated as zero, and that the remaining coefficients are
estimated as well as if the correct submodel were known in advance. For details
of the SCAD penalty, see [3].

Now we propose a generalized version of the SCAD penalty and consider some
computational problems. In fact, in the SCAD penalty (Eq. 2), the parameter
controlling the strength of the penalty and that controlling the range the penalty
applies to are not necessarily equal; we then propose the following generalized
SCAD (GSCAD) (for β ≥ 0):

P ′
λ(β) = λ

{
I(β ≤ λ1) +

(aλ1 − β)+
(a − 1)λ1

I(β > λ1)
}

(3)

GSCAD plays a trade-off between SCAD and the L1 penalty. When λ1 is very
large, it tends to be the L1 penalty. When the data are very noisy, we can
choose the parameter λ1 > λ so that the penalty operates on a wider range in
the parameter space than SCAD. The penalty for weight elimination in neural
networks learning [10] can be considered as a heuristic approximate to GSCAD.
But it just shrink small parameters and can not set any parameter to 0.
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Fig. 1. (a) Curves of the four penalty functions with λ = 1. (b) Their derivatives.

Any penalty which can set small parameters to 0 and result in a continuous
estimator, including the L1 penalty and (G)SCAD, must be singular (not dif-
ferentiable) at the origin [3]. Consequently, we can not use the gradient-based
learning rule to optimize the objective function when β is very close to 0. Here we
use some approximation to tackle this computational problem. We can use the
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function tanh(mβ) (m is a large number, say 200) to approximate the derivative
of |β|. The GSCAD (Eq. 3) is then approximated by

P ′
λ(β) = λ

{
tanh(mβ) · I(β ≤ λ1) + tanh(mλ1) · (aλ1 − β)+

(a − 1)λ1
I(β > λ1)

}
(4)

As the price of the approximation, β will not exactly shrink to 0 even if its
true value is 0; it will converge to a very small number (about 10−2) instead. In
practice, after the convergence of the algorithm, we need to set the parameters
whose values are small enough, say, smaller than 0.02, to 0. For the illustrative
purpose, Fig. 1 depicts the penalty functions discussed above, as well as their
derivatives.

3 ICA with Sparse Transformation Matrix

Under weak regularity conditions, the ordinary maximum likelihood estimates are
asymptotically normal [5], and the above penalties can be applied to likelihood-
based models [3]. As ICA algorithms can be derived from a maximum likelihood
point of view [7], ICA with a sparse transformation matrix can be derived with the
data (log-)likelihood together with the above penalties as the objective function.

3.1 ICA with Sparse Separation Matrix

Denote by pi(si) the probability density function of the source si, and let wi be
the i-th column of WT . According to the ICA model (Eq. 1), the log-likelihood
of the data x is

�(x;W) =
T∑

t=1

n∑

i=1

log pi(wT
i xt) + T log | detW| (5)

where T denotes the number of samples. The penalized log-likelihood (divided
by T ) is

�P =
1
T

�(x;W) −
n∑

i,j=1

Pλ(wij) (6)

Its gradient w.r.t W is

d�P

dW
= −E{ψ(y)xT } + [WT ]−1 − [P ′

λ(wij)] (7)

where ψ(y)=(ψ1(y1), ..., ψn(yn))T denotes the score function of y, with ψi(yi) =
− p′

i(yi)
pi(yi)

, and [P ′
λ(wij)] denotes the matrix whose (i, j)-th entry is P ′

λ(wij). Mul-
tiplying the above equation from the right-hand side with WT W, the corre-
sponding natural gradient learning rule [1] for W can be obtained:

�W ∝
(
I − E{ψ(y)yT } − [P ′

λ(wij)]WT
)
W (8)
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W and yi estimated by ICA have the scaling indeterminacy. However, in the
penalized log-likelihood (Eq. 6), the value of the penalty Pλ(wij) depends on the
scale of wij , and the scaling indeterminacy should be avoided. A convenient way
is to replace the diagonal entries of the right-hand side of Eq. 8 with 1 − E{y2

i }
to ensure that yi are of unit variance at convergence.

3.2 ICA with Sparse Mixing Matrix

Now we give the learning rule for ICA with a sparse mixing matrix. The gradient
of the penalized log-likelihood (Eq. 6) w.r.t A is

d�P

dA
= [AT ]−1(ψ(y)yT − I) − [P ′

λ(aij)] (9)

where [P ′
λ(aij)] denotes the matrix whose (i, j)-th entry is P ′

λ(aij). The corre-
sponding natural gradient learning rule for A [1,6] is

�A ∝ A
(
ψ(y)yT − I − AT [P ′

λ(aij)]
)

(10)

In our implementation the diagonal entries of the right-hand side of the above
equation are replaced by 1 − E{y2

i } to avoid the scaling indeterminacy.

3.3 To Determine Parameters in Penalty Functions

The performance of the penalies is affected by the choice of the parameters in
them. For example, in order to possess the oracle property (see Section 2) for
the SCAD penalty, λ should satisfy the condition λT → 0 and

√
TλT → ∞ as

T → ∞. Note that here we use the subscript T to indicate that the choice of λ
depends on the sample size T . The popular ways to select the parameters in the
penalties are cross-validation and generalized cross-validation [3]. The choice of
these parameters can also be application-oriented. For instance, in Section 4.2
we will discuss how to select the parameter λ when applying ICA with a sparse
separation matrix (Eq. 8) to estimate the LiNGAM model, in the situation that
the LiNGAM assumption is slightly violated.

4 Experiments

We now present two experiments to show the usefulness and the behavior of the
proposed methods.1 In the first experiment, we use artificial data to illustrate
and compare properties of various penalty functions discussed in Section 2. In
the second experiment, ICA with a sparse separation matrix is used to discover
the LiNGAM causal relations among a set of stocks selected from the Hong Kong
stock market.
1 We also have exploited ICA with a sparse separation matrix to analyze high-

dimensional gene expression data (with 77 conditions and 6180 genes). The reg-
ularization parameter λ is selected by five-fold cross-validation, and ICA with a
sparse separation matrix gives much more stable separation results than traditional
ICA. This result is not reported in detail due to space limitation.
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4.1 With Artificial Data

In this experiment four independent sources are a sine wave (s1), a uniformly
distributed white signal (s2), a sign signal (s3) with a different frequency as s1,
and a normally distributed white signal (s4). The entries of the mixing matrix
A are randomly generated between −0.5 and 0.5, and some of them are set to 0
to make A sparse:

A =

⎛

⎜
⎜
⎝

0.1518 −0.2793 0 0
−0.4472 −0.1934 0 0
−0.2707 0.2207 −0.3748 0
0.0874 0.4544 −0.3338 −0.2310

⎞

⎟
⎟
⎠

The observations are generated by x = As + n, where n = (n1, ..., n4)T denotes
isotropic Gaussian noise. Here we use the ratio of the standard deviation of ni

to the average standard deviation of xi − ni to measure the noise level.
We compare the performance of four ICA methods for estimating A at differ-

ent noise levels. These methods all exploit the natural gradient-based algorithm
(Eq. 10), but different penalty functions are applied to entries of the estimate
of A. The first one does not use any penalty, i.e. it is the traditional natural
gradient ICA algorithm. The penalties in the other methods are the L1 penatly,
SCAD (Eq. 2), and GSCAD (Eq. 3), respectively. The parameters in the penalty
functions are chosen empirically. λ = 0.05 for all the above penalties. In SCAD,
a = 3.7. In GSCAD, λ1 = 1.5λ and a = 3.3.

At each noise level, we repeat the above methods for 30 runs. In each run, the
sources s2 and s4 and the noise n are randomly generated. Fig. 2(a) shows the
estimate of the entry a14 at different noise levels (with columns of the estimate of
A correctly permuted). Note that here the estimate of a14 will not be exactly 0
since we use tanh(maij) to approximate the gradient of |aij |. Fig 2(b) compares
the Amari performance index [2] obtained by the above methods. The smaller the
Amari performance index, the better separation performance. From these figures
we can see that when the noise level is not very high, the last three methods
always performs better than traditional ICA. From the error bar in Fig. 2(a) we
can see that they all provide a more stable estimate. Among the three penalties,
the L1 penalty is not as good as the others. The reason is probably that it
penalizes all entries of the estimate of A, including the significant and reliable
ones. SCAD and GSCAD give very similar performance. However, when the
noise level is comparatively high (greater than 0.3), GSCAD behaves slightly
better than SCAD.

4.2 For Estimation of LiNGAM Among Stock Returns

If the ICA separation matrix W of observed variables can be permuted to lower
triangularity, these variables follow the LiNGAM model and W implies the
causal relations among them [8]. In practice, W produced by traditional ICA is
unlikely to have many zero entries, especially when the LiNGAM assumption is
slightly violated. In [8], statistical tests were proposed to prune entries of W such



536 K. Zhang and L.-W. Chan

(a)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
−0.05

−0.04

−0.03

−0.02

−0.01

0

0.01

0.02

0.03

0.04

0.05

Noisy level (std(n
i
)/std(x

i
−n

i
))

a 14
 (

th
e 

tr
ue

 v
al

ue
 is

 0
)

No penalty
With LASSO
With SCAD (a=3.7)
With GSCAD (λ

1
=1.5λ, a=3.3)

(b)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

Noisy level (std(n
i
)/std(x

i
−n

i
))

A
m

ar
i p

er
fo

rm
an

ce
 in

de
x

No penalty
With LASSO
With SCAD (a=3.7)
With GSCAD (λ

1
=1.5λ, a=3.3)

Fig. 2. (a) The estimate of the entry a14 (the true value is 0) at different noise levels.
The error bar denotes the standard deviation of the results of 30 runs. The curves are
shifted a little for clarity. (b) The Amari performance index.

that it is permuted to lower triangularity. However, it does not adjust W con-
tinuously, and consequently, small changes in data may result in sudden changes
in the result. In addition, the interaction among entries of W is neglected when
do pruning, and after an entry is pruned, the value and significance of others are
changed. ICA with a sparse separation matrix provides a more reliable way to
estimate the LiNGAM model.

When using ICA with a sparse separation matrix for estimation of the
LiNGAM model, we need to choose a suitable λ such that the resulting W can be
permuted to lower triangularity. A greedy scheme can be adopted for determining
λ. (When using the GSCAD penalty, we set λ1 = 1.5λ and a = 3.3 empirically.)
Starting from a small value, each time λ is increased by a fixed increment. After
the algorithm converges for the new value of λ, we check whether the LiNGAM
assumption holds by examining W. The check can be easily done with Algorithm
B in [8]. Once the LiNGAM assumption holds, we stop the above procedure and
the LiNGAM model is estimated by analyzing W; if λ reaches the upper bound
set in advance or the correlations of yi become significant, we terminate the
above procedure and conclude that the data do not follow the LiNGAM model.

x1: Cheung Kong (0001.hk)    
x2: CLP Hldgs (0002.hk)      
x3: HK & China Gas (0003.hk) 
x4: Wharf (Hldgs) (0004.hk)  
x5: HSBC Hldg (0005.hk),     
x6: HK Electric (0006.hk)    

Fig. 3. LiNGAM causal relations among the six stocks
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The computation involved in this method is not high, since the convergence of
the algorithm for the new value of λ usually requires just several iterations.

The data to be analyzed are returns of six stocks selected from the Hong
Kong stock market. The stocks (0001.HK∼0006.HK) are given in the legend of
Fig. 3. Starting from λ = 0.04 and increased by 0.04 each time, finally when
λ = 0.16 the LiNGAM assumption holds for W estimated by ICA with a sparse
separation matrix (Eq. 8). Fig. 3 gives the LiNGAM causal relations. x2, x3,
and x6 are components of the Hang Seng Utilities Index, and they are inter-
connected. x1, x4, and x5 are closely related. This figure also tells us how their
returns are influenced by others.

5 Conclusion

ICA with sparse connections is more suitable than traditional ICA for some real-
world problems. In this paper We have proposed natural gradient algorithms for
ICA with a sparse separation matrix and ICA with a sparse mixing matrix. The
algorithms are derived by maximizing the ICA likelihood penalized by certain
functions. Various penalty functions which can produce sparse parameters have
been discussed and compared. A direct application of the proposed methods is
to estimate the LiNGAM model. The proposed methods have been applied to
both artificial data and real-world data, and the experimental results support
the theoretical claims.
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Abstract. Although various location-sensing techniques and services have been 
developed, most of the conventional location-based services provide only static 
service. They do not consider user’s preference but only a current location. 
Considering the trajectory might help to understand the user’s intention and to 
provide a proper service. We propose a novel method that predicts user’s mobil-
ity to provide service corresponding to the intention. The user’s movement tra-
jectory is analyzed by two stage modeling of recurrent self-organizing maps 
(RSOM) and Markov models. Using a GPS data set collected on the campus of 
Yonsei University, we have verified the usefulness of the proposed method. 

1   Introduction 

Location-based services (LBS) are a hot topic in the field of wireless networks and 
mobile communication services. If it might be delivered to predict the user intention, 
a proper service can be provided at appropriate time.  

At the network level, there are several management tasks that are deeply influenced 
by the user’s mobility, such as handoff management, flow control, resource allocation 
[1], congestion control, call admission control, and quality of service (QoS) 
provisioning [2]. At the service level, the importance of mobility prediction 
techniques stems from the LBS [3,4], which provides the users with improved 
wireless services based on a combination of their profile and current or predicted 
location. Such services include pushed online advertising, map adaptation, user-
solicited information, such as local traffic information, weather forecasts, instant 
messaging for communication with people within the same or nearby localities, 
mapping/route guidance, and directing people to reach their destination. 

It is an essential element to incorporate location information into a real map in 
order to implement location-based services. We can easily obtain the location 
information using location sensing device such as GPS, but it is difficult to 
incorporate a complicated real map with them. In [5], the environment context 
describes information regarding the landscape and environment of the user 
represented using a Spatial Conceptual Map (SCM). As defined in [5], an SCM is “an 
abstraction of a real map representing a portion of the urban environment.” 

To increase the accuracy of location prediction, recent research trends predict 
user’s movement through modeling the user's moving behavior by storing all the 
possible movement paths and related mobility patterns that are derived from the  
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long-term history of moving events of the mobile user [6]. A closely related work has 
been carried out by Ashbrook and Starner [3], where a GPS system is used to collect 
location information over time. The system then automatically clusters GPS data 
taken into meaningful locations at multiple scales. These locations are then 
incorporated into a similar Markov model to predict the user's future movement based 
on the highest probability transition from the current location. However, this model is 
dependent only the current location or place of the user. In [7], Liu and Maguire 
further pursued this method by modeling the user's movement behavior as repetitions 
of some elementary movement patterns. Tabbane [8] proposed that a mobile 
terminal's location can be derived from its quasi-deterministic mobility behavior and 
can be represented as a set of movements in a user profile. 

This paper proposes a method that analyzes a user’s movement in order to predict 
the user’s future movement. In first stage, the location information in the real world 
are abstracted into a map using RSOM, and Markov models for each cell of the map 
is trained to classify into the type of mobility at the second stage. 

2   Domain Analysis 

The user’s trajectories were collected at Yonsei university (about 800×900 m2) for 20 
days by using the GPS sensor, which includes the error range of 10 meters.  

Table 1. User’s movement path 

Path 
Class 

Start Location End Location 
Goal 

1 Main Gate Engineering Hall I Lecture 
2 Engineering Hall I College of Liberal Arts II Part-time job 
3 College of Liberal Arts II Auditorium Lecture 
4 Auditorium College of Social Science Lecture 
5 College of Social Science Engineering Hall III Lecture 
6 Engineering Hall III Student Union Have Lunch 
7 Student Union Engineering Hall III Lecture 
8 Engineering Hall III Central Library Study 
9 Central Library College of Liberal Arts I Club activity 

10 College of Liberal Arts I Main Gate Go home 
11 Engineering Center Student Union Have Lunch 
12 Engineering Center Student Union Personal work 
13 Engineering Center College of Business Lecture 
14 Engineering Center College of Business Lecture 

Analyzing the data, we recognized 11 representative places for attending a lecture, 
having lunch, studying, personal work and participating club activity as shown in 
Table 1. We define 14 classes of movement patterns while each class has 9 instances. 
The data shows that the movement path is changed according to the user’s intention 
class; each data is the same start location and end location such as class 11 and 12, 
class 13 and 14. In Table 1, class 11 and 12 mean movement patterns in case of a 
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different movement goal. Going to the Student union in order to have lunch with 
friends, the student usually leaves the Engineering center and passed by the 
Engineering hall 3 (class 11); going to the Student union in order to conduct personal 
activities, the student directly goes toward the Student union (class 12). Class 13 and 
14 present movement patterns of user’s different states. Moving from the Engineering 
center to the College of business to deliver a lecture, if the student is late, she selects a 
shortcut which is a hill passing by the Science hall (class 13). Otherwise, she chooses 
a long flat path which is passed by the Student union (class 14). 

3   Mobility Modeling Based a Two-Stage Model 

The proposed framework is comprised of three phases as shown in Fig. 1: Information 
gathering, user modeling, and prediction module. In the information gathering phase, 
the GPS sensor collects user’s location information and then it is stored on the 
knowledge base. User modeling contains two stages such as the feature abstraction 
and the trajectory classification. The feature abstraction summarizes a real map onto a 
2D map and discovers meaningful patterns using RSOM. In the trajectory 
classification, Markov model is used to model the mobility for each cluster of the 
map. Finally, the prediction module predicts the future movement using the user's 
model built at the previous phase. 

 

Fig. 1. Overview of the proposed framework 

3.1   Stage 1: Feature Abstraction Using RSOM  

RSOM, one type of SOM, copes with temporal sequence processing and inherits 
original properties of SOM [9]. It can organize nodes topographically to provide users 
with an abstract representation of the real map. It allows storing temporal context 
from consecutive input vectors. In this problem, the input vector, )(nx , is GPS data 
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observed at time n , which is two dimensional vector composed of user’s longitude 
and latitude. The RSOM simplifies a real map which has the complicated location 
information, corresponding to the SOM map. It is possible for similar movements to 
map onto neighborhood locations in RSOM output space. User’s movement data set 
was clustered by RSOM and then each cluster was learned. The algorithm for 
training RSOM is as follows:  

1. Initialize: The codebook vector )0(iw  is initialized by assigning random 

numbers. 
2. Competition: An input pattern )(nx  from input space is drew between cur-

rent input pattern and each unit in output map is computed using Euclidean 
distance measure as follows: 

))()(()1()1()( nwnxnyny iii −+−−= αα  

where α  is the leaking coefficient, )(nyi  is the leaked difference vector at 

step n  and )(nx  is the input vector at step n . The best matching unit at time 

step n  selected as the unit of minimum difference. 
||)(||minarg)( nynb ii=  

By this process, a continuous input pattern is mapped onto discrete output 
space. 

3. Cooperation: The topological neighborhood is defined with respect to the lat-
tice structure, not according to difference between the current input pattern 
and map units. The following Gaussian function h  is typically used as a 
neighborhood function. 
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4. Adaptation: The weights of units inside the neighborhood are updated in re-
lation to input vector using the following equation.  

)()()()()1( ),( nynhnnwnw iinbii η+=+  

The learning rate parameter )(nη  also varies during learning. By the 

neighborhood function, the units in neighborhood are updated in a distance-
weighted manner instead of being uniformly updated. The algorithm is con-
tinued with competition steps until no noticeable changes in output map are 
observed. The difference vectors are reset to zero after learning each input 
sequence.  

3.2   Stage 2: Trajectory Classification Using Markov Model 

A Markov model is a stochastic process based on the Markov assumption, under 
which the probability of a certain observation only depends on the observation that 
directly precedes it [10]. A Markov model has a finite number of states, n,,2,1  
which are defined by a transition probability matrix and an initial probability 
distribution. 
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where ijp is the probability of state transition from i  to j , iq  is the probability of 

which the state i  is observed at time 0. 
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We can learn a Markov model by computing the transition probability and the 
initial probability distribution from the training data as follows: 

i

ij
ij N

N
p =  

where ijN  is the number of state transitions from state i  to state j  and iN  is the 

number of observation of state i . 

N

N
q i

i =  

N  is the total number of observations. The trajectory models are built using the first-
order Markov models. A Markov model learns the sequences of the best matching 
units instead of the raw GPS data. Changes to the best matching units during the 
processing sequence can be considered as changes of state because the SOM 
approximates the input space.  

3.3   Intention Prediction 

Evaluating current movement: The state i  in Markov model corresponds to the i th 
output unit in RSOM because the sequences of the best matching units are used as 
inputs. In order to avoid the effect from the length of an input sequence, the 
probability for each class is normalized constantly for each movement of the 
sequence. The probability is computed as follows: 

∏
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Selecting the closest movement pattern: The prediction of user's future movement is 
made by using the probabilities of local models, which are built by training each 
output space of RSOM using Markov model. The simplest solution to select the most 
likely movement pattern is maybe applying the predefined threshold to the probability 
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of the local model. However, this method lacks the flexibility because the level of 
probability varies according to the length of the movement. The significance of a 
local model is used instead of the direct use of the local model probability. The 
significance of a local model is computed as follows: 

∑
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b means the sequence of best matching unit  {b(0), b(1), …, b(T)} and LMi 

represents a local model associated to the ith output node. Using this method, we can 
predict user’s movement as soon as the probable pattern is found. 

4   Experimental Results 

We have verified the proposed method with the dataset described in Section 2. In the 
experiment, a 16×16 map was used for RSOM. The initial learning rate and the initial 
neighborhood radius were set as 0.03 and 4, respectively. It repeated 5,000 times. 

 

Fig. 2. Data superimposed on real campus map and labeled output units of RSOM 

Fig. 2 presents the collected GPS data superimposed on real campus map and the 
labeled output units of RSOM. The real map is labeled in accordance with class 
number of the end location in Table 1. After training RSOM, each output unit is 
labeled by one of 14 classes. We evaluate the training data using the RSOM and each 
movement pattern is associated with its last best matching unit. Each cell shows an 
output unit and the empty cell presents the output unit which does not participate in 
the clustering. As shown in Fig. 2, the same moving patterns are located at near 
locations. In addition, we can find out two large groups: Top-left side and bottom-
right side. In top-left side of map, there are 2, 3, 4, 9, 13 and 14. 1, 5, 6, 7, 8, 10, 11 
and 12 are at bottom-right side. The top-left side group ends in the northern part of 
campus. On the other hand, the bottom-right group ends in the southern part of  
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Table 2. Confusion matrix 

Predicted (M: Miss, A: Accuracy) 
 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 M A 
1 5            1   3 0.56 
2  6       2   1    0.67 
3   8          1   0.89 
4    8          1  0.89 
5     8         1  0.89 
6      6  3        0.67 
7       8    1     0.89 
8      6  2      1  0.22 
9         4     1 3 0.44 

10          8   1   0.89 
11           3 1 3 1  0.33 
12            7    0.78 
13           1  8   0.89 

A
ct

ua
l 

14   1    1     4 2 1  0.11 

campus. They are due to the topology preservation property of SOM which helps the 
user browse clustered moving patterns easily. 

The confusion matrix of the samples in this experiment is given in Table 2. The 
‘miss’ column shows the data whose significance do not exceed the threshold until the 
end of movement. The prediction accuracies of class 1 and 9 are low. There was not 
enough time to exceed the threshold because the main gate and engineering hall I, the 
central library and the college of liberal arts I are so close to each other. In ambiguous 
situations such as classes 6 and 8, the accuracies are 0.67 and 0.22, respectively. All 
errors in predicting paths 6 and 8 might be due to the confounding of the two paths. 
The total hit rate, miss rate and error rate of the prediction are 0.65, 0.05 and 0.3, 
respectively. 

5   Conclusion 

In this paper, we presented a method to predict user’s future movement and to provide 
a service by reasoning user’s states and movement goals. The complexity of data is 
reduced by RSOM for the raw GPS data, where multiple Markov models are learned 
for each cell of RSOM. When a new sequence input, the user is immediately provided 
with an assigned service if it is similar to pattern of local model and over the 
predefined threshold. 

It is too difficult to accomplish intelligent services by accurately predicting user’s 
moving intension using only current location information. As the future work, we will 
gather information such as not only location but also schedules, moving time, pictures 
of the space, etc. to infer user’s movement intensions. In addition, we will compare 
the proposed method with other techniques using evidential reasoning of Dempster-
Shafer’s theory [11] or REKF.  
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Abstract. Distributions of very high dimensional data are, in most cases, not 
even, but skewed. For this reason, there can be more effective dimensions than 
others in partitioning a high dimensional data set. Effective dimensions can be 
used to partition the data set in more balanced way so that data are located in 
more evenly distributed. In this paper, we present schemes to select dimensions 
by which high dimensional data sets are partitioned for efficient similarity joins. 
Especially, in order to efficiently reduce the number of partition dimensions, we 
propose a novel scheme using diagonal dimensions compared with 
perpendicular dimensions. The experimental results show that the proposed 
schemes substantially improve the performance of the partition-based similarity 
joins in high dimensional data spaces. 

1   Introduction 

Data derived from image and multimedia applications, time-series databases, and data 
mining are usually very high dimensional that even well-known multi-dimensional 
index structures [5,6,7] are not adequate for use. Distributions of very high 
dimensional data are, in most cases, not even, but skewed. For this reason, if we 
partition the data set along dimension axes, there can be more effective dimensions 
than others. Effective dimensions can be used to partition the data set in more 
balanced way so that data are located in more evenly distributed. In this respect, 
finding effective dimensions are crucial in searching objects in high dimensional data 
sets. 

Similarity joins in a high dimensional space is considered as an important primitive 
operator in the applications listed above. For two data sets, R and S, of d-dimensional 
data points, a similarity join query is formulated as: 
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pp
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where r and s are represented as [r1, r2, ..., rd] and [s1, s2, ..., sd], respectively.  
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Similarity join queries are similar to spatial join queries [1,2] or distance join 
queries [3,4] in the spatial databases. The difference mainly lies in the dimensionality. 
In a low dimensional space, many index structures including R-tree [5] and its 
variants[6,7] are available and these indexes can be useful in processing spatial joins 
efficiently. Even without indexes available, some partition-based spatial join 
algorithms[8,9] are known to be competitive to the algorithms using indexes. 
Basically, most of these spatial join methods are based on the assumption that a data 
space can be partitioned in an efficient way. Unfortunately, this assumption is not 
applicable to similarity join queries in high dimensional spaces.  

With increasing dimensions, the domain cardinality of a data space grows 
exponentially (O(cd) for a dimension d), and accordingly data points in a high 
dimensional data space are likely to be distributed sparsely and skewedly in most 
regions of the data space. This data skewness can also happen when data points are 
projected into each dimension axis. So, it is desirable to select dimension axes that 
show more uniform data distributions for efficient partitioning of a data space. As the 
similarity join processing associate two input data sets, a dimension which yields 
rather uniform data distribution on one input data set may yield non-uniform data 
distribution on the other input data set. Furthermore, the degree of the uniformity even 
for one data set can change according to the cut-off similarity value. For these 
reasons, the partitioning dimensions for the similarity joins should be selected under 
the consideration of the associated two input data sets as well as the cut-off similarity 
value. 

To address this problem, this paper proposes the schemes of selection of 
dimensions by which the high dimensional data space is partitioned and the given data 
sets are split into partitions for efficient partition-based similarity joins. Furthermore, 
in order to further reduce the cost of the similarity join, we propose a novel method of 
using diagonal dimensions instead of perpendicular dimensions only as the 
partitioning dimension. The advantage of the diagonal dimension over the 
perpendicular dimensions is that the diagonal dimension can have the larger data 
space and thus the data sets can be distributed more evenly. 

This paper is organized as follows. Section 2 explains the overview of the partition-
based similarity join. Section 3 summarizes the perpendicular dimension selection 
algorithm for partition-based similarity join processing. Section 4 presents the diagonal 
dimension selection algorithm. Experimental results for the proposed methods are 
reported in Section 5. In Section 6 related work is described. In Section 7, the 
conclusion of this paper is presented. 

2   Background 

In this section, the general approach of the partition-based similarity join is described 
and the difficulties in applying the approach for high dimensional data are explained. 
The partition-based similarity join consists of two steps, partition step and join step. 
In the partition step, the entire data space is partitioned into cube-shaped cells by 
dividing each dimension. We assume without loss of generality that all the data points 
are within an unit hypercube. As each dimension value ranges between [0,1], each  
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dimension is partitioned into ⎡ ⎤ε/1  intervals of the width, ε . And then, each point in 
the data sets, R and S, which participate in the similarity join, is assigned to the cell to 
which it belongs. Note that two separate sets of cells exist for the two data sets. The 
Fig. 1 illustrates the partitioned data space after the partition step. The small 
rectangles in the figure represent the resulted cells. 

In the join step of the partition-based similarity join, actual join computations are 
performed between cells from the two input data sets. Each cell from R does not need 
to be paired with every cell from S, but is paired only with the cells which it overlaps 
or neighbors in the data space. For example, in the Fig.1, a cell, P shall be paired with 
one cell overlapping with it and eight cells surrounding it. Generally, in d dimensional 
data space, a cell in a data set that is not located at a border of the unit hypercube 
should be paired with 3d cells in the other set.  

 

Fig. 1. Partition-Based Similarity Join: The Partition Step 

3   Using Perpendicular Dimensions Only 

To determine partitioning dimensions, the expected join cost for each dimension is  
pre-computed when data points of the input data sets are projected onto each 
dimension axis. After the join cost for each dimension compared, the dp dimensions 
for which the join costs are smallest are selected as the partitioning dimensions.  

The join cost for a dimension is computed as follows. First, as the space of a 
dimension axis is divided by a similarity cut-off value, ε , the space is divided into 
⎡ ⎤ε/1  cells of length, ε . Second, the number of data points to be included in each cell 
from the input data sets is counted. Third, each cell in one input data set is paired with 
three cells in the other input data set, a cell at the left side of it, one at the right side of 
it, and one overlapping with it.  

The cost of a join between two cells is computed by counting the number of 
distance computations between data points from the two cells. The number of distance 
computations between cells is computed by multiplying the number of data points of 
the cells. The total join cost for a dimension is obtained by the summation of the join 
costs between cells. The detail of the algorithm, PerDimSelect, is represented in the 
preivous paper[14]. 
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4   Using Diagonal Dimensions 

In case of high dimensions, if a data space is divided by employing all the dimensions 
during the partition step, the number of cells resulted from the partitioning may 
explode so that the data skew problem can be serious. This consequently causes to 
lessen the effect of search space reduction by space partitioning, while increasing 
additional costs during the join step. 

Theoretically, under an assumption that data points are uniformly distributed in the 
data space, given the two input data sets, R and S, and the number of partitioning 
dimensions, dp, the CPU cost of the partition-based similarity join, which is computed 
by counting the number of distance computations between data points, is formulated 
as follows: 

⎡ ⎤
pdSRCPUCost )

/1

3
(||||)(

ε
××=

 
(2) 

Meanwhile, the disk I/O cost, which is computed by counting the number of disk 
blocks visited, is formulated as follows: 

block
d

block SRIOCost p ||3||)( ×+=  (3) 

for the total number of disk blocks, |R|block for R and |S|block for S. 
According to the Equation 2 and 3, as the partitioning dimension, dp, increases, the 

CPU cost of the partition-based similarity join decreases(if we assume that ⎡ ⎤ε/1  > 3), 
while the I/O cost increases. This implies that there is a trade-off between the CPU 
cost and the I/O cost in regard to the performance of the partition-based similarity 
joins and it is desirable to determine the converging dimensionality. In this respect, it 
would be more desirable to lessen the CPU cost without enlarging the IO cost. 

To address this problem, we propose a method of using diagonal dimensions 
instead of perpendicular dimensions only as the partitioning dimension for the 
partition-based similarity joins. The data space of a diagonal dimension combined 

from k perpendicular dimensions is k times as large as that of a perpendicular 
dimension. Note that the number of partitioned cells is proportional to the size of the 
data space of the partitioning dimension and accordingly the CPU cost of the 
partition-based similarity join decreases. From the equation (2), given the two input 
data sets, R and S, and the number of diagonal partitioning dimension across k 
perpendicular dimensions, dk, the CPU cost is reduced as follows: 
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while the IO cost remains same as the equation (3). 
Given a vector point P = (p1, p2, ..., pk) in k dimensional space, the projected 

coordinate value of the point on the diagonal dimension axis combined from the k 

perpendicular dimensions is easily computed as 
∑

=
×

k

i
ip

k 1

1

.  
Fig 2 represents a projected point on the diagonal dimension for the two 

perpendicular dimensions. 
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Fig. 2. Projected coordinate value onto diagonal dimension for 2 perpendicular dimensions 

Although a diagonal dimension combining more perpendicular dimensions will 
have a larger data space than one with less perpendicular dimensions, larger data 
space does not guarantee less CPU cost because the CPU cost also depends upon data 
skewness in addition to the size of a data space. To obtain the near-optimal diagonal 
dimension, we utilize the sorted list of the dimensions that were selected to be 
efficient in partitioning dimensions. We iterate to combine the first i efficient 
dimensions in order to obtain a diagonal dimension by increasing i. In each step 
within the iteration, we compute the expected number of distance computations for 
the diagonal dimension. The iteration stop condition is when the (i+1)-th diagonal 
dimension is expected to have more CPU cost than the i-th one. Algorithm 1 
represents the algorithm, DiaDimSelect, of selecting diagonal dimensions. 

5   Experimental Results 

In this section, we evaluate the proposed methods for the partition-based similarity 
join in high dimensional data spaces. We implemented PerDimSelect[14], 
DiaDimSelect and the partition-based similarity join algorithm based on them. In the 
experiments, we used two sets of 5,000 256-dimensional points, each of which is a 
color histogram value of an image.  

we compare between PerDimSelect and DiaDimselect. While PerDimSelect uses k 
efficient perpendicular dimensions to partition the data space, DiaDimSelect use only 
single diagonal dimension that is made by combining the exacly same k perpendicular 
dimensions above. As far as PerDimSelect algorithm is concerned, , the performance 
was the smallest around at three, and at more than that, the performance  
monotonously got reduced.(Fig 3). This is due to the increase in the IO cost and in the 
cost of locating data points in higher dimensions. Meanwhile, the single diagonal 
dimension consistently shows better performance than multiple perpendicular 
dimensions. 
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set number of partitions, np  ⎡ ε
k ⎤; 

initialize sampled data sets Rs, Ss; 
initialize partition arrays, PR[1...d][1...np], PS[1...d][1...np]  0; 
initialize number of distance computations, JoinCost[1...d]  0; 
initialize sorted list of efficient dimensions resulting from PerDimSelect, PerDim[1...d]; 

// compute the number of entities for each partition 
for each entity <e1,e2,...,ed> in Rs do 
    for each dimension k in [1...d] do 

PR [k][ ⎡np× ∑
=

×
k

i
ip

k 1

1
⎤]++; 

    end 
end 
for each entity <e1,e2,...,ed> in Ss do 
    for each dimension k in [1...d] do 

PS [k][ ⎡np× ∑
=

×
k

i
ip

k 1

1
⎤]++; 

    end 
end 

for each dimension i in[1...d] do 
    for each partition number p in [1...np] do 
        if ( i>1 ) JoinCost[i]  JoinCost[i] + PR [i][p] × PS [i][p-1]; 
 JoinCost[i]  JoinCost[i] + PR [i][p] * PS [i][p]; 
 if ( i<np ) JoinCost[i]  JoinCost[i]+ PR [i][p] × PS [i][p+1]; 
    end 
    if ( JoinCost[i+1] > JoinCost[i] ) break; 
end 

return the i-th diagonal dimension; 

Algorithm 1. DiaDimSelect : Diagonal Dimension Selection Algorithm 
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Fig 3. Diagonal Dimension vs Perpendicular Dimensions 
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6   Related Work 

Several methods for similarity join processing in high dimensional data spaces have 
been reported in the literature. Shim et al.[10] proposed an indexing structure, ε -kdB-
tree, to process similarity join queries. The data space is subdivided into a series of 
stripes of the width, ε  , along one selected dimension axis. And then, each stripe is 
constructed as a main memory data structure, ε -kdB-tree in which dimension axes are 
chosen in order to partition the space recursively so that the search space is reduced 
while processing joins between nodes of the ε -kdB-trees. Koudas and Sevick [11] 
proposed to use space filling curves to partition the high dimensional spaces. Bohm et 
al.[12] proposed the epsilon grid order algorithm for the similarity join problem. A 
regular grid of the side-length, ε , is laid over the data space, anchored in the origin. 
Then, the lexicographical order is defined on the grid cells. With this ordering of data 
points, it can be shown that all join mates of a point p lie within an interval of the file. 
The lower and upper limit of the interval is determined by subtracting and adding the 
vector $ [ε ,ε ,  ..., ε ]T to p, respectively. The number of grid cells in an interval, 
however, tends to get larger as the dimension increases. 

The TV-tree[13] has been proposed as a structure to index the high dimensional 
data using only part of the entire dimensions. The TV-tree is mainly for efficient 
search on single data set, while the dimension selection method in this paper 
dynamically selects the dimensions for efficient similarity joins on two associated 
data sets. 

7   Conclusion 

Partition-based approaches are not directly applicable to the similarity join processing 
in high dimensional data spaces. This is mainly because the number of cells resulted 
from partitioning is too large and thus unreasonable CPU and IO costs are spent. This 
paper proposed a dimension selection method which dynamically selects the most 
efficient dimensions to be partitioned for the similarity join. Furthermore, in order to 
further reduce the cost of the similarity join, we proposed a novel method of using 
diagonal dimensions instead of perpendicular dimensions only as the partitioning 
dimension. The experimental results showed that the proposed methods enhanced the 
partition-based similarity join in high dimensional data spaces significantly.  
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Abstract. In this paper we show a preliminary work on evolutionary mutation 
parameters in order to understand whether it is possible or not to skip mutation 
parameters tuning. In particular, rather than considering mutation parameters as 
global environmental features, we regard them as endogenous features of the 
individuals by putting them directly in the genotype. In this way we let the 
optimal values emerge from the evolutionary process itself. As case study, we 
apply the proposed methodology to the training of feed-forward neural netwoks 
on nine classification benchmarks and compare it to other five well established 
techniques. Results show the effectiveness of the proposed appraoch to get very 
promising results passing over the boring task of off-line optimal parameters 
tuning. 

1   Introduction  

Artificial Neural Networks (ANN) and Evolutionary Algorithms (EA) are both 
abstractions of natural processes. They are formulated into a computational model so 
that the learning power of neural networks and adaptive capabilities of evolutionary 
processes can be harnessed in an artificial life environment. ‘Adaptive learning’, as it 
is called, produces results that demonstrate how complex and purposeful behavior can 
be induced in a system by randomly varying the topology and the rules governing the 
system. Evolutionary algorithms can help determine optimized neural network 
architectures giving rise to a new branch of ANN known as Evolutionary Neural 
Networks [30] (ENN). It has been found [1] that, in most cases, the combinations of 
evolutionary algorithms and neural nets perform equally well (in terms of accuracy) 
and were as accurate as hand-designed neural networks trained with backpropagation 
[9]. However, some combinations of EAs and ANNs performed much better for some 
data than the hand-designed networks or other EA/ANN combinations. This suggests 
that in applications where accuracy is a premium, it might pay off to experiment with 
EA and ANN combinations. 

In this context methodological efforts ranged from the simple weights optimization 
to the simultaneous evolution of weights and topological neural structures  [16][19] 
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[22][28]. ENN applications are wide as well and ranged from modelling (es. [3],[25]) 
to classification tasks (es. [10]). 

However, all the proposed methodologies and applications consider the algorithm’s 
parameters as static (at most adaptive) global environmental features and do not take 
into account the possibility of considering them as endogenous features of the 
individuals, although it is known that the evolutionary adaptation of mutation rates 
playes an important role in the molecular evolution of life [24]. 

In order to face this new challenge, evolutionary programming has started to study 
evolving mutation rates in an effort to automate control of evolutionary search for 
function optimisations. Preliminary efforts proved that automated control is feasible 
[5] [15], and continuing research is fine-tuning this process [12]. In particular, in [5] it 
is presented an approach in which a basic idea from Evolution Strategies (ESs) is 
transferred to EAs. Mutation rates, instead of being handled as a global constant 
external parameters, are changed into endogenous items which are adapting during 
the research process. In this work experimental results indicate that environment-
dependent self-adaption of appropriate settings for the mutation rate is possible. 

Later, it has been demonstrated [17] that energy dependent mutation rate 
adaptation can play a pivotal role in the evolution of complexity. In [7], through  a 
model consisting of a two-dimensional world with a fluctuating population of 
evolving agents, it is provided evidence that evolving mutation rates adapt to values 
around a transition among qualitatively different kinds of complex adaptive systems 
(meta-stable, quasi-clonal systems, and randomly fluctuating systems). Results 
provide an especially simple illustration of how the evolution of evolvability creates 
and tunes the capacity of complex adaptive systems to generate order through 
adaptive evolution. 

In this context, the goal of the proposed work is to study the effectiveness of using 
evolutionary mutation rates, applied to the evolution of weights in feed forward neural 
networks, in order to achieve good results without the off-line optimal parameter 
tuning process. 

2   The Evolutionary Environment 

2.1   The Alife Algorithm 

The implemented artificial environment is inspired by the ‘Artificial Life (ALIFE)’ 
methodology [20][21]. This approach has been tested for the optimisation of static 
well known benchmark problems, like the Travelling Salesman Problem, as well as 
real life problems [4]. The ALIFE context is a two-dimensional lattice (life space) 
representing a flat physical space where the artificial individuals can move around. At 
each iteration (or life cycle), individuals move in the life space and, in case of meeting 
with other individuals, interaction occurs. Each individual has a particular set of rules 
that determines its interactions with other agents basically based on a competition for 
energy in relation to the performance value. Individuals can self-reproduce via 
haploid mutation and can occur only if the individual has an energy greater than a 
specific birth energy. In fact, during reproduction, an amount of energy equal to the 
birth energy is transferred from the parent to the child. In the haploid reproduction a 



556 M. Annunziato et al. 

 

probabilistic test for self reproduction is performed at every life cycle and a 
probabilistic-random mutation occurs on the genes according to the mutation rate and 
the mutation amplitude (see next paragraph). When two individuals meet, fighting 
occurs. The winner is the individual characterized by a greater value of performance 
and the loser transfers an amount of energy (fighting energy) to the winner.At every 
life cycle each individual age is increased and the age reaches a value close to the 
average lifetime, the probability of natural death increases. This ageing mechanism is 
very important to warrant the possibility to lose memory of very old solutions and 
follow the process evolution. Another mechanism of death occurs when the individual 
reaches the null energy due to reproduction or fighting with other individuals. In this 
way, when there is a reproduction event the population size increases of one unit 
while in a death event the population size decreases of one unit. Therefore, the 
population size is dynamic and it is limited by the dimension of the physical space. 
The reader interested in further details can refer to [2].  

2.2   Implementation 

In the genotype of the individuals it is stored the information concerning the problem 
to be solved and the individuals’ fitness is calculated as function of the genotype 
itself. In the case we are facing here, each individual represents a feed forward neural 
network in competition with the others by means of the proper fitness, which depends 
on the capability of reconstructing the training database. The fitness of the individuals 
is measured referring to the global error in modelling the training database with the 
following formula: 

Fitness = 1 – RMSE (1) 

Where RMSE is the classical Root Mean Squared Error (2) normalised in the lattice 
[0,1] used by the back-propagation (BP) algorithm. This cost function has been 
chosen in order to directly compare the results with the ones obtained with BP 
methodology. 

RMSE =  ∑ ∑ −
n m

tyy
n

1 1

2 ))(*5.0(
1

 (2) 

Where n is the dimension of the training data set, m is the number of output neurons, y 
is the estimated output and yt is the corresponding target. All the inputs and outputs of 
the networks are normalized between 0 and 1 (as well as the targets) and there are no 
differences among the activation functions for hidden and output nodes. As measure 
of the level reached in the training stage, we take the fitness of the best individual 
corresponding to the best performing neural network. 

The genotype is therefore composed (see table 1) by the network features (weights 
and biases) to be optimised, by the mutation rate (Rate), representing the number of 
genes to be mutated during the reproduction stage, for weights, biases and, 
associated to each gene, by the highest mutation amplitude (Delta). Therefore, 
during evolution both topological features (solutions) and parameters are 
simultaneously evolved. 
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Table 1. Individuals’ genotype 

GENOTYPE 
Solutions Parameters 
 Rate 
Weight 1 
… 
… 
Weight k 

Delta(1) 
... 
... 
Delta(k) 

Bias 1 
… 
… 
Bias h 

Delta(k+1) 
… 
… 
Delta(k+h) 

3   Experimentation  

Experimentation concerned the optimal training of feed forward neural networks in 
order to solve nine classification benchmarks taken from the UCI repository [8]. 

The neural optimisation task has been accomplished using the proposed 
evolutionary approach and compared to the following five well established 
methodologies: Multilayer Perceptron (MLP) [26] trained with the Back-Propagation 
algorithm, Kstar[11], MultiBoost (MB)[27], Voting Feature Interval (VFI) [14] and 
Particle Swarm Optimisation (PSO) [18]. For the first four the WEKA tool [29] has 
been used and for PSO we took the results presented in [13]. Each data set (see table 
2) has been split in two parts: training (75% of the whole data set) and testing set 
(25% of the whole data set).  

Table 2. Data sets features 

Problem Data set 
size 

Training set 
Size 

Testing set 
Size 

Classes Input 
size 

Card 690 517 173 2 51 
Diabetes 768 576 192 2 8 

Glass 214 160 54 6 9 
Heart 303 227 76 2 35 
Horse 364 273 91 3 58 

Iris 150 112 38 3 4 
Wdbc 569 426 143 2 30 
WdbcInt 699 524 175 2 9 
Wine 178 133 45 3 13 

In our experimentation we compared the mentioned techniques to the evolutionary 
neural networks trained with (EvoNN) and without (ENN) the evolutionary mutation 
parameters. For these two experimentations we used a physical space of 25X25 cells 
corresponding to a maximum population size of 625 individuals. The neural 
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topologies used in the EvoNN, ENN and MLP tests are reported in table 3 and results 
are in table 4 where we show the average of the classification error (percentage) on 
the testing set. For each of the mentioned techniques, we performed ten runs on each 
problem. Moreover, to avoid over-fitting in the MLP and ENN tests, we used the 
early stopping criterion trying different number of generations and then choosing the 
number of iterations which gave the best testing results. The same number of 
generations were therefore used in the EvoNN test. On average, the best ENN and 
EvoNN experimentations needed about 300000 performance evaluations.  

All the other parameters of the other techniques were not optimised because the 
goal of this work is to get results without the off-line tuning of parameters which, in 
this case, are optimised during the evolutionary process (figure 1).    

Table 3. Neural topologies 

Problem Neural Topology (input-hidden-output) 
Card 51-4-2 
Diabetes 8-3-2 
Glass 9-2-6 
Heart 35-4-2 
Horse 58-4-3 
Iris 4-4-3 
Wdbc 30-4-2 
WdbcIn 9-3-2 
Wine 13-3-3 

Table 4. Experimental testing results (classification error) 

 EvoNN MLP KSTAR ENN PSO MB VFI 
Card  17.98% 16.7% 24.28% 24.1% 22.84% 13.8% 25.43% 
Diabete  21.82% 21.9% 32.29% 22.1% 22.5 % 26.5% 54.69% 
Glass  35.00% 37% 25.93% 40.3% 41.69% 61.1% 46.30% 
Heart  14.87% 17.1% 25.00% 16.4% 17.46% 10.5% 18.42% 
Horse  38.24% 38.4% 34.07% 36.1% 40.98% 36.2% 42.86% 
Iris  2.63% 2.63% 5.26% 7.11% 2.63%  7.90% 7.90% 
Wdbc  1.75% 2.10% 5.59% 3.15% 5.73%  2.80% 5.59% 
WdbcIn  1.09% 1.71% 1.14% 3.54% 2.87%  4.00% 1.71% 
Wine  3.33% 2.22% 2.22% 4.22% 4.44%  22.2% 11.11% 
Average 15.19% 15.5% 17.31% 17.4% 17.91% 20.5% 23.78% 

These results show the effectiveness of the proposed methodology based on 
evolutionary mutation parameters. In fact, this method provides the best global 
performance obtaining the best results on four problems. In particular, it is interesting 
the comparison with the MLP ANNs, trained with the Back-Propagation Algorithm, 
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and the original ENN with constant mutation parameters. This comparison directly 
shows the performance improvement when using the suggested technique.  

As regards cpu time,  KSTAR, MB and VFI are very fast (1-2 seconds) because 
they are statistical clustering techniques which do not require a training stage. For 
PSO we got the results from [13] which does not report such an information and for 
the other methods the cpu training time ranges from 25 to 190 seconds.   

After all, in figure 1 we can see how the mutation parameters evolve compared to 
the performance behaviour. From this graph it is interesting to point out that after 
several generations the optimal parameter values emerge and tend to stabilize as well 
as the performance. This is remarkable because it is the evidence that the evolutionary 
environment is able to optimise the problem itself and to find the best parameters for 
that problem avoiding the off-line tuning of the parameters.  

 

Fig. 1. Evolution of mutation parameters 

4   Conclusion 

In this paper we showed a preliminary work on how evolutionary mutation 
parameters affect the performance of the optimization in an evolutionary 
environment. In particular, rather than considering the mutation parameters as global 
environmental features, we regarded them as endogenous features of the individuals 
by putting them directly in the genotype.   

The final goal of this work is that we can achieve very good results without the 
need of parameters tuning because, making them evolutionary, their optimal values 
emerge from the evolutionary optimization itself.   
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As case study, we applied the proposed methodology to the training of feed-
forward neural netwoks. We tested it on nine classification benchmarks and compared 
it to other five well established techniques. Results on testing data showed that the 
proposed methodology performs globally better than the others achieving the best 
results on four problems. 

In the end, we studied the evolution of the mutation parameters and we found out 
they tend to emerge and stabilize around some optimal values as well as the achieved 
performance. These preliminary results are extremely encouraging and future work 
will focus on finding out a formal justification of the solution, on testing the proposed 
approach on real problems and on comparing the evolutionary environment to other 
similar techniques (like genetic algorithms).  
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Abstract. In this paper, a computer interface for handicapped people is 
proposed, where input signals are given by eye movement of the handicapped 
people. Eye movement is detected by neural network (NN)-based texture 
classifier, which enables our system to be not obliged to constrained 
environment. To be robust the natural motion of a user, we first detect a user’s 
face using skin-color information, and then detect her or his eyes using neural 
network (NN)-based texture classifier. After detection of eye movements, the 
tracking is performed using mean-shift algorithms. We use this eye-tracking 
system as an interface to control the surrounding system such as audio, TV, 
light, phone, and so on. The experimental results verify the feasibility and 
validity of the proposed eye-tracking system to be applicable as an interface for 
the handicapped people. 

1   Introduction 

The eye-tracking device has become one of the most important human machine 
interfaces in which eye movements are related to the information processing demands 
of a task [1-6]. The interface using the eye movement is can be used as an interface to 
control a computer, a robot, game, and so on. These interfaces using the eye 
movement can support the people who can not use the keyboard or mouse due to 
severe disabilities. Due to these, such an interface using eye movements has gained 
many attractions, so far many systems have been developed [1]-[6]. Then they can be 
classified into two techniques: intrusive method using some devices such as glasses, 
head band, etc., and non-intrusive method using image processing techniques. 
Between them, the handicapped people actually prefer the non-intrusive method to the 
intrusive method because non-intrusive method is more comfortable.  

To be practically used, automatic detection and tracking of faces and eyes in real-
life situation should be first supported. However, in most of the current commercial 
systems, the initial eye or face position are manually given or some conditions are 
used. In [5], the interface to use head and eye movement for handicapped people was 
developed, where the user at the beginning of the system was requested to blink his or 
                                                           
* Corresponding author. 
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her eyes during a couple of times so as to localize the eye region through the 
subtraction of two successive frames. In [4], the user initially clicks on the features to 
be tracked via a mouse. Moreover, most of the current systems have used strong 
assumptions to make the problems more tractable. Some common assumptions are the 
images contain frontal facial view, the illumination is constant, the light source is 
fixed, and the face has no facial hair or glasses. However, in most of the real-life 
situation, it can not be assured that the observed subject will remain immovable, as 
assumed by some methods.  

To solve these difficulties, this paper proposes the eye tracking method that can 
automatically locate the accurate eye regions under the cluttered background with no 
constraints. In our system, the facial region is first obtained using skin color model. 
And then, the eye regions are localized by a NN-based texture classifier that 
discriminates each pixel in the extracted facial regions into the eye-class and non-
class using the texture property. This enables us to accurately detect user’s eye region 
even if they put on the glasses. Once the eye regions are detected in the first frame, 
they are continuously tracked by a mean-shift procedure. After the system transfers 
the coordinates of eyes’ center in the images to the display coordinate, it will 
determine the point at which the user gazed on the display, and then execute the menu 
to locate that point.  We use this eye-tracking system as an interface to control the 
surrounding system such as audio, TV, light, phone, and so on. The experimental 
results verify the feasibility and validity of the proposed eye-tracking system to be 
applicable as an interface for the handicapped people. 

2   Outline of Welfare Interface 

Our system consists of a PC camera and a computer. The system receives and 
displays a live video of the user sitting in front of the computer. The video is taken by 
a camera that is mounted above the monitor of the computer. Watching this video, the 
user can move the computer’s mouse and select the menu which is displayed on the 
computer monitor. One example of the menu is shown in Fig. 1, where five menu 
items are shown. A user faces the display monitor and selects one item among five 
menu items by gazing at it. 

 
(a) 

Fig. 1. Examples of menu selection. (a) main menu, (b) sub-menu of ‘music’. 
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(b) 

Fig. 1. (Continued) 

Suppose the user select the ‘music’ menu in Fig. 1(a), then the next sub-menu of 
‘music’ is displayed on the computer monitor is shown in Fig. 1(b). Here, suppose the 
user select the first menu item, then the interface starts to connect the audio 
automatically. Similarly every item on the menu has sub-menu if necessary. 

3   Eye Movement Measurement 

In our system, the user moves the mouse pointer or clicks menus by moving his or her 
eyes. For processing the user’s movement, our system consists of four modules (as 
shown in Fig.2): face extractor, eye detector, eye tracker. We extract a user’s face 
using skin color model. Then the user’s eyes are detected using neural network (NN)-
based texture classifier. Then, the eyes are continuously tracked using mean-shift 
algorithm. Based on the tracking results, mouse operations such as movement or click 
are implemented and then the control signal is sent to the surroundings systems such 
as ‘telephone’, ‘audio’, ‘video and so on.  

 

Fig. 2. The process to measure eye movement 

3.1   Face Detector 

A face region is easily detected thanks to the distinct color distributions of the faces 
from other objects. An input frame is divided into skin-color regions and non-skin-
color regions using skin-color model that is represented as a 2D Gaussian model in 
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the chromatic color space. Then, the results are filtered using connected-component 
analysis. The biggest CC to be located at the center in an image is considered as the 
facial region. 

Fig. 3 shows the examples of face detection results on a video sequence. Fig. 3(a) 
shows the original frames and Fig. 3(b) shows the extracted facial regions after 
connected-component analysis.  

   
(a) 

   
(b) 

Fig. 3. Face detection results. (a) original images, (b) extracted facial regions. 

3.2   Eye Detector Using Neural Network 

Our goal is to detect the eye in the facial region and track it through the whole 
sequence. Generally, the eye region has the following properties: 1) it has the high 
brightness contrast between white eye sclera and dark iris and pupil, along the texture 
of the eyelid; 2) it has place in the upper of the facial region. These properties help 
reduce the complexity of the problem, and facilitate the discrimination between the 
eye regions from the whole face. Here, we use a neural network as a texture classifier 
to automatically discriminate the pixels of the facial regions into eye regions and non-
eye ones in various environments. The network scans all the pixels in the upper facial 
region so as to classify them as eye or non-eye. A diagram of our eye detection 
scheme is shown in Fig. 4.  

 

Fig. 4. A diagram of eye detection scheme 

An input image is scanned by the MLP, which receive the gray values of a given 
pixel and its neighbors within a small window. Then, instead of using all pixels in the 
input window, a configuration for autoregressive features (gray squares in Fig. 4) is 
used. The MLP’s output is in the range [0, 1], and represents the probability that the 
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corresponding input pixel is a part of eye regions. If a pixel has a larger value than 
0.5, it is considered as an eye pixel. 

Although we use the bootstrap method to make the eye detection, the detection 
result from the MLP includes many false alarms. As such we still encounter 
difficulties in filtering out high-frequency and high-contrast non-eye regions. In this 
paper, we use the connected-component analysis result posterior to the texture 
classification. The generated components are filtered by their attributes, such as size, 
area, and location. 

Fig. 5 shows the classification result using the neural network. Fig. 5(a) is an input 
frame and Fig. 5(b) is the extracted facial regions, and then the result of detected eye 
pixels is shown in Fig. 5(c). In Fig. 6(c), the pixels to be classified as eyes are marked 
as black. We can see that all of the eyes are labeled correctly, but there are some 
misclassified regions as eye. These misclassified regions are filtered by the heuristics, 
then the resulting image is shown in Fig. 5(c), where the extracted eye region is filled 
blue for the better viewing. 

(a) (b) (c) (d) 

Fig. 5. An example of eye detection. (a) a original image, (b) the extracted facial regions (c) the 
classified image by the neural network, (d) the detected eye region after post-processing. 

3.3   Mean-Shift Based Eye Tracker 

To track the detected eyes, a mean shift algorithm is used, which finds the object by 
seeking the mode of the object score distribution [7]. In the present work, the color 
distribution of detected pupil, Pm(gs)=−(2πσ)-1/2exp{(gs−μ)2σ-1 )} is used as the object 
score distribution at site s, which represents the probability of belonging to an eye. 
The μ and σ are experimentally set to 40 and 4, respectively. A mean shift algorithm 
iteratively shifts the center of the search window to the weighted mean until the 
difference between the means of successive iterations is less than a threshold.  

The weighted mean, i.e. the search window center at iteration n+1, mn+1 is 
computed using the following equation,    

∑∑
∈∈

+ ⋅=
Ws

sm
Ws

smn gPsgPm )()(1

 
(1) 

The search window size for a mean shift algorithm is generally determined 
according to the object size, which is efficient when tracking an object with only a 
small motion. However, in many cases, objects have a large motion and low frame 
rate, which means the objects end up outside the search window. Therefore, a search 
window that is smaller than the object motion will fail to track the object. 
Accordingly, in this paper, the size of the search window of the mean shift algorithm 
is adaptively determined in direct proportion to the motion of the object as follows:    
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where α and β are constant and t is the frame index. This adaptation of the window 
size allows for accurate tracking of highly active objects.  

Fig. 6 shows the results of the eye tracking, where the eyes are filled out white for 
the better viewing. As can be seen in Fig. 7, the eye regions are accurately tracking. 
Moreover, the proposed method can determine the gaze direction.  

       

Fig. 6. An eye tracking result 

3.4   Mouse Controller 

The system determines the center of eyes in the first frame as the initial coordinates of 
mouse, and then computes it automatically in subsequent frames. If there is not a 
difference in the coordinates for one more second, our system will determine the point 
at which the user gazed on the display, and then execute the menu to locate that point. 
The control signal is sent to the surrounding system using the socket programming, 
then the user can control it with only eye movement.  

In our system, to cover the eye movement at window resolution of 1024×768, the x 
and y coordinates of real eye movement are multiplied by 5 and 11, respectively. 

4   Experimental Results 

In this paper, we use this eye-tracking system as an interface to control the surrounding 
system such as audio, TV, light, phone, and so on. To assess the effectiveness of the 
proposed method, it was tested with twenty-peoples under the various environments.  

Fig. 7 is the experimental setup. The PC camera, which is connected to the 
computer through the USB port, supplies 15 color images of size 320ⅹ240 per 
second. The computer is a 600-MHz with the Window XP operating system, and then 
it translates the user’s gestures into the mouse movements by processing the images 
received from the PC camera. 
The user accesses a computer by moving her or his eyes. The tracking results are 
shown in Fig. 8. The extracted eyes have been filled white for better viewing. The 
features are tracked throughout the 100 frames and not lost once.  

Twenty people tested the interface using our eye tracking method. Table 1 presents 
the average time to be taken to control the menu, when using the standard mouse and 
our interface. The average time with the standard mouse was the more fast than one of 
our method. In the experiments, the difference is highly significant. The major reason 
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in these comparisons is the waiting time to be required for our interface. In our 
system, we consider a menu to be clicked when the difference of the coordinates in 
between successive frames is not occurred one more second.   

PC Camera

Notebook

 

Fig. 7. Experimental setup 

 

 

 

Fig. 8. Tracking Results in the uncluttered environments 

Table 1. Timing comparison between standard mouse and our system 

Method Measure Time/sec 
Mean 0.44s Standard Mouse 
Deviation 0.07s 
Mean 1.67s 

Eye Mouse 
Deviation 0.21s 

Even if it is slower than the standard mouse, can process more than 30 frames/sec 
on a notebook without any additional hardware, for the 320×240 size input image, 
which is enough to apply to the real-time application. Moreover, the implemented 
system is not needed any additional hardware except a general PC and an inexpensive 
PC camera, the system is very efficient to realize many applications using real-time 
interactive information between users and computer systems.  
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Consequently, the experiment showed that it has a potential to be used as interface 
for handicapped people and generalized user interface in many applications. 

5   Conclusions 

In this paper, a computer interface was developed for the handicapped people, where 
input signals are given by eye movement of the handicapped people. Eye movement 
is detected by neural network (NN)-based texture classifier, which enables our system 
to be not obliged to constrained environment. To be robust the natural motion of a 
user, we first detect a user’s face using skin-color information, and then detect her or 
his eyes using neural network (NN)-based texture classifier. After detection of eye 
movements, the tracking is performed using mean-shift algorithms.  

We used this eye-tracking system as an interface to control the surrounding system 
such as audio, TV, light, phone, and so on. The experimental results showed that our 
method has the following advantages: 1) it is robust to the time-varying illumination 
and less sensitive to the specula reflection, 2) it works well on the input image of the 
low resolutions. However, it has some problems. Although it is fast enough to apply 
for user interface and other application, the proposed method is slower than the 
standard mouse. Thus, we are currently investing the speed-up of our method. 
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Abstract. This paper deals with a learning algorithm which combines
two well known methods to generate ensemble diversity - error negative
correlation and resampling. In this algorithm, a set of learners iteratively
and synchronously improve their state considering information about
the performance of a fixed number of other learners in the ensemble, to
generate a sort of local negative correlation. Resampling allows the base
algorithm to control the impact of highly influential data points which in
turns can improve its generalization error. The resulting algorithm can
be viewed as a generalization of bagging, where each learner no longer
is independent but can be locally coupled with other learners. We will
demonstrate our technique on two real data sets using neural networks
ensembles.

1 Introduction

Ensemble methods have emerged as an effective paradigm to approach the prob-
lem of learning from examples. The basic idea behind these methods is to train
a set of simple predictors S = {f0, f1, . . . , fn−1} obtained from some base space
H and then build a final decision function F using an operator that combines
the individual decisions.

It seems obvious that to get advantages from using a single learner it is nec-
essary that the group exhibits a sort of heterogeneity or diversity that allows
this to compensate individual errors and reach a better expected performance.
Several diversity creation methods have been explored in the literature [4], in-
cluding manipulation of the architecture of the learners, modification of the
objective function each learner optimizes and sampling methods both on the
training patterns and the training features. Recently, new advances have been
made for explaining the advantages of using resampling. Using concepts of algo-
rithmic stability [7], Rifkin et.al. [10] show that an α-stable regressor can become
strongly α-stable by the use of bagging with appropriate sampling schemes. This
� This work was supported in part by Research Grant Fondecyt (Chile) 1040365 and
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means that averaging different regressors can improve significatively the gener-
alization bounds of the base regressor. In [6] experimental evidence is presented
to support the hypothesis that bagging stabilizes prediction by equalizing the
influence of training examples. In many situations, highly influential points are
outliers, and their down-weighting could help to get more robust predictions.

In this paper we deal with a learning algorithm which combines the two learn-
ing strategies indicated above: diversity and stability by means of resampling.
We start by presenting an algorithm where a set of learners is trained iteratively
to improve their state considering information about the performance of a fixed
number of other learners in the ensemble. This algorithm encourages a sort of
local negative correlation between the individual errors, to get a set of diverse
predictors. Resampling allows this base algorithm to control the impact of highly
influential data points which in turns can improve its generalization error. The
resulting algorithm can be also explained as generalization of bagging, where
each learner no longer is independent but locally coupled with other learners.

The remainder of this paper is organized as follows. In the next section we
present an algorithm to locally generate diversity in a ensemble by means of error
negative correlation. In section number 3, we explain the benefits of resampling
and propose to modify the base algorithm introduced previously to control the
influence of the training patterns. In section 4 we provide a set of experimental
results on two real data sets to assess the introduced algorithm and compare
this with two other algorithms. Conclusions and future work close this article.

2 Local Negative Correlation Learning (LNC)

One of the principles that allows to explain the success of various well-performed
ensembles methods is diversity of its component learners. For regression estima-
tion a theoretically motivated way to measure diversity is the so called Ambiguity
Decomposition [3] of the quadratic loss of an ensemble F which is obtained as
combination of a set of n predictors f0, f2, . . . , fn−1. Defining F as

F (x) =
n−1∑

i=0

wifi(x) (1)

with
∑

i wi = 1, it can be proved that

ē = (F − y)2 =
n−1∑

i=0

wi(y − fi)2 −
n−1∑

i=0

wi(fi − F )2 (2)

This decomposition states that the error of the ensemble can be decomposed
into two terms, where the first is the aggregation of the individual errors (y −
fi) and the second (called ambiguity) measures deviations of these individual
predictions around the ensemble prediction. If the ambiguity is positive, the
ensemble loss is guaranteed to be less than the averaged individual errors. Similar
measures of diversity can be defined for pattern recognition problems using the
conditional densities of each class [12].
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Ambiguity decomposition suggests that individual learners should be trained
considering information about their deviations around the ensemble. For exam-
ple, in the Negative Correlation Learning algorithm (NC) described in [14] [9]
and [3], the i-th learner is trained using the following objective function

ei = (y − fi)
2 − λ (fi − F )2 (3)

where the parameter λ weights the importance of the ambiguity component
versus the individual performance. If the parameter λ = 0 each learner is trained
independently. In [3] a theoretical argument is presented to choose λ according
to

λ = 2 · γ · (1 − 1
n

) (4)

where n is the size of the ensemble and the value of γ ∈ [0, 1] is problem depen-
dent.

Recently [8] we have proposed an algorithm to generate ensemble diversity us-
ing a set of locally coupled learners. Each learner fi is related with a reduced and
fixed subset of other learners Vi through the definition of a linear neighborhood
function of order ν

ψ(i, j) = 1 ⇔ (i − j) mod n ≤ ν or (j − i) mod n ≤ ν (5)

such that, the learner fj belongs to the neighborhood Vi of fi if and only if
ψ(i, j) = 1. Geometrically, we dispose the learners on a ring, where two learners
are neighbors if they are contiguous up to ν steps. The objective function for each
learner is obtained noting that decomposition (2) can be alternatively stated as

(F − y)2 =
n−1∑

i=0

w2
i (y − fi)2 +

n−1∑

i=0

∑

j�=i

wiwj(fi − y)(fj − y) (6)

As in the ambiguity decomposition, the first term measures the individual
performance of the estimators while the second measures the error correlation
between the different predictors. From this decomposition it seems reasonable
to train each learner i = 0, . . . , n − 1 with the training function

ẽi = (y − fi)2 + α
∑

j�=i

(fi − y)(fj − y) (7)

where as in NC, α > 0 controls the importance of the group performance ver-
sus the individual performance. We can make this objective function local by
restricting this to the neighborhood of the i-th learner

elocal
i = (y − fi)2 + α

∑

j∈Vi

(fi − y)(fj − y) (8)

It seems reasonable to choose α as

α =
κ

2 · ν (9)
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because this allows to recover the global training (7) by linearly aggregating the
local training functions (8). The interesting result is that we can demonstrate
that synchronously training the set of learners with these local objective func-
tions is independent of the neighborhood order ν. This means that a minimal
degree of overlapping (ν = 2) between the learners is enough to propagate the
information about the performance of each learner by all the group. On the
other hand it should be clear that this algorithm is much faster than a global
algorithm like NC.

3 Introducing Resampling to LNC

Probably the most investigated method to generate diversity is the manipula-
tion of the training data each member of the ensemble uses to learn. Different
learners are provided with different training examples or different training fea-
tures to learn different “aspects” about the same task. In this family of ensemble
algorithms resampling methods have proved to be highly effective. One example
is bagging [2] where each learner is provided with a set of patterns obtained ran-
domly resampling the original set of examples and then trained independently of
the other learners. Although very simple, this algorithm exhibit results in many
cases superior to more elaborated algorithms.

Recent works are very clarifying about the benefits of resampling. In [10] it
is shown that for well behaved loss functions1, certain sampling schemes can
provide generalization bounds with a rate of convergence of the same order as
Tikhonov regularization [11]. The key observation is that an β-stable algorithm
can become strongly β-stable with appropriate sampling schemes. Let S be a
training sample and Si,u the same sample but with the i-th example replaced
with an arbitrary new point u. An algorithm is said to be β-stable if

∀S, ∀Si,u∀x
∣
∣fS(x) − fSi,u(x)

∣
∣ ≤ β (10)

where fD is the function obtained training the algorithm with the sample D.
An algorithm is said strongly β-stable if β = O(1/l) where l is the size of the
sample S.

Let us suppose that the original sample is divided in n disjoint subsets of size
p to generate each one of the n members of the ensemble at equation 1. Then,
it is easy to show that if the base learning algorithm is β-stable, the ensemble is
strongly β-stable with βbagg = pβ/l. Similar results can be obtained for random
resampling schemes if we can bound the probability that a point belongs to a
given sample. In fact, using resampling with replacement as in standard bagging,
the probability that a pattern appears in the resulting sample is exactly (1−1/l)l

which converges to ∼ 0.632 with l → ∞.
The key fact in the previous analysis is that certain sampling schemes allow

some points affect only a subset of learners in the ensemble. The importance
of this property of well-performed sampling schemes is also remarked in [6] [5].

1 The result is proved for σ-admissible loss functions [7].
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In these works, empirical evidence is presented to show that bagging equalizes
the influence of training points in the estimation procedure in way such that
points highly influential (the so called leverage points) are down-weighted. Since
in most situations leverage points are badly influential, bagging can improve
generalization by making robust an unstable base learner. From this point of
view, resampling has an effect similar to robust M-estimators where the influ-
ence of sample points is (globally) bounded using appropriate loss functions, for
example Huber’s robust loss or Tukey’s bisquare loss.

Since in uniform resampling all the points in the sample have the same prob-
ability of being selected, it seems counterintuitive that bagging has the ability
to selectively reduce the influence of leverage points. The explanation is in the
nature of leverage points itself. Leverage points are usually isolated in the fea-
ture space while non-leverage points act in groups - which is consistent with the
concepts of stability previously introduced. To remove the influence of a lever-
age point it is enough to eliminate this point from the sample but to remove the
influence of a non-leverage point we must in general remove a group of obser-
vations. Now, the probability that a group of size k be completely ignored by
bagging is (1 − k/l)l which decays exponentially with k. For k = 2 for example
(1 − k/l)l ∼ 0.14 while (1 − 1/l)l ∼ 0.37.

In the previous section we have introduced an algorithm to locally gener-
ate diversity between a set of learners. However this algorithm not only does
not prevent the potentially bad effect of a leverage point but propagates this
effect through the whole ensemble. Since the algorithm encourages mutual co-
operation, when a point induces a significant error in a single machine other
machines will try to compensate this error. In other words, the algorithm has
two potential sources of instability: the individual measure of performance - first
term in equation (8) - and the group measure of performance - second term
in (8).

We propose to modify the previously introduced algorithm in a way such that
each learner works with a different set of training patterns obtained randomly
resampling the original set of examples. Resampling allows to restrict the influ-
ence of leverage points to only a subset of learners in the ensemble while the
training criterion (8) still encourages cooperation between learners. As depicted
in figure 1, at each iteration each learner takes into account the performance of
the group but respect to its own set of training patterns. Then, the influence of
each training pattern is restricted to the learners whose training set contains the
point.

As we have said, parameter λ controls the importance of the group perfor-
mance relative to the individual performance. It should be noted that if λ = 0
we obtain bagging, an algorithm where the learners are trained independently
without any information about the group performance. If λ > 0 this information
is incorporated in the estimation process and we obtain an ensemble explicitly
cooperative.



Local Negative Correlation with Resampling 575

1: Let S = {(xi, yi); i = 1, . . . , m} be a set of training patterns.
2: Let fi i = 0, . . . , n − 1 be a set of n learners and f t

i the function implemented by
the learner fi at time t = 0, . . . , T .

3: Let Vi be the neighborhood of fi.
4: Generate n new samples Si, i = 1, . . . , n sampling randomly with replacement

the original set of examples S.
5: for t = 1 to T
6: Make one epoch on the learner fi with the learning function

et
i = (y − fi)2 + λ

∑

j∈Vi

(fi − y)
(
f t−1

j − y
)

and the set of examples Si.
7: end for
8: Set the ensemble at time t to be F (x) = 1/n

∑n−1
i=0 fi(x)

Fig. 1. LNC with Resampling (RLNC)

4 Experimental Results

In this section we present empirical results to evaluate the proposed approach in
two well-known data sets namely Boston Housing and NO2, available in [1] and
[13] respectively. For comparison purposes, three algorithms will we evaluated:
Bagging, Negative Correlation (NC) and the proposed one (RLNC).

The NC algorithm depends on the parameter γ of equation (equation 4).
Similarly, RLNC depends on the parameter κ at equation (equation 9) which
measures the importance of the overlapping between learners. In the following
experiments we will empirically determine the best values of λ and κ for each data
set. Since we have previously shown [8] that local learning rules (8) are practically
insensitive to the value ν we will use the minimal value this parameter, i.e. ν = 2
which gives a more efficient algorithm.

Additionally neural networks with five sigmoidal hidden units and trained
with standard backpropagation were employed as base learners. For each exper-
iment t-student confidence intervals will be reported with a significance of 0.02
obtained after 50 simulations. The estimation process is carried out with a 75%
of the available observations and testing with the rest 25%.

Figure (2) shows confidence intervals for the mean squared error of the algo-
rithms versus the number of learners in the ensemble; the error was computed
in the training set and the testing set respectively. The circle-solid curve cor-
responds to bagging, square-dotted to NC and cross-dashed to the proposed
algorithm (RLNC). For this data set, the best values of γ and κ were found at
0.5 and 0.95 respectively. It is interesting to note that for this task the perfor-
mance is almost monotonically improved increasing κ between 0.0 and 1.0. Near
1.0 instabilities and divergence is observed.
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Fig. 2. MSE versus number of learners, corresponding to the (Boston) training set (at
left) and testing (at right)

Figure (3) shows confidence intervals for the mse of the algorithms versus
the number of learners in the ensemble. The circle-solid curve corresponds to
bagging, square-dotted to NC and cross-dashed to RLNC.
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Fig. 3. MSE versus number of learners, corresponding to the (NO2) training set (at
left) and testing set (at right)

For this data set, the best values of γ and κ were found at 0.4 and 0.5 respec-
tively.

5 Conclusions and Final Remarks

In this paper we have combined two main ideas in ensemble learning : diver-
sity and stability generated using resampling. The resulting algorithm (RLNC)
can be viewed as a generalization of bagging where the learners are locally cou-
pled using a neighborhood function and trained to be explicitly cooperative.
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Experiments with neural network ensembles, in two real data sets have demon-
strated that this algorithm obtain a better performance than bagging, which
only uses resampling and a better performance than negative correlation learn-
ing (NC) which only encourages diversity between the learners. Advantages of
the proposed algorithm tend to be more significant when we increase the number
of learners.

Experiments can also lead to conclude that, at least in the two considered
problems, the effect of resampling is more relevant than the effect of the error
negative correlation principle studied in several works [14] [9] and [3].

Future research has to study the benefits of local coupling using other resam-
pling schemes such as adaptive boosting-like approaches and partitional (maybe
competitive) ones.
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Abstract. Statistical learning theory make large margins an important property
of linear classifiers and Support Vector Machines were designed with this tar-
get in mind. However, it has been shown that large margins can also be obtained
when much simpler kernel perceptrons are used together with ad–hoc updating
rules, different in principle from Rosenblatt’s rule. In this work we will numeri-
cally demonstrate that, rewritten in a convex update setting and using an appro-
priate updating vector selection procedure, Rosenblatt’s rule does indeed provide
maximum margins for kernel perceptrons, although with a convergence slower
than that achieved by other more sophisticated methods, such as the Schlesinger–
Kozinec (SK) algorithm.

1 Introduction

While Rosenblatt’s perceptrons (pcps) were the first successful attempt at neural net-
work learning and subsymbolic artificial intelligence, their linear nature resulted in a
limited usefulness as a tool for classifier construction and they were superseded by the
more flexible and powerful sigmoid multilayer percpetrons (MLP). Recently, however,
linear classifiers have regained a wide interest when used jointly with kernel methods,
as they may provide simple but powerful classfiers in very large dimension spaces, the
best known example being Support Vector Machines (SVMs) [8,10]. Since statistical
learning theory [10] places a great importance on achieving large margins for linear
classifiers, SVM training explicitly seeks to maximize them. More precisely, assume
we have a training sample S = {(Xi, yi) : i = 1, . . . , N}, where yi = ±1, and want
to construct classifiers of the form c(X) = W · X + b. The margin of such a linear
classifier (W, b) is then

m(W, b) = min
{

yi(W · Xi + b)
‖W‖ : i = 1, . . . , N

}

,

and we want an optimum (W ∗, b∗) such that m(W ∗, b∗) ≥ m(W, b) for any other clas-
sifier (W, b). It can be argued that, equivalently, one may seek [8] to solve the problem

(W ∗, b∗) = argmin(W,b)‖W‖2 (1)

where the (W, b) must satisfy the constraints yi(W · Xi + b) ≥ 1 for all sample points.

� With partial support of Spain’s TIN 2004–07676.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 578–585, 2006.
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SVMs have a well established theory and are the tool of choice in many classification
problems. However, and although several simplified methods have been proposed [2,5],
SVM training is relatively complex, as a quadratic programming has to be solved. On
the other hand, pcps can be easily used in a kernel setting and their training is very fast.
This has led many researchers to propose simpler, pcp–based methods for large margin
linear classifier construction that somehow modify Rosenblatt’s weight update rule in
ways better suited to the large margin goal. Examples of this are the Relaxed Online
Maximal Margin algorithm [4] and, particularly, the Schlesinger–Kozinec algorithm
[1], which we briefly describe next in its 1–vector form.

We slightly change our notation by considering extended patterns X̃ = (X, 1) and
weight vectors W̃ = (W, b). The constraints then become yiW̃ · X̃i ≥ 1. We shall drop
in what follows the ˜ and write simply W and X for the extended weight and pattern
vectors. Now, let us write S̃ for the set S̃ = {yiXi : i = 1, . . . , N}. We then have [1]
the following characterization of the maximum margin vector W ∗:

W ∗ = arg min{‖W‖ : W ∈ C(S̃)} (2)

where C(A) denotes the convex hull of a set A. This suggests to keep the succe-
sive weight updates Wt inside the C(S̃) set. Moreover, it can be proved that m∗ =
m(W ∗) = ‖W ∗‖, where m(W ) denotes the margin of W . As a consequence, for any
other W ∈ C(S) we have m(W ) ≤ m(W ∗) = ‖W ∗‖ ≤ ‖W‖. In particular, setting
g(W ) = ‖W‖ − m(W ), we have 0 = g(W ∗) ≤ g(W ).

The Schlesinger–Kozinec (SK) algorithm uses g as a criterion function to stop pcp
training when it becomes smaller than a specified value. It also performs pcp weight
updates as

Wt+1 = (1 − λ∗)Wt + λ∗yl(t)Xl(t) (3)

where l(t) is the index of the pattern Xl(t) chosen at step t and

λ∗ = arg minλ{‖(1 − λ)Wt + λXl(t)‖}.

If we start at a random W0 = Xl0 , these updates guarantee that Wt+1 ∈ C(S̃) and
also that ‖Wt+1‖ ≤ ‖Wt‖. There are several options to choose the pattern Xl(t). In
standard pcp training one would randomly choose an l(t) = l such that ylWt · Xl < 0
and stop the algorithm when no such Xl can be found. However, such a possibly too
early stopping has to be avoided in margin maximization, and in the SK algorithm we
choose at each iteration an index l such that

l = arg mini{yiWt · Xi}, (4)

even if all patterns are correctly classified. As we shall argue in section 2, this choice
makes the new margin at Xl larger that the previous one. In summary, the SK algorithm
causes the ‖Wt‖ to decrease while making the margin m(Wt) likely to increase. This
explains the speed at which it causes the difference g(W ) = ‖W‖−m(W ) tend to zero,
that makes it competitive with more sophisticated state–of–the–art SVM methods [1].

At first sight, Rosenblatt’s rule for standard pcp training seems quite far from the
above considerations. However, it can be observed that if pattern selection is performed
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according to (4), the margins m(Wt) of the succesive weights tend to increase. In this
work we shall analyze this behavior, showing in section 2 that if we write Rosenblatt’s
standard weight updates as W ′

t+1 = W ′
t + yl(t)Xl(t), the vectors Wt = W ′

t/t verify

Wt+1 =
(

1 − 1
t

)

Wt +
1
t
yl(t)Xl(t) (5)

and therefore Wt ∈ C(S̃); we will call (5) the convex Rosenblatt rule and convex pcps
the resulting linear classifiers. To select the updating vector, we can choose between
update (4) to improve on the margin, or an alternative such as

l = l(t) = arg mini‖
(

1 − 1
t

)

Wt +
1
t
yiXi‖ (6)

that we shall see that would imply ‖Wt+1‖ ≤ ‖Wt‖. In section 3 we shall numerically
demonstrate that the weight norms ‖Wt‖ will then decrease and, as consequence, large
margins can be achieved with Rosenblatt’s rule, although with a decrease rate of the
g(W ) criterion slower than that achieved by the SK algorithm. Since linear separation
usually cannot be achieved in original pattern space, we shall also show in section 2 how
to set up the resulting procedures in a kernel setting, paying attention to complexity
issues. In section 3 we shall experimentally compare the performance of the convex
Rosenblatt’s rule with respect to that of the SK algorithm, in terms not only of the
margin achieved, but also of test set errors. The paper will end with a short discusion
and pointers to futher work.

2 Convex Perceptron Training

Recall that we write Rosenblatt’s standard weight update rule as W ′
t=W ′

t−1+yl(t)Xl(t),
with l = l(t) is the index of the pattern (Xl, yl) that is used in the t-th update. Starting
at an initial W ′

0 = Xl0 , it follows that W ′
t =

∑t
0 yl(j)Xl(j) and, therefore,

Wt =
1
t
W ′

t =
1
t

t∑

0

yl(j)Xl(j) =
1
t

(
t−1∑

0

yl(j)Xl(j) + yl(t)Xl(t)

)

=
1
t

(
W ′

t−1 + yl(t)Xl(t)
)

=
(

1 − 1
t

)

Wt−1 +
1
t
yl(t)Xl(t). (7)

As a consequence, Wt ∈ C(S̃) for all t. We turn next our attention to the updating
pattern selection. To simplify the notation, we shall consider general updates

Wt = (1 − λ)Wt−1 + λylXl = μWt−1 + λylXl. (8)

If we use (4) to choose the updating vector Xl, we have ylWt−1·Xl =m(Wt−1)‖Wt−1‖
and the new margin of Xl after update (8) verifies

ylWt · Xl = yl((1 − λ)Wt−1 + ylλXl) · Xl = (1 − λ)ylWt−1 · Xl + λ‖Xl‖2

= Wt−1 · Xl + λ
(
‖Xl‖2 − Wt−1 · Xl

)
,
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Table 1. Evolution of weight norm and margin values for the SK and convex pcp algorithms over
the Ripley data set

SK convex pcp
Iter. norm margin norm margin

100 0.4474 ± 0.0000 -0.0104 ± 0.0018 0.4495± 0.0000 -0.0141 ± 0.0021
500 0.2302 ± 0.0013 0.1082 ± 0.0035 0.2330 ± 0.0013 0.1036 ± 0.0028
1000 0.2150 ± 0.0017 0.1745 ± 0.0026 0.2171 ± 0.0016 0.1563 ± 0.0023
5000 0.2122 ± 0.0017 0.2092 ± 0.0017 0.2120 ± 0.0017 0.2017 ± 0.0017
10000 0.2121 ± 0.0017 0.2103 ± 0.0017 0.2119 ± 0.0017 0.2069 ± 0.0018
50000 0.2119 ± 0.0017 0.2114 ± 0.0017 0.2118 ± 0.0017 0.2109 ± 0.0017

which will be larger that the previous margin Wt−1 · Xl at Xl if ylWt−1 · Xl < ‖Xl‖2.
This will certainly be the case in the first iterations, as linear separability may not have
been achieved yet and the left side will be negative. Moreover, since |ylWt−1 · Xl| ≤
‖Wt−1‖ · ‖Xl‖ and the norms ‖Wt‖ will decrease, the margin should also increase in
later iterations, as then we should likely have ‖Wt−1‖ ≤ ‖Xl‖.

Alternatively, we can try to ensure that ‖Wt‖ ≤ ‖Wt−1‖. Observe that if W ′ =
μW + λyiXi

δ = ‖W‖2 − ‖W ′‖2 = (1 − μ2)‖W‖2 − λ2‖Xi‖2 − 2λμyiW · Xi,

and to maximize δ and, hence, to obtain a largest norm decrease, we should select an
Xl such that

l = arg mini{λ‖Xi‖2 + 2μyiW · Xi}. (9)

Notice that if all Xi have the same norm, procedures (4) and (9) give the same updating
vector.

As mentioned in the introduction, we have to consider kernel versions of pcps in
order to achieve linear separability, for which we have to rewrite (7) in dual form [7].
More precisely, we shall assume X = (φ(x), 1) = Φ(x) with x a low dimension
pattern and φ a nonlinear transformation into a high dimensional space such that there
is a kernel k(x, z) that verifies X · Z = 1 + φ(x) · φ(z) = 1 + k(x, z) = K(x, z). To
write (7) in kernel form, we assume that

Wt =
∑

j αt
jyjXj =

∑
l αt

jyjΦ(xj).

Then (7) becomes

Wt =
∑

j

αt
jyjXj =

(

1 − 1
t

)

Wt−1 +
1
t
ylXl

=
(

1 − 1
t

) ∑

j

αt−1
j yjXj +

1
t
ylXl. (10)

which gives

αt
j =

(

1 − 1
t

)

αt−1
j +

1
t
δj l. (11)
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Table 2. Evolution of weight norm and margin values for the SK and convex pcp algorithms over
the Pima data set

SK convex pcp
Iter. norm margin norm margin

100 0.4474 ± 0.0012 -0.0116 ± 0.0007 0.4496 ± 0.0014 -0.0124 ± 0.0014
500 0.2479 ± 0.0013 0.1792 ± 0.0027 0.2512 ± 0.0013 0.1562 ± 0.0027
1000 0.2446 ± 0.0013 0.2311 ± 0.0016 0.2453 ± 0.0013 0.1970 ± 0.0022
5000 0.2438 ± 0.0014 0.2414 ± 0.0014 0.2437 ± 0.0014 0.2349 ± 0.0014
10000 0.2437 ± 0.0014 0.2425 ± 0.0014 0.2436 ± 0.0014 0.2394 ± 0.0014
50000 0.2436 ± 0.0014 0.2433 ± 0.0014 0.2436 ± 0.0014 0.2427 ± 0.0014

To speed up the vector selection procedure, we shall use vectors Dt such that Dt
j =

yjWt · Xj . Since Wt · Xj = (μWt−1 + λylXl) · Xj , it follows that

Dt
j = μDt−1

j + λylyjK(xl, xj).

Then (4) becomes
l = l(t) = arg mini

{
Dt−1

i

}
.

while (9) becomes

l = l(t) = arg mini

{
λK(xi, xi) + 2μDt−1

i

}
.

It is clear that the choice of the vector Xl to be used at step t has a cost O(N) (it
does not require kernel evaluations), and the Dt

j updates have a cost of O(N) kernel
computations. Thus, the cost of a T iteration SK or convex pcp training becomes O(T ×
N) kernel computations, while memory requirements are just O(N).

3 Numerical Experiments

In this section we shall contrast the performance of convex perceptrons with that of
the SK algorithm over two datasets taken from the UCI problem database [9], the Pima
Indians diabetes and the Wisconsin breast cancer, and also over a synthetic problem, the
Ripley dataset [6]. We shall normalize the original patterns to componentwise 0 mean
and 1 variance and use the gaussian kernel

k(x, y) = exp
(

−‖x − y‖2

σ2

)

;

with σ = 0.5 for the Ripley dataset and σ = 50 for the other two datasets. Notice that
for this kernel ‖Xi‖ is constant for all Xi, and the updating vector selection procedures
(4) and (9) give the same updating pattern sequence. In order to guarantee linear sep-
arability for the training set, we shall use the standard trick of extending the projected
patterns X = Φ(x) as

X ′
i =

(
Xi, 0, . . . ,

yi

2C
, . . . , 0

)
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Table 3. Evolution of weight norm and margin values for the SK and convex pcp algorithms over
the breast cancer data set

SK convex pcp
Iter. norm margin norm margin

100 0.4569 ± 0.0012 0.0250 ± 0.0036 0.4588 ± 0.0011 0.0363 ± 0.0041
500 0.3125 ± 0.0047 0.2445 ± 0.0067 0.3150 ± 0.0047 0.2290 ± 0.0056
1000 0.3064 ± 0.0049 0.2934 ± 0.0051 0.3060 ± 0.0049 0.2686 ± 0.0056
5000 0.3059 ± 0.0049 0.3051 ± 0.0049 0.3059 ± 0.0003 0.2991 ± 0.0051
10000 0.3059 ± 0.0049 0.3056 ± 0.0050 0.3059 ± 0.0049 0.3025 ± 0.0050
50000 0.3059 ± 0.0049 0.3058 ± 0.0049 0.3059 ± 0.0049 0.3053 ± 0.0049

Table 4. Final test set errors for the three datasets: both methods achieve the same values

Dataset SK accuracy conv. pcp acc.

Ripley 0.9049 ± 0.0195 0.9049 ± 0.0195
Pima 0.7769 ± 0.0482 0.7769 ± 0.0482
Breast 0.9500 ± 0.0181 0.9500 ± 0.0181

which requires us to work with extended kernel

K ′(x, z) = K(x, z) +
1

2C
δxz;

we shall use a common C value of 10.
The comparison criteria we shall discuss are final test set accuracy and final separat-

ing weight norm and margin values. Tables 1, 2 and 3 show evolution values for up to
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Fig. 1. Norm and margin evolution for convex pcp (outer curves) and the SL algorithm (inner
curves) for the Ripley dataset
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Fig. 2. Norm and margin evolution for convex pcp (outer curves) and the SL algorithm (inner
curves) for the Pima dataset

50.000 iterarions of the weight norm and margin values for the Ripley, Pima and breast
cancer datasets. They have been computed by 10–times cross validation, where the full
data sets have been randomly split in 10 train–test pairs, with the training set taking
90% of all patterns. Values shown are the averages over the 10 runs. We point out that
a standard way in machine learning to obtain larger average samples is to use a number
of random starting vectors for each train–test set pair. However, this procedure tends to
give nearly identical evolutions for both methods, and we have not followed it. Notice
that while the weight norm decreases at about the same speed in both methods, margins
go upward faster in the SK algorithm. Table 4 shows final test set accuracies; as it can
be seen, they are similar for both algorithms. This is also clear in figures 1 and 2, that
show the evolution of weight norms and margins for both algorithms over the Ripley
and Pima dataset (a similar behavior can be observed on the breast cancer dataset). The
outer curves correspond to the convex pcp algorithm while the inner ones, that demon-
strate a faster convergence, to the 1-vector SK algorithm. In summary, both the convex
pcp and SK algorithms provide similar test set accuracies and maximal margin values,
although the SK algorithm convergence is faster.

4 Conclusions

Modern study of standard perceptrons has shown that learning procedures can be de-
fined for them so that maximal margins can be obtained. However, this was not the
objective of Rosenblatt’s rule for pcp training, that was designed to provide a sim-
ple learning procedure. In this work we have shown that, rewritten in a convex up-
date setting and using an appropriate updating vector selection procedure, Rosenblatt’s
rule does indeed provide maximal margins in a way much simpler than that offered
by SVMs. In any case, the margin convergence speed is slower than that of specific
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methods such as the Schlesinger–Kozinec (SK) algorithm, that also works in a convex
setting and uses the same updating vector selection procedure. The reason probably lies
on the different update rule used by the SK algorithm, that seems to ensure a faster
margin increase, something that may not happen for convex pcps (weight norms seem
to decrease at about the same speed for both methods). How to achieve faster increasing
margins for convex pcps and, more generally, how to increase convergence speed are
questions currently under research.
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Abstract. In this paper, we propose a new population-based framework for 
combining local search with global explorations to solve single-objective 
unconstrained numerical optimization problems. The idea is to use knowledge 
about local optima found during the search to a) locate promising regions in the 
search space and b) identify suitable step sizes to move from one optimum to 
others in each region. The search knowledge was maintained using a Cultural 
Algorithm-based structure, which is updated by behaviors of individuals and is 
used to actively guide the search. Some experiments have been carried out to 
evaluate the performance of the algorithm on well-known continuous problems. 
The test results show that the algorithm can get comparable or superior results 
to that of some current well-known unconstrained numerical optimization 
algorithms in certain classes of problems. 

Keywords: Unconstrained Numerical Optimization, Cultural Algorithm, 
Iterated Local Search, Evolutionary Algorithm, Brent Direct Search. 

1   Introduction 

In this paper, we propose a new population-based framework for combining local 
search (Brent Direct Search [1, 2]) with global exploration to solve single-objective 
unconstrained numerical optimization problems. The idea is to use knowledge about 
local optima found during the search to a) locate promising regions in the search 
space and b) identify the suitable step size to move from one optimum to others in 
each region. The general properties of the framework could be described as follow: 

• A population of individuals is maintained. Each individual is a mobile agent 
equipped with two heuristics: one internal local search to find local optima and one 
adaptive move length to get out of the current basin of attraction.  

• To successfully get out of the current basin as well as to approach promising areas, 
individuals need to share their knowledge about the search space with others. They 
do that by contributing their knowledge to a shared source called belief space. It 
contains the following information: (1) positions of best optima; (2) successful 
move lengths that was used to find these optima; and (3) promising area to search.  

• All individuals can contribute their knowledge to the belief space, but only the 
most successful one is used as exemplars for others to follow. Here are the details: 
− At the beginning of a generation, a promising region was created from 

positions of all best optima. Individuals are attracted to this region. 
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− Each individual then uses rank selection to adopt with modification a 
successful move length from the belief space.   

− During its lifetime, an individual can change its move length by selecting with 
modification a new one from the belief space.  

• At each move, an individual can proceed along either a random direction or a 
direction heading to a selected optimum depending on a certain probability. To 
guarantee search diversity, the more the trials, the larger the probability is. 

Some details described in the framework above have already been mentioned in 
existing literature. The idea of iteratively taking the local search and using mutation to 
escape from current basin of attraction has been mentioned by Martin et al. [3], and 
then was named Iterated Local Search (ILS) by Lourenco et al. [4]. The idea of 
maintaining exemplars from current solutions and using them to influence the next-
generation population was also described by Reynolds [5] in his Cultural Algorithms 
(CA). Our new algorithm is a hybrid version of CA and ILS. We named it “CA-ILS”. 

Several new issues are proposed in CA-ILS. Firstly, different from current CA 
versions for continuous unconstrained optimization [6, 7], which concentrate on 
evolving solutions, we tried to evolve behaviors that individuals can use to find better 
solutions. These include lengths, directions and regions for the move. Because there 
are evidences that in reality phenotypic information may evolve much faster than 
genetic evolution [8], or even dominate it [9, 10], it might be interesting to evolve 
only this information to investigate the impact of cultural evolution on optimization. 

Secondly, while existing versions of CA perform the search in all feasible solutions 
S [5-7, 11-13, 16-17], CA-ILS takes the search in a sub-set of optima S* only. When 
optima are not randomly distributed, but form a specific pattern, it may make senses 
to detect that pattern using information from found local optima. Several researches 
points out that such patterns exist in real-world continuous problems [14, 15]. 

We have carried out some empirical experiments on well-known multi-modal test 
problems to evaluate the strength and weakness of CA-ILS. The test results show that 
CA-ILS could get comparable performances to that of some current state-of-the-art 
algorithms in at least some classes of multimodal functions. We expect that the 
performance could be improved further when CA-ILS’s parameters are tuned. 

The rest of this paper is organized as follows: Section 2 provides a detail 
implementation of CA-ILS, section 3 describes experiments on test functions and 
section 4 concludes with some discussions and future research directions. 

2   CA-ILS – Implementation 

Definition 1 (Population and individuals) 
We define a population P of μ individuals, in which each individual X ∈ P, X =  <x, 
x’, ∆, û, l(x)>, is an entity moving around the space during its lifetime, where: 

x – current position - a real vector represent individual X’s current position 
x’ – previous position - a real vector represents X’s previous position 
∆ – move length – the step size that the individual takes to jump from one 

basin to others. This may change during individual’s lifetime 
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û – direction –unit vector representing X’s moving direction  
l(x)- the internal local search method that X uses to find local optima 

Definition 2 (Belief space) 
Reynolds and Sverdlik [16] proposed the concept of belief space as a kind of 
“problem-solving” knowledge derived from “behaviours” of individuals and is used 
to actively constrain the traits acquired in future populations. In CA-ILS, we use the 
belief space to maintain behaviors (move lengths, directions) leading to best solutions.  

A belief space in CA-ILS can be described by the tuple <S, N, T> as follows: 

Definition 2.1 (Situational knowledge) 
S denotes the situational knowledge [17] – a set of exemplary behaviours for others to 
follow. In CA-ILS, S corresponds to a set of k triples <xj, fj, δj>, j=1,...,k, where xj, fj 
are the co-ordinations and fitness score of the jth optimum in S, respectively, and δj is 
the move length used by an individual to find that optimum.   

Definition 2.2 (Normative knowledge) 
N denotes the normative knowledge  - acceptable ranges limiting individuals’ 
behaviors. In CA-ILS, N is represented as the pair <Nbnd, Nml>, where: 

• Nbnd is a promising region boundary containing positions of all optima in S:  
Nbnd = <l, u> , where l, u are two n-component real vectors; li = min[xi(j)], ui  = 
max[xi(j)], j =1, ..k, i = 1, ..n, where xi(j) is the i-th coordination of the j-th 
optima in S, and n is the number of variables in the objective function. 

• Nml
 is the move length range bounded by the smallest (l) and largest (u) acceptable 

move lengths from the situational knowledge S.  
Nml = <l, u> ,  where l = min(δj), u = max(δj), ∀ move length δj ∈ S, j=1, ..., k. 

Definition 2.3 (Global temperature) 
T denotes a temperature parameter, inspired from Simulated Annealing [18]. The 
higher T is, the more the probability p that individuals should not take oriented moves 
to known good optima but random ones, where p = exp(-1/T). T is gradually reduced 
after each move. Its reduction is controlled by the rate β (0 < β < 1 ): Tt = Tt-1 . β  . 

CA-ILS - main procedures 
1. Initialize: Initialize the population and all necessary parameters. 
2. SearchForOptima: Each individual invokes the following routines η times: 

2.1. Local search: Take a local search from individual’s current position to find the 
optimum 

2.2. Choose direction: Modify its current strategy and direction basing on the belief space. 
2.3. Global Search: Take a global move to jump out of the current basin   

3. Adjust: Search results and strategies found in step 2 are used to adjust the belief space: 
3.1. Select exemplar: Retain top ρ percent of best optima as exemplars for others to follow 
3.2. Select move length:  Move lengths leading to these best optima are also selected  
3.3. SetPromisingRegion: Use these optima to form a promising region to attract 

individuals 
4. Influence: The adjusted belief space is used to influence a new generation 

4.1. InfluencePosition: Move new individuals to the promising region. 
4.2. InfluenceMoveLength: Individuals use rank selection to adopt with modification a 

move length from the belief space   
5. If the search criteria are not satisfied, go to step 2. 
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Initialize 
1. Initialize the population: At initial, each individual X ∈ P is initiated as follow: 

(a)  The current position x of X was distributed randomly in the space. 

(b)  X’s move length )]min[size()/( iIn ⋅=Δ τ , where τ is set by users; size(Ii) is 

the size of the interval I for the ith variable, i =1, ..,n 
(c)  X is provided with a random initial direction. 

2. Initialize the belief space 
(a)  S={∅} , 
(b)  Nbnd = <0, u> , where u are a n-component real vector, ui = size(Ii), i = 1, ..,n ;    

Nml = <0, min[size(Ii)] / 2> , i = 1, ..,n  .  
(c)  Initialize the global temperature T  
(d)  Initialize η - the maximum moves for each individual per generation  

SearchForOptima 
1. Set the iteration counter m = 1 
2. For each individual X of the population P, perform the following steps: 
2.1. Local search 

a. Invoke the local search algorithm to get to the nearest optimum x* , 
b. If X did not escape from the current basin, randomly select from S a 

larger move length δ  as exemplar for its move length ∆ : 

Let ∆0 = ∆; then set |)||,max(|)1,0( δδδ −−•+=Δ ulN ,  (1) 

where δ ∈ S such that δ  < ∆0 , l and u are bounds of Nml, and N(0,1) 
denotes a normally distributed random variable. 

c. Update information to the belief space:  If X has found a new optimum 
x* which has better fitness score than at least one optimum in S then 
 set the distance from the previous optimum x’ found by X to x* as 

X’s move length ∆: 
2

1
)*'(∑ −=Δ n

jj xx , n - number of variables 

 record x*, its fitness score f(x*) and X’s move length ∆ to the 
situational knowledge S:  S ← (x*, f(x*), ∆) 

2.2. Choose a moving direction for the global move of X:  
a. Check p = exp(-1/T) to determine X’s direction: If U(0,1) > p, where 

U(0,1) is a uniform distribution variable, then the direction is random. 
b. If X should move along a random direction, randomize its unit vector û: 
c. If X should take a directed move toward an already-known optimum: 

 Select an optimum with position xd from S using rank selection, 
 Set the direction vector from x* to xd as the unit vector û  for X 

2.3. Global search: Take a global jump to move out of the current basin using 
the acquired move length ∆ and direction û : xi =  xi + ∆ ⋅ ûi ,i = 1, ..,n. 

2.4. Decrease T:  T  = T ⋅ β , where β is the reduction rate. 
3. m=m + 1. If stopping criteria is satisfied, stop. If m < η, go to step 2. 

Adjust 
After each generation, results found are used to adjust the belief space as follows: 

1. Adjust S: Retain only a top ρ percent of optima based on their fitness scores. 
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2. Adjust Nbnd : Nbnd = <l, u> , with li = min[xi(j)], ui  = max[xi(j)], j =1, ..,k;  
i=1, .., n where xi(j) is the i-th coordination of the j-th optima in S. 

3. Adjust Nml : Nml = <l, u>, with  l = min(δi), u = max(δi), ∀ δi ∈ S, i=1, ..., n. 

Influence 
The new belief space is used to influence behaviors of the new generation: 

1. Influence Position:  
1.1 Individuals outside the promising region move to random places within this.  
1.2 Individuals inside the promising region have their places unchanged. 

2. Influence Move length: Move length ∆ of X is influenced from an exemplar δ ∈ S 
as follow: ||)||,max(|)1,0( δδδ −−•+=Δ ulN|  , where l, u are bounds of Nml . 

In addition, in some situations we may want ∆ to not be larger than 1/s 
minimum size of the promising region. Otherwise, s should be set as zero. 

3   Experiments 

We took three different types of experiments. First, we compared the performance of 
CA-ILS with that of two well-known CA algorithms specialized for unconstrained 
optimization - CAEP [6] and FCAEP [7] - in six multi-modal functions (Fig. 1 - 3) 
described in [6, 7]. Among many versions of these two algorithms, only the best for 
each problem are used to compare with CA-ILS. Our purpose is to evaluate the 
efficiency of applying the new issues mentioned in section 1 to CA.  

Second, we evaluated the performance of CA-ILS in nine multi-modal functions 
described by Yao and Liu [19] and compared it with the classics FEP algorithm to 
find out in which condition CA-ILS work well. Among these functions, six (F8 – 
F13) are hard functions with many local minima in 30 dimensions and the three left 
(F21 – F23) are special functions that are usually hard to solve for algorithm 
combined of local and global search [19].  

Finally, we took a comparison between CA-ILS and some of the latest developed 
algorithms - 11 algorithms selected for publishing in CEC’05 special session on Real-
Parameter Optimization [20]. The purpose of this experiment is to compare CA-ILS’s 
performance with that of most recent advances in the field. At the time of writing this 
paper we have made comparisons on only first three multi-modal hard problems (F6 – 
F8) provided in [20]. Other comparisons will be published in the near future. 

For a fair comparison, we use the same configurations for all test cases in each type 
of experiments (Table 1). The main measures for the first experiment are success rate 
and numbers of function evaluations needed to reach minimum values , as described 
in [6] and [7]. The main measures for the second experiment are the mean best (MB), 
as described in [19], and the main measures for the last experiment are the average of 
ranks that each algorithm got in all three considered functions and also their averaged 
success rate. Detail performance of each algorithm in the top eleven algorithms of 
CEC05’s special session can be found in [21], and detail performance of CA-ILS for 
F6 – F8 can be found in [22].  

Because the nature of CA-ILS is to search in the space of optima, we interested in 
testing only functions that have more than 10 optima in all experiments.  
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In experiment 1, Fig. 2 and Fig. 3 show that CA-ILS required fewer averaged 
function-evaluations than that required by CAEP and FCAEP to find global optima in 
most of the given problems, except the Ackley.  In experiment 2, as can be seen in 
Table 2 CA-ILS performed better than FEP in six out of 9 test functions. In the last 
experiment with three given problems tested in 10 and 30 dimensions, CA-ILS was 
ranked third and fourth, respectively, in comparing with 11 top algorithms (Table 3). 

However, CA-ILS did not perform so well in some problems and in some others it 
did not become superior to the compared algorithms. In experiment 1, CA-ILS did not 
100% succeed in the Foxholes and Griewank problems. It stuck early at some local 
optima and consequently did not find the global optima. The reason for this 
phenomenon is the low value of the exemplary percentage ρ (default is 30%). When 
we increased ρ to a certain value (35% for Foxholes and 98% for Griewank), CA-ILS 
succeeded 100% and outperformed CAEP/FCAEP.  The same thing happened in 
experiment 2 while we tested CA-ILS on function F8. F8 was reported as having a 
fake global optimum and that might cause CA-ILS to improperly converge. 

Another problem that CA-ILS encountered during the test is that sometimes the 
Brent Direct local search needed to perform a large number of function evaluations. 
This prolonged operation reduced the number of global explorations, hence reduced 
algorithm’s performance. As a result, when CA-ILS was used to solve such problems 
as with many optima as Rastrigin, Ackley and their variations in high dimensions, it 
may need a large number of evaluations and become less effective than some other 
algorithms. These shortcomings suggest that further investigations on how to 
effectively use the internal local searches should be taken in future research. 

4   Conclusions 

CA-ILS proved to have comparable or superior performance to that of some current 
well-known algorithms in at least some classes of multimodal functions.  

Further studies may be needed to investigate why CA-ILS work well in some of 
the given problems, but one reason might be that it can detect problems’ structural 
patterns. Some of the tested problems have a big valley structure, in which good 
optima clustered around the global optimum. As expected the algorithm can quickly 
find the valley and heading to the good regions. These findings also support the 
mentioned issue of searching in the space of optima S* instead of the whole 
space S.   

Another reason for the success of CA-ILS may be that it can adaptively change the 
global move lengths and move directions to quickly find the next better optima. This 
success shows that the evolvement of individuals’ behaviors actually have positive 
effects on improving search performance in certain situations. 

There are many related research topics may be pursued in the future to improve 
and further evaluate the algorithm. One of these is to investigate the impact of 
decomposing the search space to better identify promising regions. Another 
interesting issue is about how to maintain diversity for the search process. Another 
one is about when to apply local searches and how to avoid optima recycling. 
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Fig. 1. Success ratio (experiment 1) 
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Fig. 2. Percent of evaluations that CAILS 
needed, compared to that of CAEP (exp. 1) 

Table 1. Parameter settings of CA-ILS  

Prm References Value 

β Definition 2.3 0.838 

μ Definition 1 3 

η proc. Initialize 10*; 5**,*** 

ρ proc. Adjust 30% 

τ proc. Initialize 0.5/0.1/0.02  

T Definition 2.3 100 
t formula (6.10) in [4]  1.0e-2 
s proc. Influence 2*, **; 0***  
   *  experiment 1: compare with CAEP & FCAEP 
 **  experiment 2: compare with FEP 
*** exp. 3: compare with top algorithms from CEC05  

Percentage comparison of CAILS's function evaluations to that of 
FCAEP over 40 runs
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Fig. 3. Percent of evaluations that CAILS 
needed, compared to that of FCAEP (exp. 1) 

Table 2. CA-ILS vs FEP (exp. 2) 

 CA-ILS FEP 
f MB SD MB SD 
8 -10129.2 538.0 -12554.5 52.6 
9 7.8E+00 2.4E+00 4.6E-02 1.2E-02 

10 2.4E-03 6.5E-04 1.8E-02 2.1E-03 
11 1.8E-09 1.7E-09 1.6E-02 2.2E-02 
12 3.0E-05 6.4E-05 9.2E-06 3.6E-06 
13 3.2E-07 3.5E-07 1.6E-04 7.3E-05 
21  -9.9E+00 1.3E+00 -5.5E+00 1.6E+00 
22  -9.6E+00 1.9E+00 -5.5E+00 2.1E+00 
23  -1.0E+01 1.3E+00 -6.6E+00 3.1E+00  

Table 3. CA-ILSvs CEC’05 algos (exp. 3) 

10 dimensions 30 dimensions 
Algorithms Rank % Algorithms Rank % 
G-CMA-ES 1.7 67 L-CMA-ES 1.7 67 
L-CMA-ES 1.7 67 G-CMA-ES 2.0 67 
CA-ILS 1.7 48 BLX-GL50 4.0 67 
L-SaDE 3.3 41 CA-ILS 4.3 47 
DMS-L-PSO 4.3 39 K-PCX 5.7 32 
BLX-GL50 5.7 45 DMS-L-PSO 6.7 64 
K-PCX 6.7 29 EDA 7.0 33 
DE 8.3 35 DE 7.0 29 
EDA 8.7 31 SPC-PNX 8.7 23 
BLX-MA 9.7 0 BLX-MA 9.0 0 
CoEVO 10.0 0 L-SaDE 9.3 27 
SPC-PNX 10.3 1 CoEVO 9.3 15  

We also interest in applying different strategies, both globally and locally, in the 
algorithm. Although the current framework has only single available type of local 
search, its flexibility allows us to mix and adaptively choose different search 
algorithms in both local and global levels. 
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Abstract. Signals and images often suffer from blurring or point spreading with 
unknown filter or point spread function. Most existing blind deconvolution and 
deblurring methods require good knowledge about both the signal and the filter 
and the performance depends on the amount of prior information regarding the 
blurring function and signal. Often an iterative procedure is required for esti-
mating the blurring function such as the Richardson-Lucy method and is com-
putational complex and expensive and sometime unstable. In this paper a blind 
signal deconvolution and deblurring method is proposed based on an ICA 
measure as well as a simple genetic algorithm. The method is simple and does 
not require any priori knowledge regarding the signal and the blurring function. 
Experimental results are presented and compared with some existing methods.  

1   Introduction 

A long-standing problem in image restoration is to reconstruct from a blurred and/or 
noisy image with as little as possible a priori knowledge of the original image, blur-
ring function and the nature of added noise. The blurring degradation may be due to 
misfocus, motion or atmospheric turbulence. The resultant image should be as close 
to the original image as possible. Some related past efforts can be found in [1,6,7]. 
Here the motivation is to come up an effective and efficient method to perform blind 
deblurring. 

The degraded system can be represented by a general block diagram shown in 
Fig.1. Most blurring models rely on a standard model of a shift invariant kernel and 
additive noise, which mathematically can be represented as, 

),(),(),(),( 21212121 nnnnbnnfnnx η+⊗=                                (1) 

where ⊗ is the convolution operator. The degraded image x(n1,n2) is the result of 
convoluting the original image f(n1,n2) with a point spread function (PSF) b(n1,n2) and 
then adding noise η(n1,n2).  

Various techniques have been applied to recover the actual image. Traditional  
approaches like median-based approaches are inadequate and limited. The ideal ap-
proach to deblurring is to directly inverse the PSF that degrades the image (same is 
true with the presence of noise). For the case when there is no or little noise, the direct  
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Fig. 1. Blurring model. x is the corrupted or observed image, f is the original image and η is 
added noise. 

inverse filter can be done easily in spectral (frequency) domain, where the convolu-
tion process becomes multiplication, 
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In most cases the PSF is not available. However, there are certain situations in 
which one may make certain valid assumption on the PSF or at least some properties. 
For example, if the blurring in the image is due to linear movement of the scene or 
camera during exposure, the PSF is like a sinc function, as shown in Fig. 2 (a). So the 
most straightforward approach is to recover the image through deconvolution with the 
inverse filtering. Another instance in which one may estimate the PSF to some degree 
is when there is a lens or other circular aperture causing the blur due to misfocus. In 
this case, the frequency response of the PSF takes on the form as shown in Fig. 2 (b) 
Although inverse filtering method is very simple in principle, but finding the correct 
values of the corresponding PSF is never an easy task in practical cases. 

     

Fig. 2. PSF frequency response for (a) linear motion, (b) lens misfocus 

In blind deconvolution, a convoluted version of x is obtained without knowing the 
signal f and deconvolution kernel h [7-9]. The problem is to find a separating filter h 
so that f=h⊗x. The equalizer h can be assumed to be a FIR filter of sufficient length, 
so that the truncation effects can be ignored. A special case of blind deconvolution 
that is especially interesting in our context is the case where it is assumed that the 
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values of the signal f at two different points of time are statistically independent. Un-
der certain assumptions, this problem can be solved by simply whitening the signal x. 
However, to solve the problem in full generality, one must assume that the signal f is 
non-Gaussian, and use higher-order information [5,10]. Thus the techniques used for 
solving this special case of the problem are very similar to the techniques used in 
other higher-order methods. 

2   Richardson–Lucy Method 

The main disadvantage of the majority of the blind deconvolution algorithms is that 
the performance is directly proportional to the amount of a priori knowledge of either 
f or b. In an effort to address this weakness, Ayers and Dainty [2] proposed an itera-
tive deconvolution algorithm developed independently in the 1970’s by Richardson 
[3] and Lucy [4], which has become a widely used method for blind deblurring. The 
algorithm for iteratively solving for f is written as, 

)
),(

),(
),()(,(),(

21

21
2121211 nnr

nnx
nnbnnfnnf

k
kk ⊗=+                          (3) 

where rk(n1,n2) represents a reblurred image given by, 

),(),(),( 212121 nnbnnfnnr kk ⊗=                                  (4) 

This method has an added benefit of robustness to noise if it may be modelled as 
Poisson noise. If the noise is Gaussian in nature, an alternative algorithm is given by, 

)),(),(),()(,(),( 21212121211 nnrnnxnnbnnfnnf kkk −⊗=+               (5) 

Ayers and Dainty [2] first proposed to extend this deconvolution to unknown PSF 
as well, by alternately iterating on each of the unknowns in 
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where both f and b are unknown quantities. Initial values of each of these functions 
are necessary for the algorithm. The recommended starting values are constant images 
with a DC value equal to the DC value of the blurred image and unity for the deblur-
red image and PSF, respectively. It should be noted that there is no clear consensus on 
the best iteration scheme for this algorithm.  

None of the techniques studied worked particularly well for every type of the im-
ages, as they require a prior knowledge about the point spread function or the image 
in many circumstances. Therefore these schemes fall short in performance in any real 
test cases. Richardson-Lucy iterative blind deconvolution method is computationally 
expensive and requires good initial estimates; it also exhibits some instabilities that 
one often does not expect. 
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3   ICA and Nongaussianity 

Independent Component Analysis (ICA) is a technique that recovers a set of inde-
pendent source signals from a set of observed, mixed signals without a priori knowl-
edge of the sources, thus is also termed as blind source separation (BSS). It is as-
sumed that each measured signal is a linear combination of the independent original 
signals, and that there are an equal number of measured signals and independent sig-
nals. Furthermore it is assumed that the sources are nongaussian.  

ICA starts with a vector of observations, xi, i=1, 2, …n. Then each of these obser-
vations is a liner combination of a set of n independent components: 

niniii sasasax +++= ...2211 ,  i=1, 2, …, n                          (8) 

Or, using a matrix notation, X=AS. Here S= (s1, …, sn) is a random vector, the latent 
variables or independent sources, and A is the mixing matrix. The task is to find both 
S and A. It is worthwhile to mention here that the underlying sources are to be linearly 
independent and nongaussian, in fact at most only one source can be Gaussian. Basic 
working methodology behind such a scheme is to look for nongaussianity in recov-
ered signals.  

The output of a linear system usually has a close to gaussian output, because of the 
Central Limit Theorem. ICA tries to find a solution that maximises the non-
gaussianity of the recovered signal. Because of that, the techniques usually do not 
work with gaussian signals, since they have higher cumulants equal to zero. The Cen-
tral Limit Theorem states that, ‘the sum of several independent random variables, 
such as those in X, tends towards a Gaussian distribution’. So xi=ai1s1+ ai2s2 is more 
gaussian than either s1 or s2. The Central Limit Theorem implies that if we can find a 
re-combination of the measured signals X with minimal gaussian properties, then that 
signal will be one of the independent signals. Once demixing matrix is determined it 
is a simple matter to invert it to find A. In order to do this, some way to measure the 
nongaussianity is required. 

Kurtosis is the classical method of measuring nongaussianity. When data is pre-
processed to have unit variance, kurtosis is equal to the fourth moment of the data. In 
an intuitive sense, kurtosis measured how “spikiness” of a distribution or the size of 
the tails. Kurtosis is extremely simple to calculate, however, it is very sensitive to 
outliers in the data set. Its values may be based on only a few values in the tails which 
means that its statistical significance is poor. Kurtosis may not be robust enough. 

Mathematically kurtosis, is defined as,  

224 }){(3}{)( yEyEyKurt −=                                      (9) 

or, in cases where y has unit variance, 3}{)( 4 −= yEyKurt . In other words, kurtosis 

is a normalised version of the fourth moment. Kurtosis is relatively easy to use, in part 
because of its linearity: If x1 and x2 are random variables, 

)()()( 2121 xKurtxKurtxxKurt +=+  and )()( 4 xKurtxKurt αα = . 

The other measure used for measuring nongaussanity is negentropy. Negentropy is 
based on the information theoretic quantity of differential entropy. The entropy of a 
discrete signal Y is equal to the sum of the products of probability of each event and 
the log of those probabilities, 
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∑ === )(log)()( αα YPYPYH                               (10) 

In all random variables with equal variance, normal distribution is the one, which 
has the maximum entropy, indicating that it is the least structured. The entropy of a 
random variable thus can be used for as a measure of non-normality, in practice that 
term is negentropy. Negentropy is simply the differential entropy of a signal, minus 
the differential entropy of a gaussian signal with the same covariance. 

)()()( YHYHYJ gaussian −=                                     (11) 

Negentropy is always positive and is zero only if the signal is a pure Gaussian. It is 
stable but difficult to calculate. Therefore some estimation techniques for measuring 
negentropy are applied. 

4   Proposed Deconvolution Method and Experimental Results 

Here we present a blind image deconvolution approach using independent component 
analysis and genetic algorithms. The method makes use of the difference between 
blurred thus correlated and unblurred original images, using the very fact by ‘Central 
Limit Theorem’, that is the system output after blurring would be more Gaussian than 
the actual image. Therefore actual image can be solved using any nongaussianity 
measure, i.e. kurtosis or negentropy like ICA uses to find the independent compo-
nents. Here nongaussianity measure (e.g. kurtosis) is used to differentiate between the 
correlated (blurred) and uncorrelated (deblurred) images. Deblurring is to make the 
resulting more independent than the blurred, observed image. The mentioned cost 
function is used to optimize the estimated PSF b(n1, n2) by a simple genetic algorithm 
in an iterative manner. The operation is conducted in the frequency domain. The ap-
proach is computationally simple and efficient. The entire process can be described in 
the following steps: 

• Initialize the genetic algorithm parameters, population size, initial filter pa-
rameters, cross-over rate, mutation rate, etc. 

• Calculate the kurtosis or negentropy of the blurred image and Fourier coeffi-
cients of the blurred image. 

• Perform first iteration and for different values of the spreading parameter (i.e. 
sigma in this case); find the restored image through inverse filtering in the 
spectral domain. Convert the image to spatial domain and calculate its kurtosis 
or negentropy (i.e. fitness function) for different population samples. 

• Generate the child population for next iteration by evolving from the parents 
on the basis of the fittest function, and optimize the fitness function in subse-
quent iterations (generations). 

The proposed algorithm has been tested on both 1D and 2D blind deconvolution 
problems. For a 1D demonstration a square wave was blurred using a Gaussian blur-
ring function. Then proposed algorithm was used to estimate the required blurring 
function and the estimated signal. The results are shown in Fig. 3. 
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Fig. 3. Original (left), blurred (centre) and restored (right) signals using proposed method 

2D case study was conducted on three test images (check board, cameraman and 
Lena)– shown in Fig. 4. Original images were blurred using a Gaussian PSF of 
spreading (sigma) of 3-5. The proposed method is able to display advantageous re-
sults both qualitatively, as shown in Fig. 5, and quantitatively -the PSNR performance 
results for checkboard and Lena images are given in Table 1. 

   

Fig. 4. Original test images (check board, cameraman and Lena) 

Table 1. PSNR performance for test Images 

Image Gaussian Blurring 
Parameter 

PSNR of Blurred 
Image 

PSNR of Restored 
Image 

Checkboard Sigma = 3 57 db 81 db 
 Sigma = 5 55 db 104 db 
Lena Sigma = 3 22.76 db 32.49 db 

A qualitative (visual) and PSNR comparison of the proposed method with some 
existing techniques (such as Wiener filter, regularised filter, Richardson Lucy 
method and blind Richardson Lucy method) was carried out; with Lena image, the 
performance results are shown in Fig. 6 and Table 2. The proposed method is not 
only able to display the superior results in terms of improved perception but also in 
quantitative (PSNR) terms. It is further noted worthy that the comparison of the 
exiting techniques was done with the actual point spread function (PSF) such as  
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Wiener and Regularization filter techniques where the deconvolution techniques are 
not blind, where as Richardson Lucy is both blind and non blind, hence required a 
prior knowledge of the PSF for the its subsequent processing. 

    

    

    

Fig. 5. Blurred images (left) and restored images (right) using the proposed method 

Table 2. PSNR comparison of proposed method with other techniques for Lena image 

Blurred 
Image 

Wie-ner 
Filter 

Regularised 
Filter 

Richardson 
Lucy 
Method 

Blind Rich-
ardson-Lucy 
Method 

Proposed 
Method 

22.76 db  23.96 db 23.96 db 25.36 db 25.43 db 32.49 db 
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Fig. 6. Blurred images (top left), restored using the proposed method (top right), Richardson 
Lucy (middle left), regularised filter (middle right), Wiener Filter (bottom left) and blind Ris-
hardson Lucy method (bottom right). 

5   Discussion and Conclusions 

A new method based on nongaussianity measure of Independent Component Analysis 
along with the Genetic algorithm for optimization in frequency domain for blind de-
convolution and deblurring of images has been proposed. The proposed method is 
simple and easy to implement. Although the method is only applied for estimation of 
one parameter (e.g. sigma) of Gaussian blurring filter in the experiment, it can be 
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extended to estimate other unknown blurring parameters. Hence the algorithm can be 
extended to estimate any blurring function without prior knowledge of the image and 
the function. The method has few limitations, firstly as it is based on the Genetic 
algorithm therefore it is iterative process for optimizing the cost function; further as 
the processing is done in frequency domain therefore it can be a bit computationally 
expensive. The fitness function, if based on kurtosis, can be prone to outliers, there-
fore can have convergence issue in some cases. To alleviate the convergence issues, 
negentropy instead of kurtosis can be a suitable alternative as a fitness function in the 
Genetic algorithm. 

The experimental results show that the proposed method is able to blind deblur sig-
nals and images effectively without much adverse distortion. A comparison with 
existing deconvolution methods also indicates improved performance of the proposed. 
Future endeavor is to tackle noise and outliners during function optimization. 
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Abstract. Electroencephalogram (EEG) signals extracted during imagined 
activities have been studied for use in Brain Computer Interface (BCI) 
applications. The major hurdle in the EEG based BCI is that the EEG signals 
are unique to each individual. This complicates a universal BCI design. On the 
contrary, this disadvantage is the advantage when it comes to using EEG signals 
from imagined activities for biometric applications. Therefore, in this paper, 
EEG signals from imagined activities are proposed as a biometric to identify the 
individuality of persons. The approach is based on the classification of EEG 
signals recorded when a user performs either one or several mental activities 
(up to five). As different individuals have different thought processes, this idea 
would be appropriate for individual identification. To increase the inter-subject 
differences, EEG data from six electrodes are used instead of one. A total of 
108 features (autoregressive coefficients, channel spectral powers, inter-
hemispheric channel spectral power differences and inter-hemispheric channel 
linear complexity values) are computed from each EEG segment for each 
mental activity and classified by a linear discriminant classifier using a 
modified 10 fold cross validation procedure, which gave perfect classification 
when tested on 500 EEG patterns from five subjects. This initial study has 
shown the huge potential of the method over existing biometric identification 
systems as it is impossible to be faked.  

Keywords: Biometrics, Brain Computer Interface, Electroencephalogram, 
Imagined activities. 

1    Introduction 

Person identification, which is different from authentication, is the process in which a 
person’s identity is recognized. Nowadays, automatic identification through the use of 
computers has become an everyday issue. The biometric approach to this is 
commonly through fingerprint recognition [1, 2]. It is becoming more important to 
find alternative biometric methods to replace or augment the fingerprint technology. 
In this regard, there are other biometrics like voice [1], palmprint [3], hand geometry 
[4], iris [5], face [6], ear force fields [7], heart signals [8], odor [9], and brain signals 
[10-12] that have been proposed.  

However, using EEG during imagined activities has yet to be studied as a 
biometric as far as the knowledge of the author is concerned. There have been other 
types of EEG signals that have been studied for biometrics [10-12]. In [10], alpha 



 EEG Signals from Imagined Activities: A Novel Biometric Identifier 605 

 

rhythm EEG signals were used to classify 4 subjects, while in another study [11], AR 
modeling of EEG obtained when the subjects had their eyes open or closed were used 
as a biometric. Visual evoked potentials recorded while subjects perceived a picture 
were used in [12] to identify the subjects. However, this method required 61 channels, 
which is cumbersome and also required the individuals to perceive a visual stimulus, 
which is drawback for the visually impaired. 

In previous study [13], it has been shown that classification of EEG signals during 
imagined activities is a suitable technique for use in the design of Brain Computer 
Interfaces (BCIs) to aid the disabled to communicate or control devices. BCIs are also 
useful for hands-off menu activation, which could be used by anyone. In this paper, 
the same approach but using different feature extraction and classification 
methodologies is proposed for a different application: to identify the individuality of 
the subjects.  

2   Data 

The EEG data used in this study were collected by Keirn and Aunon [14]. Data from 
five subjects were used in this study. The description of the data and recording 
procedures are as follows. The subjects were seated in noise controlled room. An 
electrode cap was used to record EEG signals from positions C3, C4, P3, P4, O1 and 
O2 defined by the 10-20 system of electrode placement. The impedances of all 
electrodes were kept below 5 KΩ and measurements were made with reference to 
electrically linked mastoids, A1 and A2. The electrodes were connected through a 
bank of amplifiers with analog band-pass filters set from 0.1 to 100 Hz. The data were 
sampled at 250 Hz with 12-bit precision. The system was calibrated before each 
recording. Signals were recorded for 10 seconds during each of the five imagined 
activities and each activity was repeated for 10 different day sessions. 

EEG

C4C3

P3 P4

O1 O2

A1 A2

 

Fig. 1. Electrode placement 

These imagined activities were: 

Baseline activity. The subjects were asked to relax and think of nothing in particular.  

Math activity. The subjects were given nontrivial multiplication problems, such as 79 
times 56 and were asked to solve them without vocalizing or making any other 
physical movements. The activities were non-repeating and designed so that an 
immediate answer was not apparent. The subjects verified at the end of the activities 
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whether or not he/she arrived at the solution and no subject completed the activity 
before the end of the 10 s recording session. 

Geometric figure rotation activity. The subjects were given 30 s to study a 
particular three-dimensional block object, after which the drawing was removed and 
the subjects were asked to visualize the object being rotated about an axis. The EEG 
signals were recorded during the mental rotation period. 

Mental letter composing activity. The subjects were asked to mentally compose a 
letter to a friend without vocalizing. Since the activity was repeated for several times 
the subjects were told to continue with the letter from where they left off. 

Visual counting activity. The subjects were asked to imagine a blackboard and to 
visualize numbers being written on the board sequentially, with the previous number 
being erased before the next number was written. The subjects were instructed not to 
verbalize the numbers but to visualize them. They were also told to resume counting 
from the previous activity rather than starting over each time. 

Keirn and Aunon [11] specifically chose these activities since they involve 
hemispheric brainwave asymmetry (except for the baseline activity).  

3   Feature Extraction 

In this study, each of the EEG signal was segmented into 20 segments with length 0.5 
s, so each EEG segment was 125 data points (samples) in length. The EEG signals 
were referenced to the common reference (i.e. centered to zero mean across all the 
channels) and also were centered to zero mean in each of the channel. The 
preliminary results indicated that both these operations decreased the classification 
error and hence were adopted. Elliptic Finite Impulse Response (FIR) was used to 
high-pass filter the EEG signals above 0.5 Hz (to reduce baseline noise). The filter 
specifications were: 30 dB minimum attenuation in the stop-band with 0.5 dB ripple 
in the pass-band. Elliptic filter was used because of its low order as compared to other 
FIR filters like Butterworth. Forward and reverse filtering was performed to ensure 
that there would be no phase distortion. 

Autoregressive coefficients. The EEG signals were subjected to feature extraction 
using autoregressive (AR) modeling: 

∑
=

+−−=
p

k
k neknxanx

1

)()()(  , (1) 

where p is the model order, x(n) is the signal at the sampled point n, ak are the real 
valued AR coefficients and e(n) represents the error term independent of past 
samples. In this paper, Burg’s method [15] was used to estimate the AR coefficients.  
In computing AR coefficients, order six was used because other researchers [13, 14, 
16] have suggested the use of order six for AR process for mental activity 
classifications. Therefore, six AR coefficients were obtained for each channel, giving 
36 features for each EEG segment for a mental activity. When two mental activities 
were used, the size of the features was 72 and so forth. 
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Channel spectral powers and inter-hemispheric channel spectral power 
differences. Next, Elliptic filters with similar specifications as used earlier were 
utilized to extract EEG in three spectral bands: alpha, beta and gamma. Delta and 
theta bands were ignored since there is seldom any EEG in these low frequencies 
during a mental activity. The frequency ranges of each bands were alpha (8-13 Hz), 
beta (14-20 Hz) and gamma (21-50 Hz). Channel spectral power in each band was 
computed using the variance of the filtered output. Next, inter-hemispheric channel 
spectral power differences in each spectral band was computed using 
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where P1 and P2 are the powers in different channels in the same spectral band but in 
the opposite hemispheres. Overall, this gave 18 channel spectral powers and 27 inter-
hemispheric channel spectral power differences (nine spectral power differences for 
six channels in opposite hemispheres x three bands) for each mental activity. These 
numbers increase in multiplicative order for more mental activities. 

Inter-hemispheric Channel Linear Complexity. For C-channel signals, linear 
complexity is defined as [17]: 
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where the eigenvalues, λ  are computed from the covariance of the C-channel EEG 
signal matrix and normalized using  
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Roughly, the linear complexity, Ω  measures the amount of spatial synchronization. 
Large values of Ω  indicates low correlation between the signals in the channels and 
vice versa. Here, Ω  is computed to measure the inter-hemispheric channel linear 
complexity for each spectral band where the two channels used were one each from 
the opposite hemispheres. There were nine inter-hemispheric channel linear 
complexity values times three bands, totaling 27 for each mental activity. These 
numbers increase in multiplicative order for more mental activities. 

4   Feature Reduction and Classifier 

Principal Component Analysis (PCA). The standard PCA was used to reduce the 
feature size. In this work, the principal components that contributed to 99.99% of the 
total variance were retained. This variance value to be retained was obtained after 
some preliminary simulations. The reduced feature sizes were 78, 125, 150, 169 and 
182, in increasing number of mental activity combinations. These features were 
normalized to the range [-1,1], using maximum and minimum values of each feature.  
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Linear Discriminant Classifier. Linear Discriminant Classifier (LDC) [18] is a 
linear classification method that is computationally attractive as compared to other 
classifiers like artificial neural network. It could be used to classify two or more 
groups of data. Here, LDC was used to classify the EEG feature vectors into one of 
the five categories representing the subject. The EEG feature vector size would 
depend on the number of used mental activities (as mentioned earlier). A total of 1000 
EEG feature vectors (20 segments for EEG each signal x 10 sessions x 5 subjects) 
were used in the experimental study. Half of the patterns were used in training and the 
remaining half in testing. The selection of the patterns for training and testing were 
chosen randomly. A modified 10 fold cross validation procedure was used to increase 
the reliability of the results. In this procedure, the entire data for an experiment (i.e. 
1000 EEG feature vectors) were split into 10 parts, with equal number of feature 
vectors from each subject. Training and testing were repeated for five times where for 
each time, five different parts were used for training and the remaining five parts for 
testing. This was done to increase the reliability of the classification results. 

5   Results and Discussion 

Table 1 shows the classification results (in terms of percentage error) using one 
mental activity, while Tables 2, 3, 4 and 5 shows the classification results using 
combinations of two, three, four and five mental activities, respectively. The results 
were obtained using the modified 10 fold cross validation procedure mentioned 
earlier. The maximum, minimum and average of the five repeated experiments using 
the modified 10 fold cross validation procedure are reported in the Tables.  

Table 1. Results with modified 10 fold cross-validation using one mental activity 

 Classification error (%) 
Mental activity Min Max Average 
Baseline 2.00 2.80 2.32 
Count 0.80 3.40 1.60 
Letter 0.80 2.40 1.36 
Maths 2.20 4.20 3.12 
Rotation 1.40 3.40 2.16 
Overall average 1.44 3.24 2.11 
Minimum 0.80 2.40 1.36 
Best mental activity (using average value): Letter 

From Table 1, the best mental activity that discriminated the subjects was Letter 
activity, while from Table 2, it could be seen that the best combination of mental 
activity pair was Maths-Letter (using the values in the average column). There was a 
reduction in classification error by using the mental activity pairs instead of a single 
mental activity. Similarly, there were reductions in classification error with increasing 
mental activity combinations, which was as anticipated. When all five mental 
activities were used, there was no classification error. 

The increase in recognition accuracy that followed the higher number of mental 
activities resulted in additional complexity and computational time. However, the 
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increase in computational time is insignificant especially with the easy availability of 
fast computing power. The computational times required were approximately 40 μs, 
77.5 μs, 155 μs, 235 μs and 390 μs for one, two, three, four and five mental activities, 
respectively. The increase in complexity is a cause for concern but the method is 
simple as the subjects have to think of the different mental activities only, which 
could be easily mastered with some training. With the use of active electrode caps, the 
placement of electrodes will not be cumbersome and a simple hat that fits most heads 
could be designed. If necessary, the EEG signals could be transmitted wirelessly to 
the computer for processing. Combined with the 0.5 s required for a single mental 
activity, operation of the system requires about 2.89 s for five mental activities, which 
is feasible to be implemented.  

Table 2. Results with modified 10 fold cross-validation using two mental activities 

 Classification error (%) 
Mental activity combinations Min Max Average 
Baseline, Count 0 1.80 0.40 
Baseline, Letter 0.20 0.60 0.40 
Baseline, Maths 0.20 0.60 0.40 
Baseline, Rotation 0 1.40 0.48 
Letter, Count 0 1.40 0.40 
Letter, Rotation 0.20 1.00 0.44 
Maths, Count 0.20 2.20 0.68 
Maths, Letter 0 0.40 0.24 
Maths, Rotation 0.40 1.00 0.76 
Rotation, Count 0 2.00 0.60 
Overall average 0.5 0.99 0.46 
Minimum 0 0.40 0.24 
Best mental activity combination (using average value): Maths, Letter 

Table 3. Results modified 10 fold cross-validation using three mental activities 

 Classification error (%) 
Mental activity combinations Min Max Average 
Baseline, Letter, Count 0 1.40 0.28 
Letter, Count, Maths 0 1.40 0.32 
Maths, Baseline, Count 0 1.40 0.32 
Maths, Baseline, Letter 0 0.40 0.12 
Rotation, Baseline, Count 0 1.60 0.40 
Rotation, Baseline, Letter 0 0.40 0.16 
Rotation, Letter, Count 0 1.60 0.40 
Rotation, Maths, Baseline 0 0.60 0.16 
Rotation, Maths, Count 0 1.60 0.36 
Rotation, Maths, Letter 0 0.20 0.12 
Overall average 0 1.06 0.26 
Minimum 0 0.20 0.12 
Best mental activity combination (using average value):  
Maths, Baseline, Letter or Rotations, Maths, Letter 
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Table 4. Results with modified cross-validation using four mental activities 

 Classification error (%) 
Mental activity combinations Min Max Average 
Maths, Letter, Count, Baseline 0 1.00 0.2 
Rotation, Baseline, Letter, Count 0 0.60 0.12 
Rotation, Maths, Count, Baseline 0 1.00 0.2 
Rotation, Maths, Count, Letter 0 1.40 0.32 
Rotation, Maths, Letter, Baseline 0 0 0 
Overall average 0 0.80 0.17 
Minimum 0 0 0 
Best mental activity combination (using average value):  
Rotation, Maths, Letter, Baseline 

Table 5. Results with modified cross-validation using five mental activities 

 Classification error (%) 
Mental activity combination Min Max Average 
Rotation, Maths, Count, Letter, Baseline 0 0 0 

6   Conclusion 

In this paper, a novel method of identifying individuals using classification of feature 
vectors from six EEG signals recorded during mental activities has been proposed. 
The features consisted of sixth order AR coefficients, channel spectral powers, inter-
hemispheric channel spectral power differences and inter-hemispheric channel linear 
complexity values. LDC was used to classify the EEG feature vectors, where a 
modified 10 fold cross validation procedure was used to improve the reliability of the 
results. The perfect classification over 500 test EEG feature vectors from five subjects 
show promise for the method to be studied further as a biometric tool for individual 
identification. The method could be used as a uni-modal (stand alone) or in part of a 
multi-modal individual identification system and is mainly advantageous because of 
the difficulty in establishing another persons exact EEG output. Nevertheless, further 
extensive research with more subjects would be necessary in order to determine the 
stability of the EEG features over time.  Another future work could be on 
authentication of users using similar approach. 
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Abstract. Our project is about an e-librarian service which is able to
retrieve multimedia resources from a knowledge base in a more efficient
way than by browsing through an index or by using a simple keyword
search. The user can formulate a complete question in natural language
and submit it to the semantic search engine.

However, natural language is not a formal language and thus can cause
ambiguities in the interpretation of the sentence. Normally, the correct
interpretation can only be retrieved accurately by putting each word in
the context of a complete question.

In this paper we present an algorithm which is able to resolve ambi-
guities in the semantic interpretation of NL questions. As the required
input, it takes a linguistic pre-processed question and translates it into a
logical and unambiguous form, i.e. ALC terminology. The focus function
resolves ambiguities in the question; it returns the best possible inter-
pretation for a given word in the context of the complete user question.
Finally, pertinent documents can be retrieved from the knowledge base.

We report on a benchmark test with a prototype that confirms the
reliability of our algorithm. From 229 different user questions, the system
returned the right answer for 97% of the questions, and only one answer,
i.e. the best one, for nearly half of the questions.

1 Introduction

Our vision is to create an e-librarian service which is able to retrieve multimedia
resources from a knowledge base in a more efficient way than by browsing through
an index or by using a simple keyword search. The user formulates a complete
question in natural langauge (NL), then the e-librarian service retrieves the most
pertinent document(s) in which the user finds the answer to her/his question.
The user’s NL question is processed in three steps. Firstly, the linguistic pre-
processing (section 3), secondly the translation of the linguistic pre-processed
user question into a computer readable and unambiguous form w.r.t. a given
ontology (section 4), and thirdly the retrieval of pertinent documents (section 5).

The main contribution of this paper is an algorithm, which is able to resolve
ambiguities in the user question. The focus function returns the best interpreta-
tion for a given word in the context of the complete user question. A benchmark
test confirms the reliability of this algorithm (section 6).

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 612–619, 2006.
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2 Related Work

In this section, we present some related work from the fields of ”Natural Lan-
guage Interfaces to Databases” and ”Question-Answering Systems”. In general,
the main difference is that our system’s corpus is about a specific and well defined
domain (computer history or fractions in mathematics), whereas other related
projects deal with larger corpora and/or other domains. Also, some projects fo-
cus more on the NLP of the user question; we only use linguistic tools to overcome
this step. Furthermore, other projects do not have an ”ontological approach” like
in our case in order to map a sentence into an logical and unambiguous form,
i.e. ALC terminology.

START [2] is the first question-answering system available on the Web. Several
improvements have been made since it came online in 1993. However, the NLP is
not always sound, e.g. the question ”What did Jodie Foster before she became an
actress?” returns ”I don’t know what Jodie fostered before the actress became an
actress”. Also, the question ”Who invented the transistor?” yields two answers:
the inventors of the transistor, but also a description about the transistor (the
answer to the question: ”What is a transistor”).

AquaLog [4] is a portable question-answering system which takes queries ex-
pressed in NL and an ontology as input, and returns answers drawn from one or
more knowledge bases. User questions are expressed as triples: <subject, predi-
cate, object>. If the several translation mechanisms fail, then the user is asked for
disambiguation. The system also uses an interesting learning component to adapt
to the user’s ”jargon”. AquaLog has currently a very limited knowledge space. In a
benchmark test over 76 different questions, 37 (48.68%) where handled correctly.

The prototype Precise [5] uses ontology technologies to map semantically
tractable NL questions to the corresponding SQL query. It was tested on several
hundred questions drawn from user studies over three benchmark databases.
Over 80% of the questions are semantically tractable questions, which Precise

answered correctly, and recognized the 20% it could not handle, and requests
a paraphrase. The problem of finding a mapping from the tokenization to the
database requires that all tokens must be distinct; questions with unknown words
are not semantically tractable and cannot be handled.

Falcon is an answer engine that handles questions in NL. When the question
concept indicating the answer type is identified, it is mapped into an answer tax-
onomy. The top categories are connected to several word classes from WordNet.
Also, Falcon gives a cached answer if the similar question has already been
asked before; a similarity measure is calculated to see if the given question is a
reformulation of a previous one. In TREC-9, Falcon generated a score of 58%
for short answers and 76% for long answers, which was actually the best score.

Lasso relies on a combination of syntactic and semantic techniques, and
lightweight abductive inference to find answers. The search for the answer is
based on a form of indexing called paragraph indexing. The advantage of pro-
cessing paragraphs instead of full documents determines a faster syntactic pars-
ing. The extraction and evaluation of the answer correctness is based on empirical
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abduction. A score of 55.5% for short answers and 64.5% for long answers was
achieved in TREC-8.

3 Linguistic Pre-processing

In our e-librarian service, the linguistic pre-processing is performed with a part-
of-speech (POS) tagger; we use TreeTagger. The linguistic pre-processing step
contributes in three points. Firstly, the word category of each word is made ex-
plicit, e.g. article, verb. Secondly, the tagger returns the canonical form (lemma)
for each word (token). Thirdly, the sentence is split into linguistic clauses. A
linguistic clause is a triple of the form <subject;verb;object>. Each triple is
then processed individually, e.g. the question q = ”Who invented the transistor
and who founded IBM?” is split into the two clauses: q′1 = [Who invented the
transistor?], conj = [and], q′2 = [Who founded IBM?].

4 Ontology Mapping

4.1 Ontology Preliminaries

The e-librarian service masters a domain language LH over an alphabet Σ∗,
which may or may not contain all the possible words L used by the user to
formulate his question, so that LH ⊆ L ⊆ Σ∗. The semantics are attached
to each word by classification in the knowledge source, which is structured in
a hierarchical way like hyperonyms, hyponyms, synonyms, and homonyms, e.g.
WordNet.

Definition 1 (Concept taxonomy). A concept taxonomy H = (V, E, v0) is
a directed acyclic graph where each node, except the root-node (v0), has one or
more parents. E is the set of all edges and V is the set of all nodes (vertices)
with V = {(s, T ) | s ∈ S} where s is a unique label, S the set of all labels in the
ontology, and T is a set of words from LH that are associated to a node so that
T ⊆ LH.

A node vi represents a concept. The words that refer to this concept are re-
grouped in Ti. We assume that each set of words Ti is semantically related to
the concept that the node vi represents. Of course, a certain word can refer to
different concepts, e.g. ”Ada” is the name of a programming language but also
the name of a person. Not all words in LH must be associated with a concept.
Only words that are semantically relevant are classified. In general, nouns and
verbs are best indicators of the sense of a question.

4.2 Semantic Interpretation

The representation of context-independent meaning is called the logical form,
and the process of mapping a sentence to its logical form is called semantic
interpretation [1]. The logical form is expressed in a certain knowledge repre-
sentation language; we use the Description Logics (DL) ALC language,which
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is sufficiently expressive for our purposes. Firstly, DL have the advantage that
they come with well defined semantics and correct algorithms. Furthermore, the
link between DL and NL has already been established [6]. Finally, translating
the user question into DL allows direct reasoning over the OWL-DL encoded
knowledge base (section 5). A DL terminology is composed, firstly, of concepts
(unary predicates), which are generally nouns, question words (w-words) and
proper names, and secondly, of roles (binary predicates), which are generally
verbs, adjectives and adverbs. The core part of the semantic interpretation is a
mapping algorithm—commonly called non-standard inference [3]—which maps
each word from the user question to one or more ontology concepts, and resolves
the arguments of each role by analyzing the syntactic structure of the sentence.

Definition 2 (Mapping). The meaning of each word wk ∈ L is made explicit
with the mapping function ϕ : L → V over an ontology dictionary LH ⊆ L ⊆ Σ∗

and an ALC concept taxonomy H = (V, E, v0) so that ϕ(wk) returns a set of
interpretations Φ defined as follows,

Φ = ϕ(wk) = {vi | ∃x ∈ ft(vi) : wk ≡ x}.

The function ft(vi) returns the set of words Ti associated to the node vi (defini-
tion 1), and wk ≡ x are two equivalent words respecting a given tolerance. This
solution gives good results even if the user makes spelling errors. Furthermore,
only the best matching is considered for the mapping, e.g. the word ”comXmon”
will be considered as ”common”, and not as ”uncommon”. Both words, ”com-
mon” and ”uncommon”, will be considered for the mapping of ”comXXmon”.
The ambiguity will be resolved in a further step (focus function).

It is possible that a word can be mapped to different concepts at once, so that
|Φ| > 1. We introduce the notion of focus to resolve this ambiguity. The focus
is a function (f), which returns the best interpretation for a given word in the
context of the complete user question.

Definition 3 (Focus). The focus of a set of interpretations Φ is made explicit
by the function f which returns the best interpretation for a given word in the
context of the complete question q. The focus is written fq(ϕ(wk ∈ q)) = v′.

Let us consider as illustration the word ”Ada”, which is called a multiple-sense
word. In fact, in the context of computer history, ”Ada” can refer to the pro-
gramming language named ”Ada”, but it can also be the name of the person
”Augusta Ada Lovelace”. The correct interpretation can only be retrieved accu-
rately by putting the ambiguous word in the context of a complete question. For
example, the context of the sentences ”Who invented Ada?” and ”Did the firms
Bull and Honeywell create Ada?” reveals that here Ada is the programming
language, and not the person Ada.

The focus function uses the role’s signature. A role r has the signature
r(s1, s2), where s1 and s2 are labels. The signature of each role defines the kind
of arguments that are possible. For example wasInventedBy(Thing, Creator)
is the role r = wasInventedBy that has the arguments s1 = Thing and
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s2 = Creator. In the question q = ”Who invented Ada?” the following mappings
are computed:

ϕ(”Who”) = {Creator}
ϕ(”invented”) = {wasInventedBy(Thing, Creator)}

ϕ(”Ada”) = {Person, Language}

The system detects an ambiguity for the word ”Ada”, which is mapped to an
instance of the concept Person, but also to an instance of the concept Language.
The focus function computes the following combinations to resolve the ambiguity:

1. Was Ada invented by who?* wasInventedBy(”Ada”,”Who”)
2. Was Ada invented by Ada? wasInventedBy(”Ada”,”Ada”)
3. Was who invented by Ada?* wasInventedBy(”Who”,”Ada”)
4. Was who invented by who?* wasInventedBy(”Who”,”Who”)

Cyclic combinations like (2) and (4) are not allowed. As for (3), it does not
match the role’s signature because s1 = Creator (”Who”), but Thing is re-
quired. As for (1), s1 can be Person or Language (”Ada”). The role’s signature
requires Thing, therefore Person is excluded as valid interpretation because
Person �� Thing. As Language � Thing, a valid interpretation is found, and in
the context of this question the word ”Ada” refers to the programming language
Ada. Finally, the result of the focus function is:

fq(ϕ(”Ada”)) = Language.

In deed, (1) represents the question ”Who invented Ada?”. It is still possible
that the focus function cannot resolve an ambiguity, e.g. a given word has more
interpretations but the focus function returns no result. In a such case, the
system will generate a semantic query for each possible interpretation. Based
on our practical experience we know that users generally enter simple questions
where the disambiguation is normally successful.

Definition 4 (Semantic interpretation). Let q be the user question, which is
composed of linguistic clauses, written q = {q′1, ..., q

′
m}, with m ≥ 1. The sematic

interpretation of a user question q is the translation of each linguistic clause into
an ALC terminology w.r.t. a given ontology H written,

qH
i =

n�

k=1

fq′
i
(ϕ(wk ∈ q′i))

with q′i a linguistic clause q′i ∈ q, and n the number of words in the linguistic
clause q′i.

If a user question is composed of several linguistic clauses, then each one is trans-
lated separately. The logical concatenation of the different interpreted clauses
qH
i depends on the conjunction word(s) used in the user question, e.g. ”Who

invented the transistor and who founded IBM?”. If no such conjunction word is
found, then the ”or” operator is preferred over the ”and” operator.
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Fig. 1. Number of results yielded by a (1) keyword and by a (2) semantic search engine
with a set of 229 questions

5 Retrieval

Logical inference over the non-empty ABox from the knowledge base K is possible
by using a classical DL reasoner; we use Pellet [7]. The returned results are logical
consequences of the inference rather than of keyword matchings. The nature of
the question (open or close) reveals the missing part. An open question contains
a question word, e.g. ”Who invented the transistor?”, whereas a close question
(logical- or yes/no question) does not have a question word, e.g. ”Did Shockley
contribute to the invention of the transistor?”. As for the first kind of questions,
the missing part—normally not an individual but a concept—is the subject of
the question and therefore the requested result. The result of the query is the
set of all models I in the knowledge base K. As for the second kind of questions,
there is no missing part. Therefore, the answer will be ”yes” if K |= qH , otherwise
it is ”no”.

6 Benchmark Tests

Our background theory was implemented prototypically in an educational tool
about fractions mathematics. We used an educational knowledge base about
fractions in mathematics from the university of Luxembourg. The knowledge
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base is composed of short multimedia documents (clips), which were recorded
with tele-TASK (http://www.tele-task.de). All clips were semantically described
with OWL-DL metadata, w.r.t. an ontology H . The same ontology H was used
to translate the NL questions as explained in section 4. Let us remark that
although our algorithm does currently not profit from the full expressivity of
OWL-DL, which is SHOIN (D), it allows to have compatible semantics between
the OWL-DL knowledge base, and the less expressive ALC translated questions.

In a benchmark test we used our prototype to measure the performance of our
semantic search engine. A testing set of 229 different questions about fractions
in mathematics was created by a mathematics teacher, who was not involved in
the development of the prototype. The teacher also indicated manually the best
possible clip, as well as a list of further clips, that should be yielded as correct
answer. The questions were linguistic correct, and short sentences like students
in a secondary school would ask, e.g. ”How can I simplify a fraction?”, ”What
is the sum of 2

3 and 7
4?”, ”What are fractions good for?”, ”Who invented the

fractions?”, etc. This benchmark test was compared with the performance of a
keyword search engine. The keyword search was slightly optimized to filter out
stop words (words with no relevance, e.g. articles) from the textual content of
the knowledge base and from the questions entered.

The semantic search engine answered 97% of the questions (223 out of 229)
correctly, whereas the keyword search engine yielded only a correct answer (i.e.
a pertinent clip) in 70% of the questions (161 out of 229). For 86 questions,
the semantic search engine yielded just one—the semantically best matching—
answer (figure 1). For 75% of the questions (170 out of 229) the semantic search
engine yielded just a few results (one, two or three answers), whereas the key-
word search yielded for only 14% of the questions less than 4 answers; mostly
(138 questions out of 229) more than 10 answers. For example, the semantic
interpretation of the question ”What is the sum of 2

3 and 7
4?” is the following

valid ALC terminology and its corresponding ABox query:

Fraction 
 ∃ hasOperation.(Operation 
 ∃hasType.Operator)

Fraction(x1) ∧ hasOperation(x1, x2) ∧ Operation(x2) ∧ hasType(x2, sum)

The keyword search engine yields all clips, in which keywords like ”sum” are
found, e.g. a clip that explains how to represent a complex function in terms
of additions, and a clip that explain how to describe situations with simple
fractions.

The experiment revealed also two major weaknesses of our e-librarian service
that should be improved in future. Firstly, the system is not able to make the
difference between a question, where there is no answer in the knowledge base,
and a question that is out of the topic, e.g. ”Who invented penicillin?”. Secondly,
in its current state, the e-librarian service does not handle number restrictions,
e.g. ”How many machines did Konrad Zuse invent?”. The response will be the
list of Zuse’s machines, but not a number. Furthermore, the question ”What is
the designation of the third model of Apple computers?” will yield a list of all
models of Apple computers.
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7 Conclusion

In this paper we presented an algorithm which is able to resolve ambiguities in
the semantic interpretation of NL questions. It takes as input a linguistic pre-
processed question and translates it into a logical and unambiguous form, i.e.
ALC terminology. The focus function resolves ambiguities in the question; it re-
turns the best interpretation for a given word in the context of the complete user
question. Finally, pertinent documents can be retrieved from the knowledge base.

In our further work, we will try to improve the translation from the NL
question into an ALC terminology, e.g. use number restrictions. We also want to
investigate if a more precise grammatical analyze of the user question can help
in the interpretation step, or if this would reduce the users liking of the interface
(because of the smaller tolerance of the system). Another important topic is the
maintenance facilities; how can unknown words from the user query (i.e. the
user’s ”jargon”) be included in the dictionary, and how can external ”thrusted”
knowledge sources been accessed by the e-librarian service?
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Abstract. Conventional frequent pattern mining algorithms require users to 
specify some minimum support threshold, which is not easy to identify without 
knowledge about the datasets in advance. This difficulty leads users to dilemma 
that either they may lose useful information or may not be able to screen for the 
interesting knowledge from huge presented frequent patterns sets. Mining top-k 
frequent patterns allows users to control the number of patterns to be discovered 
for analyzing. In this paper, we propose an optimized version of the ExMiner, 
called OExMiner, to mine the top-k frequent patterns from a large scale dataset 
efficiently and effectively. In order to improve the user-friendliness and also the 
performance of the system we proposed other 2 methods, extended from 
OExMiner, called Seq-Miner and Seq-BOMA to mine top-k frequent patterns 
sequentially. Experiments on both synthetic and real data show that our 
proposed methods are much more efficient and effective compared to the 
existing ones. 

1   Introduction 

Recently frequent pattern mining has become a fundamental problem in data mining 
and knowledge discovery. There are several methods to improve the performance of 
the mining task which extended and based upon the two seminal approaches: Apriori 
method [1] and FP-growth methods [2] have been proposed. 

However, the conventional frequent patterns mining algorithms require users to 
provide a support threshold which is very difficult to identify without knowledge 
about the dataset in advance. A large minimum support threshold results in a small set 
of frequent patterns which users may loss useful information. On the other hand, if the 
support threshold is small, users may not be able to screen for the actual useful 
knowledge from a huge resulted frequent pattern set. In recent years, various 
researches have been dedicated to mine frequent patterns based upon user-friendly 
concepts such as maximal pattern mining [3][4], closed pattern mining [5][6], and 
mining the most interesting frequent patterns (top-k mining) [7][8][9][10][11][12]. 
With regard to the usability and user-friendliness, top-k mining permits users to mine 
the k-most interesting frequent patterns without providing a support threshold. In real 
applications, it is more convenient for users to control the number of k highest 
frequency patterns for extracting the interesting knowledge. If they fail to discover 
useful knowledge, they can continue with the next top-k frequent patterns and so on.    

An essential problem in mining top-k frequent patterns is that the minimum support 
threshold, which is useful for algorithms to prune the search space, is not given in 
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advance (initially set to 0). This value has to be found gradually, according to a given 
number k, by the top-k mining algorithms. A good algorithm is the one that can raise 
the support value (i.e. from 0) to the actual value effectively and efficiently.    

As our best knowledge, Top-k FP-growth [11] is a sound method for top-k mining 
which extended the FP-growth method [2] and adopted a reduction array to trace the 
potential patterns for the final top-k frequent patterns. However, Top-k FP-growth is 
an exhaustive approach causes to slow down the performance. ExMiner [12] was an 
effective and efficient method for top-k mining which resolved the weakness of Top-k 
FP-growth method. In turn, this method still requires a large number of items to be 
examined to mine top-k frequent patterns thus restricted the improvement of the 
algorithm. This paper proposes an optimized version of ExMiner, called OExMiner to 
mine top-k frequent pattern more efficiently. Beside that, to improve the user-friendliness 
as well as the performance of the mining system, we also introduced other 2 methods, extended 
from OExMiner, called Seq-Miner and Seq-BOMA, to mine top-k frequent patterns sequentially. 
These methods are very valuable in real applications.  

The rest of the paper is organized as follows. Section 2 is the preliminary 
definitions and OExMiner algorithm is described in section 3. The idea of mining top-
k frequent patterns sequentially is explained in section 4. Section 5 is the experimental 
evaluation and we conclude the paper in section 6. 

2   Preliminary Definitions 

Let I = {i1, i2,.., in} be a set of items. An itemset or a pattern, X, is a non-empty subset 
of I where set of k items is called a k-itemset. A transaction T is a duple <Tid, X>, 
where Tid is the identifier. A transaction database D is a set of transactions. 

Definition 1. The support of an itemset X, denoted as Sup(X) is the number 1 of 
transactions in D that contain X. 

Definition 2. Let θ be the minimum support threshold. An itemset X is called a 
frequent itemset (frequent pattern) if Sup(X) satisfies θ (is not smaller than θ). 

Definition 3. Let α be the support of the kth pattern in a set of frequent patterns which 
are sorted by the descending order of their support. The k-most interesting frequent 
patterns is a set of patterns whose support value satisfies α. 

3   ExMiner vs. OExMiner Algorithms 

ExMiner (explorative miner) algorithm [12] proceeds from the observation of mineral 
mining activities in the real world in which some explorative mining activities should 
be performed before the actual mining. The actual mining phase examines the dataset 
in an effective way to pick up the final internal support threshold,θ which is given to 
the actual mining phase later. The actual mining phase mines the top-k frequent 
patterns efficiently by using the final internal support thresholdθ.  However, ExMiner 

                                                           
1 The support can be defined as a relative value, that is the fraction of the occurrence 

frequency per the total number of transactions in the considered dataset. 
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requires k singletons (items) to be examined before concluding the final internal 
support thresholθ. In fact, a set k singletons can generate 2k - 1 patterns, thus one may 
think that not all k items are used to mine top-k frequent patterns but a smaller number 
of items will be actually used. In order to improve the performance by reducing the 
number of singletons to be examined hence reducing the search space, an optimized 
version of ExMiner called OExMiner is introduced. OExMiner initially sets the 
boundary_sup (represents for the “final internal support threshold”) to the support of 
an item in some position, say l, in the middle of the F-list instead to that of the kth item 
as in ExMiner. For example, the support of the k/2th or k/4th item in the list of sorted 
items F-list should be chosen. If the chosen item is near to the top of the F-list the 
boundary_sup has higher possibility to get a large value. After that the algorithm 
examines the FP-tree and traces the supports of potential frequent patterns. The 
greater initial boundary_sup is, the narrower the search space is, thus avoiding the 
unnecessary additional computation time for examining unripe potential patterns. 

However, if the initial boundary_sup is set to a very large value (l is near to the top 
of F-list), the number of examined potential patterns may be smaller than k. If this 
situation occurs, it is required to reselect another farther item in F-list and continue to 
examine. The position of the new item is at some place distance with an offset, say Δl, 
from the former position l. When a new position is chosen, the boundary_sup is then 
reset to the support of the newly selected item. The explorative mining routine, called 
the VirtualGrowth routine, is repeated according to the new boundary_sup. This 
process is repeated until all top-k potential patterns are examined. The pseudo code of 
the OExMiner is depicted in Figure 1 and described as follows. 

Steps 1-3 are to construct the FP-tree based on the given dataset, D, and a number, 
k. The initial position, l, and the offset, Δl, are set to the round of k/2 and k/5, 
respectively, by default (they can be customized by users). Every element in 
supQueue (contains k lements) is initially set to 0 and an upper boundary for the 
minimum support upper_sup, is set (step 5). Since the VirtualGrowth might not be 
able to finish in an iteration, the variable upper_sub is necessary for checking the 
duplication (ref. step 2 of the VirtualGrowth procedure). The VirtualGrowth is called 
in step 6 returning a converged supQueue whose last element is extracted as the final 
minimum support threshold θ, (step 7). FP-growth algorithm is then involved, given θ 
as the support threshold, to extract top-k frequent patterns. The VirtualGrowth routine 
is also depicted in Figure 1 and described as follows. 

The temporary boundary_sup called lower_sup, is set to the support of the element 
at position l in F-list (step 1). The supports of elements in F_list which are greater 
than lower_sup but smaller than upper_sup, are used to replace 0’s elements in 
supQueue (steps 2, 3). Since some elements in the F-list may have the same supports, 
the position l is updated to position of the last element in F-list whose support is equal 
to lower_sup (step 4). The supQueue is checked whether it converged (step 5). If 
supQueue has already converged, the routine returns and terminates (step 6), else it 
calls the success_Mining routine to traverse the tree and virtually mine the tree for 
potential frequent patterns (step 8). We can see in Figure 2 that the success_Mining 
returns TRUE when the supQueue converged (the support of the considered item in 
the header table dose not pass the minimum element of supQueue – ref. step 24 in 
Figure 2). Turning back to the VirtualGrowth routine in Figure 1, it will terminate 
when receives the TRUE value returned by success_Mining routine (step 9). On the 
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other hand (the supQueue is not converged), a new iteration for VirtualGrowth is 
needed. A new position for l is set (step 11), the upper boundary for the minimum 
support is reset to the lower_sup (step 12) to avoid duplicating the consideration of 
the already considered potential frequent patterns. After that, the VirtualGrowth is 
recalled recursively in which upper_sup is served as the new support’s upper 
boundary, (step 13). Noted that the new lower boundary for the minimum support, 
lower_sup is recalculated inner the routine based on the F_list and new value of l. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Pseudo code of the OExMiner algorithm 

Figure 2 is the pseudo code for the success_Mining procedure. This procedure 
examines the FP-tree to identify and trace the supports of potential frequent patterns 
which are used to make the supQueue converge. In this routine, to be satisfied for 
replacing an element in supQueue the support of a potential frequent pattern 
(represented by sup(ai)) has to pass two conditions: greater than minq and smaller than 

  Procedure ExMiner(dataset D, int k)
Input: Dataset D, number of patterns k 
Output: top-k frequent patterns 
Method:  

1. Scan D to count support of all 1-itemsets 
2. According to k, set border_sup and generate F-list 
3. Construct an FP-tree according to F-list 
4. l=⎡k/2⎤; Δl=⎡k/5⎤;//default setting, user can customize these 

values  
5. upper_sub = sub(F_list[1])+1; supQueue[i] = 0 for all i; 
6. call VirtualGrowth(supQueue, Tree, l, F_list, upper_sb). 
7. θ = suqQueue[last]; // the final internal support threshold 
8. FP-growth algorithm is involved given θ as the support threshold 

to mine top-k frequent patterns. 
 
Procedure VirtualGrowth(supQueue, Tree, l, F_list, upper_sb) 
Input: an integer array, subQueue, the FP-tee, Tree; position, l;  
       F_list, the upper-bound support value upper_sub 
Output: converged subQueue 
Method:   

1. lower_sup = sup(F-list[l]); i = 1; 
2. While (lower_sup ≤ sup(F-list[i++]) ≤ upper_sup) 
3.       replace supQueue[j] by sup(F-list[i]) where  supQueue[j] = 

0; 
4. l = i; // update l to the new position  
5. p = supQueue.find(0); // look for 0 element in supQueue 
6. If (p ≠ supQueue.end()) Return; 
7. Else  
8.    If success_Mining(supQueue, Tree, Root, lower_sup, upper_sup) 
9.        Return 
10.    Else{  
11.         l+= Δl; 
12.         upper_sub = lower_sup; 
13.         VirtualGrowth(supQueue, Tree, l, F_list, upper_sb) 
14.    } 
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upper_sub (steps 6, 14 and 15). Finally, when the support of the considering item in 
the header table does not pass the minq (step 24), the supQueue is converged and the 
routine returns TRUE. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Pseudo code of the success-Mining procedure 

4   Seq-Minner: Mining Top-k Frequent Patterns Sequentially 

OExMiner has reduced the number of required singletons significantly compared to 
the ExMiner, but it still required a large number of singletons. In practice, especially 
in dense datasets which contain long patterns, just a very small number of items 
(compared to k) are examined to generate top-k frequent patterns. For example, in a 
real dataset, named Connect-4 2, only the first 15 (not 1000) items can generate top-
1000 frequent patterns and even only 19 (not 10,000) items can generate top-10,000 

                                                           
2 Available at UCI Machine Learning Repository (http://www.ics.uci.edu/~mlearn/ 

MLRepository.html). 

Procedure success_Mining(supQueue, Tree, α, lower_sup, upper_sup){ 
(1)If Tree contains a single path P { 

  i = 1; δ = sup(ni); minq = max(lower_sup, supQueue[last]);   
    // n1 represents for the 1

st “real” node under Root  
(2) While (δ > minq) { 
(3)  If (α ≠ null) c = 2i-1; 
(4)  Else c = 2i-1 – 1;  
(5)   For each of c value of δ  
(6)    If (minq ≤ δ ≤ upper_sup) { 
(7)     replace supQueue[j] by sup(F-list[i]) where  supQueue[j] = 
0; 
(8)     minq = max(minq, supQueue[last]); 

      //supQueue is sorted automatically 
(9)     } 

i++;  
(10)    If (ni ≠ null) δ = sup(ni) Else δ = 0; 
(11)  }// end While 
(12) } // end If 
(13) Else { 
(14)  While (sup(ai) > minq){ // ai in the header table, H 
(15)   If ((α ≠ null)&& (sup(ai)<upper_sup)){ 
(16)    replace supQueue[j] by sup(F-list[i]) where  supQueue[j] = 
0; 
(17)  minq = max(minq, supQueue[last]); 
(18)    } 
(19)    β = ai U α; ai <- next item in header the table; 
(20)    Construct β’s conditional FP-tree, Treeβ;  

      // based on its conditional pattern base  
(21)    If (Treeβ ≠ empty)  
(22)    call success_Mining(supQueue, Treeβ, β, minq, upper_sup); 
(23)  }// end While 
(24)  If (ai ≠ null) Return TRUE; 
(25)  Else Return FALSE; 
(26) }
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frequent patterns. The smaller number of items an algorithm considers, the more 
efficient the algorithm is. However, the problem is “how to ensure such a small 
number of items is adequate to mining for top-k frequent patterns correctly?” The 
idea of mining top-k frequent patterns sequentially, or Seq-Miner for short, can solve 
this problem soundly. 

The idea of mining top-k frequent patterns sequentially consists of two major 
advantages. 1) It provides users the flexibility by proposing users nc

3  highest 
frequency patterns first to examine interesting information. If they are not satisfied 
with the result, next top-nc frequent patterns (i.e. top-nc+1 to 2nc) are proposed and so 
on. Users can stop the program when the interesting information is found or whenever 
they want. 2) After finding top-nc frequent patterns, algorithm can identify the number 
of items that is adequate for mining the next top-nc ones correctly and efficiently. For 
example, if the algorithm recognized that only 15 items, for example, were actually 
examined for mining top-1000, then it will consider only 1015 items (15+1000) to 
mine top-1001 to 2000 frequent patterns in the next mining iteration. In contrast, 
conventional algorithms have to consider at least 2000 items in this case. The fewer 
items are examined the better the algorithm is.  Figure 3 is the block diagram of the 
Seq-Miner method. 

 
 
 
 
 
 

 

Fig. 4. The block diagram of the Seq-Miner method 

In both OExMiner and Seq-Miner algorithm, a new FP-tree has to be rebuilt from 
the scratch whenever a given top-k is changed. If a “large” FP-tree which can be re-
used to mine top-k frequent patterns with any different value of top-k is built in 
advance, the algorithm can significantly save the computation time. The idea of “build 
once mine anytime” (BOMA) allows us to do that.  Moreover, the synthesis of Seq-
Miner and the BOMA idea, called Seq-BOMA approach, can improve the performance 
surprisingly. This idea is illustrated in Figure 4 and described as follows. 

A “large” FP-tree is built and saved into the hard disk. This information will be 
read to reconstruct the original “large” FP-tree (in the memory) when a top-k mining 
is required. After handling the original FP-tree, the Seq-Miner algorithm can be 
applied to mine for any top-k frequent patterns sequentially. The major computation 
time of seq-BOMA approach is the time to build the “large” FP-tree. However, since 
the tree is built only once and can be built in the computer-free time this approach 
becomes more practical in real applications. Another advantage of this approach is 

                                                           
3 nc is a chunk size which can be set by users or set to 1000 automatically by  the algorithm. 
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that with an initial medium FP-tree many top-k frequent patterns, where the value of k 
is much greater than the number of items contained in the tree, can be mined 
sequentially. This feature improves the scalability of the algorithm and could not be 
found in any traditional top-k frequent patterns mining approach.  

 

 

 

 

 

 

 
 

Fig. 4. The work flow of the Seq-BOMA approach 

5   Experimental Evaluations  

In this section, the experiments for the proposed algorithms OExMiner, Seq-Miner, 
and Seq-BOMA on their efficiency, and scalability are presented. The IBM quest 
synthetic data generation code [13] is used to create synthetic datasets. The 
experiments have also been done on a real dataset named connect-4. All the 
experiments were performed on a 3.2GHz Pentium 4 PC, 1 GB main memory running 
on Window XP platform and MS. Visual C++ 6.0 environment. 

a.   Efficiency Evaluation 
In order to evaluate the efficiency of OExMiner, Seq-Miner and seq-BOMA, their 
computation time is compared to that of the “optimal FP-growth”, “optimal Apriori” 
and Top-k FP-growth [11] algorithms (Top-k FP-growth has been re-implemented in 
our machine). The “optimal FP-growth” is the FP-growth algorithm with the best 
tuned minimum support threshold to obtain an exactly desired number of top-k 
patterns (“optimal Apriori” is defined as the same way). The best tuned support 
threshold for a desired top-k pattern can be obtained by using OExMiner algorithm. 

Figure 5 is the comparison between algorithms running on dataset D1: 
T10I4D1000kN1000k. In this experiment, top-k frequent patterns where k varied from 
1000 to 7000 with an interval of 1000 are mined. The figure shows that OExMiner is 
superior to the TopK-FPGrow and even faster than optimal Apriori with a factor of 2. 
Other interesting things are that Seq-Minner is comparable to, and the Seq-BOMA is 
even better than the optimal FP-growth, the theoretically ideal method. To execute the 
Seq-BOMA algorithm in this experiment, a “large” FP-tree containing 7000 items (to 
mine top-7000 patterns safely) is built in advance only once at the computer-free time.  

The experiment on connect-4 (67,557 transactions with 43 items in each one) is 
shown in Figure 6. Since it is a dense dataset containing very long patterns, Apriori 
becomes extremely costly and incomparable to the remaining algorithms. Figure 6 
excludes the optimal Apriori duce to the above reason. The figure shows that 
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OExMiner is about 3 times faster than TopK-FPGrow whereas Seq-BOMA is about 7 
times faster than TopK-FPGrow and almost the same as the optimal FP-growth. 

b.   Scalability Evaluation 
To evaluate the scalability of the proposed methods we use another synthetic dataset, 
named D2: T10I4D1000kN2000k, which contains 2 million items (twice of that in D1). 
As shown in Figure 7, OExMiner is still better than TopK-FPGrow; Seq-Miner is still 
comparable to, while Seq-BOMA is clearly better than optimal FP-growth. This result 
reveals that our proposed methods scale well in the large datasets.  
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Fig. 8. Time comparison on scaled up 
Connect 4 

In real applications, many datasets such as customer transactional datasets of super 
markets, or electronic shops contain many duplicated transactions. To experiment 
how well the proposed methods execute on those kinds of dataset we duplicate dataset 
connect-4 with some scale up factors and test on those scaled up datasets.   

Figure 8 shows the experimental results where number of desired top-k patterns is 
fixed to 10,000. The computation time of Seq-BOMA is constant at the value of 29 or 
30 second while the computation time of three remaining algorithms increases very 
fast. When the scale up factor is 20, Seq-BOMA is faster than optimal FP-growth 
about 17 times. The reason for Seq-BOMA keeping a constant computation time is 
that when the dataset is duplicated, the structure and the size of the original “large” 
FP-tree do not change. Therefore the time of reading, reconstructing and mining the 
tree for top-k frequent patterns in Seq-BOMA does not change as well. The result of 
this experiment reveals that Seq-BOMA can be worthily applied to mine top-k 
frequent patterns in such datasets that contain many duplicating transactions. Note 
that Figure 8 excludes the computation time for Seq-Miner since it is the same as the 
OExMiner. The reason is that the number of items to be examined increases much 
more slowly than the number of top-k patterns does, 15 items for top-1000 patterns 
while only 19 items for top-10,000 patterns, for example. Therefore the Seq-Miner is 
not robust in this case (for a very and very dense dataset).         
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6   Conclusions and Future Work 

This research proposed an optimized version of the ExMiner method, called 
OExMiner, to mine top-k frequent patterns more efficiently and effectively. Seq-
Miner is then proposed based on the extension of the OExMiner to mine top-k 
frequent pattern sequentially by which improves not only the performance but also the 
user-friendliness of the algorithm. Seq-BOMA approach, the combination between 
Seq-Miner algorithm and the idea of “build once mine anytime”, proposed many 
beneficial features for the real applications. The experiments on both synthetic and 
real datasets revealed that our proposed methods are scaled well on large datasets and 
superior to the existing algorithms.  

The obstacle of the Seq-BOMA is that a large FP-tree has to be built in advance. 
How large this tree should be is not easy for un-expert users to decide. The Seq-Miner 
method does not suffer from this obstacle but it still examines a large number of 
singletons in each iteration. Therefore, the performance of mining top-k frequent 
patterns can be improved by optimizing these methods. Obviously, Seq-Miner and 
Seq-BOMA promise a great possibility of being applied into real applications. We are 
planning to investigate more for applying these approaches to the real works. 
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Abstract. The discovery of non-taxonomical relationships is one of the less stud-
ied knowledge acquisition tasks, even though it is a crucial point in ontology
learning. We present an automatic and unsupervised methodology for extracting
non-taxonomically related concepts and labelling relationships, using the whole
Web as learning corpus. We also discuss how the obtained relationships may be
automatically evaluated, using relatedness measures based on WordNet.

1 Introduction

The Web is an invaluable repository of knowledge. It has been considered that the num-
ber of resources available in the Web is so vast and the amount of people generating
web pages is so enormous, that the Web information distribution approximates the ac-
tual real distribution as used in society [1]. Moreover, the redundancy of information in
such a wide environment can represent a measure of relevance and trustiness of infor-
mation for a certain domain. For those reasons, many authors [2][3][4] have been using
the Web as the corpus for different knowledge acquisition tasks.

One of the most researched tasks is ontology learning from the Web. However, most
of the approaches [4][5] are focused on the acquisition of taxonomical relationships and
often neglect the importance of interlinkage between concepts. In fact, the discovery
of non-taxonomic relations is understood as the least tackled aspect within ontology
learning [6]. In general, two tasks have to be performed: first, detect which concepts are
related and, second, assign a label for the relation (typically using verb phrases).

So, in this paper, we present an automatic method for discovering non-taxonomic
relationships from the Web. This task involves the i) discovery of semantic patterns
used for expressing non-taxonomic relationships in a specific domain (verb phrases) ii)
retrieval of a corpus according to the acquired knowledge from where to extract candi-
dates and iii) selection of the most appropriate concepts and relationships incorporating
them to the ontology. This method has been designed as an extension of another one [7]
that covers the taxonomical aspect of ontology learning.

The main features of our contribution are:

1. Unsupervised operation during the Web analysis and the learning process. This is
important due to the amount of resources, avoiding the need of a human expert.

2. Automatic operation, allowing to perform easily executions to maintain the results
updated. This characteristic fits very well with the dynamic nature of the Web.
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3. Domain independent solution, because no domain assumptions are formulated and
no predefined knowledge is needed. This is interesting when dealing with tech-
nological domains where specific and non widely-used concepts may appear. The
only restriction here is that it can be only applied with English written resources.

4. Incremental learning with dynamic adaptation of the evaluated corpus as new
knowledge is acquired. This results in an optimization of the computational cost
of the analysis, retrieving only the most concrete and appropriate web resources.

The rest of the paper is organized as follows. Section 2 introduces the premises and
techniques that configure the base of our proposal. Section 3 describes the proposed
methodology to extract and label non-taxonomical relationships. Section 4 discusses the
evaluation of results using WordNet based relatedness measures. Section 5 introduces
related works and the final section presents the conclusions and lines of future work.

2 Knowledge Acquisition Framework

In this section, we comment some aspects of the knowledge acquisition techniques used
to discover, extract and select non-taxonomical relationships from the Web:

– Lightweight analysis techniques are needed to achieve good scalability in such an
enormous environment like the Web [8]. So, in order to perform an efficient analy-
sis, the amount of processed information for each resource should be reduced to the
minimum. Concretely, only those pieces of text that present knowledge in a simple,
direct and unambiguous way (typically called text nuggets [8]) can be analysed.

– Statistical analysis applied over knowledge acquisition tasks is a good deal if en-
ough information is available to obtain relevant measures. As introduced before,
the Web environment is especially suitable for this task due to its size and hetero-
geneity. Moreover, web search engines can provide confident measures (web-scale
statistics) in an immediate way if the appropriate search queries are formulated [9].
In our case, this is a crucial point because it allows us to obtain robust statistics
about information distribution in a very scalable and efficient way.

– The use of linguistic patterns can be an effective technique to extract knowledge
without expert’s supervision and without predefined knowledge. For the taxonom-
ical case, domain independent linguistic patterns [10] are a very common manner
of discovering relationships. However, for the non-taxonomical case, aside from a
reduced set of predefined relationships (e.g. meronymy, antonymy, synonymy, etc),
there do not exist domain independent patterns, as those relationships are typically
expressed by a verb that relates a pair of concepts [6]. If we want to use this pattern-
based approach to extract non-taxonomical knowledge, a previous step for learning
suitable patterns (verb phrases) for the analysed domain is required.

– As learning in a completely unsupervised and automatic way is difficult, an in-
cremental approach in which several learning steps are defined and each one is
enriched (bootstrapped) with the most relevant knowledge already acquired can be
suitable. In our case, bootstrapping is used to constrain the search process contex-
tualizing the queries formulated to the search engine in order to obtain appropriate
corpus of documents and web-scale statistics for the specific domain. Bootstrapped
information involves already acquired concepts and linguistic patterns.
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3 Non-taxonomical Learning

The first step in our non-taxonomical learning is the discovery of linguistic patterns that
express non-taxonomical relationships. In this case, those relationships are typically
expressed by a verb relating a pair of concepts. Due to the potential amount of verbs
available in the English language, we should find which of them are truly relevant for
the particular domain (in our case, a domain is expressed by an initial keyword, such
us hypertension). In order to do this, we query a web search engine with the initial
keyword to obtain a set of web resources covering the specific domain. For each one,
a lightweight syntactical analysis is performed, considering the neighbourhood terms
that surround the initial keyword in order to find verb phrases (conjugated verb and,
optionally, prepositions), composing a list of candidates. Those candidates are classified
in function of their position within the sentence: predecessors (e.g. ”is associated with
hypertension”) or successors (e.g. ”hypertension is treated with”) of the initial keyword.

Each candidate is evaluated in order to decide if it is really closely related to the
search domain. As we base our unsupervised analysis in statistical measures, we con-
sider measures of co-occurrence between the verb phrase and the domain’s keyword as
a measure of relatedness between them. In order to obtain a robust measure, we use
the mentioned web-scale statistics that represent the distribution of a queried concept in
the whole Web. Concretely, for each verb phrase candidate that has been extracted as a
predecessor of the initial keyword, we compute the following relatedness score (1) by
asking the number of hits returned by a web search engine for the following queries:

Score(
verbPhrase

initKey
) =

hits(”verbPhrase initKey”)
hits(”verbPhrase”)

(1)

Alternatively, if the candidate has been extracted as a successor of the initial key-
word, we compute the same relatedness but specifying the inverse order in the cor-
responding query (hits(”initKey verbPhrase”)). Those formulas are derived from the
score measures presented in [9] that are typically used to compute the degree of rela-
tionship between two words. Note also that double quotes are used to force the search
of the exact string to ensure that the verb phrase is truly linked with the initial keyword.

The returned values are used to rank the list of domain dependent linguistic pattern
candidates (verb phrases) and select those that are more closely related to the analysed
domain (see examples in Table 1, for the hypertension example).

Once those domain dependent linguistic patterns have been obtained, the next step is
to use them to discover concepts that are non-taxonomically (verb-labelled) related with
the initial keyword. So, we query a web search engine with the pair ”verb-phrase initial-
keyword” or ”initial-keyword verb-phrase” depending on whether the verb phrase pre-
cedes or succeeds the initial keyword. The result will be a set of web resources that
contain the specified query. Our objective in this case is to evaluate their content to
obtain concepts that immediately precede (e.g. ”salt intake is associated with hyper-
tension”) or succeed (e.g. ”hypertension is treated with diuretics”) the specified query.
Those new concepts become candidates for being non-taxonomically related with the
initial keyword, labelling this relation with the verb phrase.

Next, we have to decide again which of the extracted concepts (e.g. ”salt intake”) are
closely related to the searched domain (e.g. ”hypertension”). In order to perform this
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Table 1. Firsts elements of the ranked list of verb phrases (173 total candidates) for the Hyper-
tension domain, according to their position (PREdecessors or SUCcessors of the initial keyword)

Verb phrase Position Relatedness Verb phrase Position Relatedness
is diagnosed in SUC 0.12 is indicated for PRE 0.11
are diagnosed as PRE 0.10 is diagnosed as PRE 0.08
is associated with PRE 0.06 are associated with PRE 0.06
is aggravated by SUC 0.05 is cured by SUC 0.03
is caused by SUC 0.03 occurs during SUC 0.03
is influenced by SUC 0.03 suffer from PRE 0.02
is treated with SUC 0.02 accelerates SUC 0.02

selection process we use again web scale statistics about the co-occurrence of those two
terms. In this case, the relatedness score is computed in the following manner (2):

Score(
Concept

initKey
) =

hits(”initKey” AND ”Concept”)
hits(”Concept”)

(2)

In this case, the AND operator ensures that those two terms co-occur within the text
but not necessarily in the same sentence. If we use double quotes or add the verb phrase
to the query, it will become too restrictive to obtain robust measures.

Those concepts whose relatedness is higher than a threshold (see some examples for
hypertension in Table 2) are selected and incorporated into the ontology, with a relation
that is labelled according to the verb phrase used to discover them (e.g. ”salt intake” ”is
associated with” ”hypertension”). Note that the direction of the relation corresponds to
the role that each concept plays in the sentences (subject or object).

Finally, results are integrated with those from a methodology for learning taxonomies
[7] using a standard ontology representation language (OWL), providing a tool that
covers the main aspects of ontology learning.

Table 2. Examples of verb-labelled non-taxonomical relations for the Hypertension domain.
Those in italic represent rejected candidates (relatedness below 0.1).

Subject (NP) Verb (VP) Object (NP) Relat.
diuretic therapy is indicated for hypertension 0.61
salt intake is associated with hypertension 0.45
latter factors are associated with hypertension 0.08
hypertension is diagnosed in individuals 0.006
hypertension is aggravated by obesity 0.12
hypertension is aggravated by the increase 0.01
hypertension is influenced by sodium retention 0.65
hypertension is influenced by some factors 0.02
hypertension is treated with antihypertensives 0.55
hypertension accelerates renal disease 0.49
hypertension accelerates the development 0.003
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4 Evaluation

Evaluating results of an automatic learning methodology is a difficult task. In gen-
eral, either an expert opinion is needed to check the results manually or a repository is
required to perform any automatic evaluation. Due to the nature of the learning envi-
ronment (the huge and changing Web) and the learning method (domain independent,
automatic and unsupervised) we focus on the automatic side.

The biggest and most widely used general purpose English electronic repository is
WordNet [11]. It offers a lexicon, a thesaurus and semantic linkage between English
terms. Using all this information it is possible to compute the similarity and related-
ness between concepts. In this sense, the software WordNet::Similarity [12] offers an
implementation of some standard measures that have been widely used for different
knowledge related tasks [13]. Concretely, similarity measures use information found in
an is-a hierarchy of concepts and quantify how much a concept A is like another B.
WordNet is particularly well suited for similarity measures, since it organizes nouns
and verbs into is-a hierarchies and, therefore, it can be very adequate for evaluating
taxonomical relations. However, concepts can be related in many ways beyond being
similar to each other. As such, WordNet provides relations beyond is-a, including has-
part, is-made-of and is-an-attribute-of. In addition, each concept is defined by a short
gloss that may include an example of use. All this information can be brought to bear
in creating measures of relatedness. As a result, these measures tend to be more general
and, in our case, more appropriate for evaluating non-taxonomically related terms.

Among the different relatedness measures implemented by WordNet::Similarity, we
have chosen vector-pairs [13] because it does not depend on the interlinkage between
words that, in many situations, has a poor coverage in the WordNet semantic network.
This measure incorporates information from WordNet glosses as a unique representa-
tion for the underlying concept, creating a cooccurrence matrix from a corpus made up
of the WordNet glosses. Each content word used in a WordNet gloss has an associated
context vector. Each gloss is represented by a gloss vector that is the average of all
the context vectors of the words found in the gloss. Relatedness between concepts is
measured by finding the cosine between a pair of gloss vectors. For a pair of terms, the
bigger the measure is, the more related the terms are (in a range between 0 and 0.5).

However, in general, all relatedness measures have serious limitations because they
assume that all the semantic content of a particular term is modelled by semantic links
and/or glosses in WordNet and, in consequence, in many situations, truly related terms
obtain a low score due to WordNet’s poor coverage. However, these measures are some
of the very few fully automatic general purpose ways of evaluating results.

Applied to our approach, we check our Web based relatedness measure between two
non-taxonomically related concepts by comparing it against vector-pairs, using Word-
Net::Similarity whenever both terms are in WordNet. The result can be represented in
a plane in which each axis corresponds to one of those measures. Adding the limit that
represents the selection threshold over both axis, it is also possible to evaluate the cor-
rectness of our candidate selection procedure visualizing correctly classified concepts
(selected or discarded) and incorrectly classified ones (selected or discarded). An ex-
ample of the type of results that we are able to obtain (whenever the particular domain
is contained in WordNet) is represented in Figure 1 for the Hypertension domain.
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Fig. 1. Comparison of our Web-based relatedness measure against vector-pairs for the Hyperten-
sion domain. A: false positives; B: true positives; C: true negatives; D: false negatives.

Analysing this example (that shows a common tendency observed in several do-
mains), we can extract the following conclusions:

– True positives (section B) cover a big area, with relatedness (using both measures)
values above 0.1. False negatives (section D) are almost nonexistent apart from a
pair of examples observed over the boundaries of the selection threshold. These
facts indicate that when a pair of concepts are closely related according to the
vector-pairs measure, our measure also indicates the same.

– True negatives (section C) tend to conform a compact set that have a value of re-
latedness (using both measures) below 0.1. However false positives (section A) are
quite common, showing a discordance between both measures. Analysing them, we
have observed that the poor performance is caused in many situations by the way in
which vector-pairs (and in general all WordNet based relatedness measures) works.
As has been introduced previously, those measures completely depend on Word-
Net’s coverage for each concept (semantically expressed by interlinks or glosses);
in consequence, when concepts are slightly considered in WordNet, those measures
return a value that does not fully represent the reality. For example vector-pairs re-
turns a very low value of 0.007 between diuretics and hypertension even though
the first is a common treatment for the second; this is because, in Wordnet, this
fact is not mentioned in the diuretics’ gloss. In contrast, our measure depends on
the Web’s coverage for a particular term and, taking into consideration its size com-
pared to WordNet, it can be seen why we are able to provide more consistent results
over a wider set of concepts (returning a value of 0.6 for the mentioned example).

Finally, one may realize that the evaluation does not consider the verb used to label
the relations. This is because relatedness measures are intended for nouns (concrete
things with specific meaning). However, as final concepts are obtained through verb
phrases, their quality (evaluated here) also depends on the quality of extracted verbs.



Discovering Non-taxonomic Relations from the Web 635

5 Related Work

Faure and Nedellec [14] presented an interactive machine learning system, ASIUM,
which hierarchically clusters nouns based on the verbs that they co-occur with and vice
versa. The proposal by Byrd and Ravin [15] extracts named relations when they find
particular syntactic patterns, such as an appositive phrase. They derive unnamed rela-
tions from concepts that co-occur by calculating the measure for mutual information
between terms. Finkelstein and Morin [16] combine supervised and unsupervised ex-
traction of relationships between terms, assigning them default labels. Maedche and
Staab [17] use shallow text processing methods to identify linguistically related pairs of
words. Thereby, they use the background knowledge from a taxonomy to propose rela-
tions at the appropriate level of abstraction but without considering the problem about
labelling. Kavalec et al. [6] apply co-occurrence analyses to extract related terms. Then,
they hypothesised that the ’predicate’ of a non-taxonomic relation can be characterised
by verbs frequently occurring in the neighbourhood of pairs of lexical entries. Other
approaches based on clustering of documents using self-organizing maps (SOM) [18]
or topological trees are able to express relationships between clusters unsupervisedly.

Studying those systems, the conclusion is that most of these approaches apply co-
occurrences analysis in order to find out which concepts are related. In some cases, those
unnamed relations are labelled using the verbs. Those aspects also conform the base
of our approach, but the way in which we obtain resources to evaluate, the linguistic
analysis and the computing of statistical measures are especially adapted to achieve
good performance and efficiency in the Web environment.

6 Conclusions and Future Work

The presented methodology does not start from any predefined knowledge and, in con-
sequence, it can be applied over domains that are not typically considered in seman-
tic repositories. The automatic operation eases the updating of the results in highly
changing domains without depending on a human expert. Those aspects conform an
unsupervised and domain independent methodology for extracting non-taxonomical re-
lationships from the Web.

As future lines of research, firstly, we can consider problems about semantic ambigu-
ity presented in natural language resources. In this sense, complementary methods have
been developed for dealing with polysemy [7] and synonymy [19] specially adapted to
our working environment (web resources, search engines and lack of predefined knowl-
edge) that we plan to integrate into our learning methodology.

Secondly, regarding the discovered verb labelled relationships, in order to obtain
a computer understandable knowledge base that allows inference, verb labels should
be interpreted (e.g. the verb phrase ”is included into” expresses a ”part of ” type rela-
tionship). Standard classifications of verbs [20] could be used for this purpose, adding
additional information about the semantic content of verb labelled relationships.

Finally, the proposed evaluation methodology should be improved in order to tackle
the limitations described in Section 4. Maintaining the automatic operation (WordNet
based), we plan to combine vector-pairs [13] with other additional relatedness measures
[12] in order to improve the performance.
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Abstract. Qualitative knowledge reasoning is a key content in knowledge sci-
ence. Case-based reasoning is one of the main reasoning methodologies in arti-
ficial intelligence. Outranking relation methods, called ELECTRE and others, 
have been developed. In this research, a new algorithm of similarity measuring 
for qualitative problems in the presence of multiple experts based on outranking 
relations in case-based reasoning was proposed. Strict preference, weak prefer-
ence, and indifference relations were introduced to formulate imprecision, un-
certainty, incompleteness knowledge from multi-experts. Case similarities were 
integrated through aggregating house on the foundation of outranking relations. 
Experiments indicated that the new algorithm got accordant outcome with tradi-
tional quantitative similarity mode but extended its application range. 

1   Introduction 

Expert Systems (ES) focus on applying experts’ task-specific knowledge that trans-
ferred from a human to a computer, whose trend is to develop ES towards expertise 
orientation [1]. The mode to deal with experts’ knowledge of traditional ES is storing 
them in computer to provide specific advices when called on [2]. Hence, knowledge 
representation is a key step, which is becoming a bottle-neck. The stress of expertise 
orientation includes implementing knowledge reasoning in the presence of experts, if 
the knowledge is qualitative or difficult to be represented and entered into computer. 
Qualitative knowledge reasoning methodology is important because experts’ knowl-
edge is always qualitative and quantification value of experts’ knowledge is subject to 
imprecision and inconsistency. The idea of case-based reasoning (CBR), which was 
firstly discussed by Schank [3], is to adapt solutions of previous problems to solve 
new problems on the assumption that similar problems have similar solutions [4]. The 
common accepted model of CBR is the R4 model, which constitutes four processes: 
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retrieve, reuse, revise, and retain [5]. However, there are some other models [6], [7]. 
Their common drawback is that they are all on the assumption that the case base is 
ready for the first process. Finnie and Sun (2003) integrated case representation and 
proposed a R5 model [8]. It is common that quantification value of experts’ knowl-
edge is subject to imprecision. Thus, there are many conditions the R5 model is hard 
to get satisfaction. So, similarity algorithms dealing with qualitative problems in the 
presence of experts had better to be counted on. 

This research attempts to build a new algorithm of similarity measuring for qualita-
tive problems based on outranking relations in the presence of multiple experts. The 
rest of the paper is divided into four sections. Section 2 is a brief description on tradi-
tional case similarity algorithm. Section 3 builds up the new similarity algorithm, and 
experiment is discussed and analyzed in section 4. Section 5 makes conclusions. 

2   Common Case Similarity Algorithm in Case Retrieval 

The most common type of distance measure in nearest-neighbor retrieval is based on 
the location of objects in Euclidean space. Let CB={c1, c2, …, cN } denotes a case 
library. Each case can be identified by a set of corresponding features, which can be 
expressed as {Fj} (j = 1, 2, …, n). The ith case ci in case base can be represented as an 
n-dimensional vector, ci = (xi1, xi2, …, xin), where xij corresponds to the value of fea-
ture Fj (1 ≤ j ≤ n). Let the weight of each feature Fj be expressed as wj (wj ∈ [0,1]). 
For a pair of cases cp and cq in case base, a weighted distance metric can be defined as 

2 2
,

1,

1
1 1

1

n
( w ) ( w ) 0.5
p q p q j p, j q, j( w )

jp q

SIM SIM (c ,c ) ( ( w (x x ) ) )
d

α
=

= = = + −
+ ∑ .        (1) 

The distance measure for the jth feature denotes as dj which has the following proper-
ties: dj(a, b) = 0 if and only if a = b, dj(a, b) = dj(b, a), dj(a, c) ≤ dj(a, b) + dj(b, c). And,  

(a, b) | |   if a and b are real numbersjd a b= − .                          (2) 

0  if a b
(a, b)   if a and b are qualitative or symbols

1  if a bjd
=⎧= ⎨ ≠⎩

.                (3) 

In these circumstances, the similarity between cp and cq can be computed by 

2 2
,

1,

1
1 1 a,b

1

n
( w ) ( w ) 0.5
p q p q j j( w )

jp q

SIM SIM (c ,c ) ( ( w ( d ( )) ) )
d

α
=

= = = +
+ ∑ .               (4) 

Formula (3) is the method used in dealing with qualitative problems. Though it is 
simple and straightforward, it lacks a firm methodological basis, and doesn’t take 
expertise into consideration.  

3   The New Similarity Algorithm for Qualitative Problems 

What is thus required is a method that is relatively simple and with a methodological 
basis, which insures that the quantification of qualitative description reflects the  
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experts’ actual preference. In order to deal with conflicting multi-criteria in complex 
systems, Roy developed pseudo-criterion, indifference and preference thresholds [9], 
[10]. Thus, outranking relations can be drawn out on experts’ actual preferences in 
terms of what he believes, and it is more reasonable than Formula (3). Indifference 
threshold, qk, and preference threshold, pk, are hidden values in experts’ experience. 
Even if experts can not point out the real number of the two types of thresholds, they 
can express their knowledge through outranking relations on the basis of them. Thus, 
qualitative problems can be quantificated by outranking relations based on expertise.  

Let stored cases be denoted as Ent = {ent(1), ent(2), …, ent(i), …, ent(n)}, experts 
be denoted as Dag = {dag(1), dag(2), …, dag(j), …,dag(m)}, corresponding features 
be denoted as Ind = {ind(k)}, and feature weights be denoted as Weij = {weij(k)}. 
Thus, actual preference information of expert dag(j) can be denoted as.  

1 11

1

ent ( ) en t ( )

d ent ( i ) n  N um ( Ind )

ent ( i ) en t ( i )

ind ( ) ind ( k )

dag ( j ) ( ind ( k ) )

ind ( ) ind ( k )
×

⎛ ⎞
⎜ ⎟= =⎜ ⎟
⎜ ⎟
⎝ ⎠

…
# % #

"

.           
(5)

 

In which, ind(k)ent(i) expresses actual preference of expert dag(j) on the kth feature of 
the ith case, which is qualitative or quantification value that is subject to imprecision, 
and uncertainty. The new similarity algorithm for qualitative problems in case re-
trieval is based on confirmation approaches of outranking relations. Entered data are 
experts’ knowledge, and output data, outranking relation indexes among stored cases. 

3.1   Confirming Outranking Relations 

Definitions below are operated on Formula (5). How expertise is dealt with can be 
denoted by these definitions. Firstly, single expert involved condition is considered. 
Generally, it can be assumed that larger value is preferred to smaller one. 

Definition 1: Pk, j (ind(k)ent(i1), ind(k)ent(i2)).∀ ent(i1) ∈ Ent, ∀ ent(i2) ∈ Ent, ∀ ind(k) ∈ 
Ind, ∀ dag(j) ∈ Dag, ∃ pk ∈ R+. If the condition, ind(k)ent(i1) - ind(k)ent(i2) > pk, is met 
based on knowledge of expert dag(j). Then, what the expert believes is that ind(k)ent(i1) 
is strict preferred to ind(k)ent(i2) if feature ind(k) is taken into consideration. That can 
be denoted as Pk, j (ind(k)ent(i1), ind(k)ent(i2)), and in this definition, pk is a preference 
threshold and a qualitative description that expresses what the expert believes. 

Definition 2: Ik , j (ind(k)ent(i1), ind(k)ent(i2)). ∀ ent(i1) ∈ Ent, ∀ ent(i2) ∈ Ent, ∀ ind(k) ∈ 
Ind, ∀ dag(j) ∈ Dag, ∃ pk ∈ R+. If the condition, |ind(k)ent(i1) - ind(k)ent(i2) | ≤ qk, is met 
based on knowledge of expert dag(j). Then, what the expert believes is that ind(k)ent(i1) 
is indifference to ind(k)ent(i2) if feature ind(k) is taken into consideration. That can be 
denoted as Ik , j (ind(k)ent(i1), ind(k)ent(i2)). In this definition, qk is an indifference thresh-
old and a qualitative description that expresses what the expert believes. 

Definition 3: Wk, j (ind(k)ent(i1), ind(k)ent(i2)). ∀ ent(i1) ∈ Ent, ∀ ent(i2) ∈ Ent, ∀ ind(k) 
∈ Ind, ∀ dag(j) ∈ Dag, ∃ pk ∈ R+, ∃ qk ∈ R+, qk < pk. If the condition, qk < ind(k)ent(i1) 

- ind(k)ent(i2) | ≤ pk, is met based on knowledge of expert dag(j). Then, what the expert 
believes is that ind(k)ent(i1) is weak preferred to ind(k)ent(i2) if feature ind(k) is taken into 
consideration. That can be denoted as Wk, j (ind(k)ent(i1), ind(k)ent(i2)), and in this  
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definition, qk is an indifference threshold, pk is a preference threshold, and they are 
both qualitative descriptions that express what the expert believes. 

3.2   Concordance Index and Discordance Index 

Definition 4: ck, j(ent(i1), ent(i2)). ∀ ent(i1) ∈ Ent, ∀ ent(i2) ∈ Ent, ∀ ind(k) ∈ Ind, ∀ 
dag(j) ∈ Dag, ∃ pk ∈ R+, ∃ qk ∈ R+, qk < pk. Let the concordance index of ent(i1) to 
ent(i2) on the feature of ind(k) based on what the expert dag(j) believes denote as: ck, 

j(ent(i1), ent(i2)). If Pk, j (ind(k)ent(i1), ind(k)ent(i2)) then ck, j(ent(i1), ent(i2))=1 and ck, 

j(ent(i2), ent(i1))=0, else if Ik , j (ind(k)ent(i1), ind(k)ent(i2)) then ck, j(ent(i1), ent(i2))=1 
and ck, j(ent(i2), ent(i1))=1, else if Wk, j (ind(k)ent(i1), ind(k)ent(i2)) then ck, j(ent(i1), 
ent(i2))=1 and 0 < ck, j(ent(i2), ent(i1)) < 1: 

, ,k j ent( i1) ent( i2) k k kc ( ent( i1) ent( i2)) (( ind( k ) ind( k ) ) q )/( p q )= − − − .             (6) 

Outranking relation and concordance index on feature ind(k) can be denoted as Fig. 1. 

 

Fig. 1. Outranking relation and concordance index of ent(i1) to ent(i2) on feature ind(k) 

Definition 5: Cj(ent(i1), ent(i2)). ∀ ent(i1) ∈ Ent, ∀ ent(i2) ∈ Ent, ∀ ind(k) ∈ Ind, ∀ 
weij(k) ∈ Weij, ∀ dag(j) ∈ Dag. Let the concordance index of ent(i1) to ent(i2) based 
on what the expert dag(j) believes denote as: Cj(ent(i1), ent(i2)). 

,
1 1

, ,
Num( Ind ) Num( Ind )

j j k j j
k k

C ( ent( i1) ent( i2)) ( ( w ( k ) c ( ent( i1) ent( i2))))/ w ( k )
= =

= ×∑ ∑ .         (7) 

Definition 6: dk, j(ent(i1), ent(i2)). ∀ ent(i1) ∈ Ent, ∀ ent(i2) ∈ Ent, ∀ ind(k) ∈ Ind, ∀ 
dag(j) ∈ Dag, ∃ vk ∈ R+, ∃ pk ∈ R+, pk < vk. Let the discordance index of ent(i1) to 
ent(i2) on the feature of ind(k) based on what the expert dag(j) believes denote as: dk, 

j(ent(i1), ent(i2)). If ind(k)ent(i2) - ind(k)ent(i1) ≤ pk then dk, j(ent(i1), ent(i2)) = 0, else if 
ind(k)ent(i2) - ind(k)ent(i1) > vk then dk, j(ent(i1), ent(i2)) = 1, else if pk < ind(k)ent(i2) - 
ind(k)ent(i1) ≤ vk then 0 < dk, j(ent(i1), ent(i2)) < 1: 
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, ,k j ent( i2) ent( i1) k k kd ( ent( i1) ent( i2)) (( ind( k ) ind( k ) ) q ) ( v q )= − − − .             (8) 

In which, vk is a veto threshold that the outranking of ent(i2) by ent(i1) is refused. 
Discordance index of ent(i1) to ent(i2) on feature ind(k) can be expressed as Fig. 2. 

 

Fig. 2. Discordance index of ent(i1) to ent(i2) on feature ind(k) 

3.3   Outranking Credibility Degree of a Single Expert 

The degree of credibility of outranking of ent(i2) by ent(i1) is defined as follows. 

Definition 7: Sj(ent(i1), ent(i2)). ∀ ent(i1) ∈ Ent, ∀ ent(i2) ∈ Ent, ∀ ind(k) ∈ Ind. On 
the basis of concordance index of ent(i1) to ent(i2) and discordance index of ent(i1) to 
ent(i2) on feature ind(k), Let the degree of credibility of outranking of ent(i2) by 
ent(i1) based on what expert dag(j) believes denote as: Sj(ent(i1), ent(i2)). 
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2)) k d ( ( i1) ( i2)) C ( ( i1) ( i2)) )

C ( ent( i1 ent( i2 d ( ( i1) ( i2)) C ( ( i1) ( i2)) k

⎧
⎪
⎪
⎪
⎨
⎪ = >⎪
⎪ ≤ ∀⎩

.       (9) 

The degree of credibility of outranking is thus equal to the concordance index 
where no criterion is discordant. Where, discordances do exist, the concordance index 
is lowered in direct relation to the importance of those discordances. Integration based 
on distance between concordance index and discordance index of ent(i1) to ent(i2) 
can get consistent outcome with Formula (9) [11]. Thus, 

,
1 1

, , ,
Num( Ind ) Num( Ind )

j j j k j j
k k

S ( ent( i1) ent( i2)) C ( ent( i1) ent( i2)) ( ( w ( k ) d ( ent( i1) ent( i2)))) w ( k )
= =

= − ×∑ ∑ . (10) 
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3.4   Collaborative Degree of Outranking Credibility of Multiple Experts 

Secondly, when multiple experts are taken into consideration, experts’ opinions can 
be placed into an n×n×m cube, and integration process can be expressed by housetop 
of the cube. Thus, an aggregating house is formed, which is shown in Fig. 3. 

 

Fig. 3. Structure of the aggregating house 

Looking-down plane decompounding map of the aggregating house is shown in 
Fig. 4.  

 

Fig. 4. Looking-down plane decompounding map of the aggregating house 

Firstly, the comparability among Sj(ent(i1), ent(i2)) should be assured. Thus, the 
concept of standard degree of outranking credibility, S'j(ent(i1), ent(i2)), is intro-
duced, which can be expressed as follows. 

, min ,
,

max , min ,

j j
j'

j
j j

jj

S ( ent( i1) ent( i2)) ( S ( ent( i1) ent( i2)))
S ( ent( i1) ent( i2))

( S ( ent( i1) ent( i2))) ( S ( ent( i1) ent( i2)))

−
=

−
.        (11) 

Standard degrees of outranking credibility will be collected to form the integrated 
degree of outranking credibility, Sj(ent(i1), ent(i2)). 
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1 1

, , /
m m

'
j j j

j j

S( ent( i1) ent( i2)) ( ( wei S ( ent( i1) ent( i2))) ) wei
= =

= ×∑ ∑ .               (12) 

And the looking-down plane map of aggregating housetop after the process of inte-
gration is shown as Fig. 5. 

 

Fig. 5. Looking-down plane map of aggregating housetop 

If Formula (9) is adopted, two distillation procedures, the downward and upward 
systems, are employed. While, if Formula (10) is adopted, collaborative degree of 
outranking credibility (CDOR) can be computed as follows. 

1

,
n

i2

CDOR( ent( i1)) ( S( ent( i1) ent( i2)) )/n
=

= ∑ .                          (13) 

4   Experiment 

The new similarity algorithm based on outranking relation expands the quantification 
method of traditional one. Hereby, the consistent outcome between traditional quanti-
tative similarity algorithm that is based on Euclidean distance and the new one should 
be firstly assured. Secondly, a comparison should be made to observe if the new  
algorithm really can get better outcome than traditional quantification method. 
MATLAB 6.5 was employed to develop and compare the two similarity algorithms  
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Fig. 6. Comparison between the new similarity algorithm and Euclidean based one 
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on the conditions of n = 50, a = 1, same weights, and 100 cases. Comparison between 
the new similarity algorithm and Euclidean distance based quantitative one is shown 
in Fig. 6 (a), and Comparison between the new similarity algorithm and Euclidean 
based Formula (3) is shown in Fig. 6 (b). 

Conclusion can be drawn from Fig. 6 (a) that there are similar curves of the two al-
gorithms. Ascending/descending trends of the two algorithms are also similar. We 
discover from Fig. 6 (b) that the new similarity algorithm based on outranking rela-
tion fluctuate more heavily than Euclidean distance based qualitative one on the adop-
tion of the traditional quantification method. 

5   Conclusion 

In order to support qualitative knowledge reasoning in the presence of multiple ex-
perts, outranking relation was introduced into CBR to improve traditional method in 
dealing with qualitative data. Collaborative degree of outranking credibility of multi-
ple experts was integrated through aggregating house. This approach is relatively 
simple and with a methodological basis which insures that quantification of qualita-
tive description reflects experts’ actual preference. Experiments indicated that the new 
similarity algorithm for qualitative problems based on outranking relation had consis-
tent outcome with traditional quantitative similarity algorithm based on Euclidean 
distance, and was more sensitive than the traditional one. 
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Abstract. The problem of high dimensionality in face verification tasks
has recently been simplified by the use of underlying spatial structures
as proposed in the 2DPCA, 2DLDA and CSA methods. Fusion tech-
niques at both levels, feature extraction and matching score, have been
developed to join the information obtained and achieve better results in
verification process. The application of these advances to facial verifica-
tion techniques using different SVM schemes as classification algorithm
is here shown. The experiments have been performed over a wide facial
database (FRAV2D including 109 subjects), in which only one interest
variable was changed in each experiment. For training the SVMs, only
two images per subject have been provided to fit in the small sample size
problem.

1 Introduction

Many face recognition techniques have been developed over the past few decades.
Some of them are based on dimension reduction methods such as Eigen Face
method [1], using principal component analysis to obtain a most expressive sub-
space for face representation. Others are based on Fisher Face method [2], that
uses linear discriminant analysis to obtain the most discriminant subspace. These
methods as other improved variations treat input images as vectors [3]. Some
recent works have begun to treat images as two dimensional matrices.

These new Spatial Dimension Reduction Methods give way to a set of vectors
(2DPCA, 2DLDA) or even smaller matrices (CSA), instead of producing a single
feature vector over a new lower dimensional space. To obtain the highest verifi-
cation rate, different approaches have been proposed combining features either
in a fusion at extraction level or at matching score level for each method, and
then combining the best obtained results from the different methods [4]. SVM
has been used as the classifier throughout all the experiments.

Another problem present in face recognition tasks is learning in the small
sample size problem [5], what is of great practical interest. In face recognition it
is not easy to collect a database with a large number of images of each individual.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 645–653, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Furthermore, it is often difficult to collect training or testing data to cover all
possible variations as illumination, pose, expression, occlusion, or even age. A
set of different experiments with only two training images per subject to fit the
small sample size problem has been carried out.

2 Feature Extraction

Traditional feature extraction techniques require that 2D face images are vec-
torized into a 1D row vector to then perform the dimension reduction [6]. Re-
cently, Two-Dimensional PCA (2DPCA), Two-Dimensional LDA (2DLDA) and
Coupled Subspace Analysis (CSA) have been developed for bidimensional data
feature extraction. These methods are based on 2D matrices rather than 1D vec-
tors, preserving spatial information. As base line method Principal Component
Analysis [1] has been used.

2.1 Two-Dimensional Principal Component Analysis

Given a set of images I1, I2, . . . , IN of height h and width w, the consideration
of images Ih×w as 1D vectors instead as 2D structures is not the right approach
to retain spatial information. Pixels are correlated to their neighbours and the
transformation of images into vectors produces a loss of information preserving
the dimensionality.

The idea recently presented as a variation of traditional PCA, is to project
an image Ih×w onto X2DPCA by the following transformation [7,8],

Yh×1 = Ih×w · X2DPCA
w×1 . (1)

As result, a h dimensional projected vector Y , known as projected feature vector
of image I, is obtained. The total covariance matrix SX over the set of projected
feature vectors of training images I1, I2, . . . , IN is considered. The mean image
I of the training set, is taken into account.

SX =
1
N

N∑

i=1

[(Ii − I)X ][(Ii − I)X ]T (2)

The maximization of the total scatter of projections is chosen as the criterion to
select the vector X2DPCA. The total scatter of the projected samples is charac-
terized by the trace of the covariance matrix of the projected feature vectors. It
has been considered the optimal projection axis X2DPCA as the is the unitary
vector that maximizes tr(SX), which corresponds to the eigenvector of largest
associated eigenvalue of the image covariance matrix S, defined as a w × w
nonnegative matrix that can be directly evaluated using the training samples,

S =
1
N

N∑

i=1

[(Ii − I)T (Ii − I)]. (3)
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2.2 Two-Dimensional Linear Discriminant Analysis

The idea presented as 2DPCA, has been upgraded to consider the class infor-
mation [9,10]. Suppose there are L known pattern clases having M samples for
each class, N = L ·M . The idea is to project each image as in (1), but to obtain
X2DLDA with the information provided by the classes. The covariance over the
set of images can be decomposed into between-class and within-class. The mean
image as in 2DPCA, as well as the mean image of the class Ij , j = 1, . . . , L, are
taken into account.

SXB =
L∑

j=1

M [(Ij − I)X ][(Ij − I)X ]T ; SXW =
L∑

j=1

M∑

i=1

[(Ij
i − Ij)X ][(Ij

i − Ij)X ]T

(4)

The objective function maximized in this case to select X2DLDA is considered
a class specific linear projection criterion, and can be expressed as a quotient
of the traces: tr(SXB)/tr(SXW ). The total between and within covariances are
defined as w × w nonnegative matrices and can be directly evaluated.

SB =
L∑

j=1

M [(Ij − I)][(Ij − I)]T ; SW =
L∑

j=1

M∑

i=1

[(Ij
i − Ij)][(Ij

i − Ij)]T (5)

Both matrices are formally identical to the corresponding traditional LDA, and
by maximizing the traces quotient, the within-class scatter is minimized, whereas
the between-class scatter is maximized, giving as result the maximization of
discriminating information. The optimal projection axis X2DLDA corresponds
to the eigenvector of SB · S−1

W , of largest associated eigenvalue.

2.3 Coupled Subspace Analysis

Recently a new approach has been presented to reconstruct the original image
matrices with two low dimensional coupled subspaces, in the sense of least square
error [11]. These two subspaces encode the row and column information of the
image matrices.

Let us denote Yi, of height h′ and width w′, as the lower dimensional matrix
representation of sample Ii, i = 1, . . . , N , derived from two projection matrices
Bh×h′ and Cw×w′ ,

Yh′×w′ = BT
h′×h · Ih×w · Cw×w′ . (6)

The matrices B and C are chosen as those that best reconstruct the original
images from the projections, in the sense of least square error satisfying the
following optimal matrix reconstruction criterion,

(B∗, C∗) = argmin
B,C

∑

i

‖B · Yi · CT − Ii‖2
F . (7)

Being ‖ · ‖F the Frobenius norm of a matrix.
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The objective function has no closed form and to obtain a local optimal solu-
tion, an iterative procedure has been presented. The whole procedure is called
Coupled Subspace Analysis or Generalized Low Rank Approximation [11,12].
As it has been shown, this procedure is connected with traditional PCA and
2DPCA. Principal Component Analysis is a special case of CSA algorithm with
w = 1 and 2DPCA is a special case of CSA algorithm with fixed B = Id.

3 Projection and Reconstruction

In 2DPCA and 2DLDA, as in traditional PCA, a proportion of retained variance
can be fixed,

∑d
1 λi/

∑w
1 λi, where λ1 > λ2 > · · · > λw are the eigenvalues and

X1, X2, . . . , Xd are the eigenvectors corresponding to the d largest eigenvalues.
Once d is fixed, X1, X2, . . . , Xd are the ortonormal axes used to perform the

feature extraction. Let V = [Y1, Y2, . . . , Yd] and U = [X1, X2, . . . , Xd], then

Vh×d = Ih×w · Uw×d. (8)

A set of projected vectors, Y1, Y2, . . . , Yd, are obtained for both methods. Each
projection over an optimal projection vector is a vector, instead of a scalar as in
traditional PCA. A feature matrix Vh×d for each considered dimension reduction
method is produced, containing either the most amount of variance, or the most
discriminating features of image I.

In CSA the projection is performed through the optimal projection matrices
B∗

h×h′ and C∗
w×w′ as in (6). As result, the extracted features form a lower dimen-

sional matrix of height h′ and width w′. In these dimension reduction methods,
a reconstruction of the images from the features is possible (Fig. 1). It is possible
to obtain an approximation of the original image with the retained information
determined by d for PCA, 2DPCA and 2DLDA, Ĩh×w = Vh×d · UT

d×w, or by
(h′, w′) for CSA, Ĩh×w = Bh×h′ · Yh′×w′ · CT

w′×w.

4 Facial Verification Using SVM

SVM is a method of learning and separating binary classes [13]; it is superior in
classification performance and is a widely used technique in pattern recognition
and especially in face verification tasks [3,6].

Given a set of features y1, y2, . . . , yN where yi ∈ R
n, and each feature vector

associated to a corresponding label l1, l2, . . . , lN where li ∈ {−1, +1}, the aim of a
SVM is to separate the class label of each feature vector by forming a hyperplane.
The optimal separating hyperplane is determined by giving the largest margin
of separation between different classes. This hyperplane is obtained through
a minimization process subjected to certain constrains. Theoretical work has
solved the existing difficulties of using SVM in practical application [14].

As SVM is a binary classifier, a one vs. all scheme is used. For each class, each
subject, a binary classifier is generated with positive label associated to feature
vectors that correspond to the class, and with negative label associated to all
the other classes.
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Fig. 1. a) One of the original frontal images in our database. b) Automatically selected
window containing the facial expression of the subject in equalized gray scale. From
left to right: c) reconstructed images, for d = 30, 90, 150, 210, from PCA projection. d)
and e) reconstructed images, for d = 2, 4, 6, 8, from 2DPCA and 2DLDA projections
respectively. f) reconstructed images, for h′ = w′ = 3, 9, 15, 21, from CSA projection.

In our experiments and in order to fit in the small sample size problem
[5], the same two frontal and neutral images of every subject are selected as
the training set for every experiment. A disjoint group of images, all of them
affected by the same perturbation, is selected as the test set. The training
set is used in the feature extraction process through PCA, 2DPCA, 2DLDA
and CSA. Then, the training images are projected onto the new ortonormal
axes and the feature vector (PCA), vectors (2DPCA,2DLDA), or low dimen-
sional matrix (CSA) are obtained. The required SVMs are trained for each
subject.

Several strategies have been used to train and combine the SVMs. When
training and classifying PCA features, each image generates one feature vector
Yd×1 and one SVM is trained for each subject, with its feature vectors labelled
as +1 and all the other feature vectors as −1.

For feature vectors obtained from 2DPCA and 2DLDA, each image generates
a set of projected vectors, Vh×d = [Y1, Y2, . . . , Yd], which are considered under
three different strategies. The first strategy, considered as a fusion at extraction
level, generates a unique feature vector through a concatenation of d projected
vectors, and then one SVM is trained for each subject as in PCA. The second
and third approaches, fusion at matching score level, consider d projected vectors
and, consequently, d SVMs are trained for each subject. These d outputs are then
combined to produce a final classification output, first through an arithmetic
mean, and secondly through a weighted mean.

On the other hand, applying CSA produces a low dimensional matrix Yh′×w′

for every image. This feature matrix is then transformed into a vector, Yh′·w′×1,
and as in PCA one SVM is trained for each subject.

Once the SVMs are trained, each image from the test set is projected ob-
taining the corresponding features for each dimension reduction method (1,6).
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The features of the test set are classified through the SVMs to measure the
performance of the generated system.

For the SVM obtained from the PCA, from the concatenation strategy of
2DPCA, 2DLDA and the CSA feature vectors, the output is compared with
the known label of every test image. However, for the ensemble of SVMs ob-
tained from the 2DPCA and 2DLDA feature vectors, the d outputs are com-
bined whether through an arithmetic or a weighted mean. Arithmetic approach
combines the d outputs through an arithmetic mean. At weighted approach, ev-
ery output is weighted with the amount of variance explained by its dimension,
which means that each output will be taken into account proportionally to the
value of the eigenvalue associated to the corresponding eigenvector: λi/

∑d
j=1 λj

is the weight for the i−SVM, i = 1, 2, . . . , d.
To measure the system performance, a cross validation procedure is carried

out. The Equal Error Rate, EER, that is the value for which false positive
rate (FP) is equal to false negative rate (FN) is a valuable reference of the
performance of the system.

4.1 Combining Results

To combine the results obtained by the three novel methods, 2DPCA, 2DLDA
and CSA, a fusion at matching score level has been performed for the best ap-
proaches of each method. The scores obtained by the SVMs of the three methods
have been linearly combined.

Final Score = α · 2DPCA + β · 2DLDA + γ · CSA (9)

Being α, β and γ ∈ [0, 1], and verifying α+β +γ = 1. To reach this combination
two sources have been considered: firstly the scores obtained have been directly
combined and secondly, a previous standardization of the scores has been per-
formed, before combining the individual scores. The aim of this process is not
only to achieve better results by combining the different Spatial Dimension Re-
duction Methods, but to weight the contribution of each of them towards the
best performance in the verification process.

5 Design of Experiment

Although a large number of very complete facial databases acquired under very
good conditions are available for the scientific community, our research group has
found valuable to collected FRAV2D, a quite complete set of facial images in-
cluding 109 subjects. This particular database has been created under extremely
detailed procedures with a deep control of each of the acquiring conditions. All
the images have been taken under 8 different conditions varying pose, expres-
sion and illumination and only varying one interest variable for each of them. 32
images of each subject were taken, being 12 frontal, 4 preforming a 15◦ rotation,
4 performing a 30◦ rotation, 4 with zenithal instead of diffuse illumination, 4
with expression changes and 4 occluding parts of the face. This database as well
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as other facial databases are freely available upon request at the research group
home page1.

Each experiment has been performed for the 109 subjects from our database.
In all the experiments, the train set for the extraction of features and for the
classifiers training is formed by the same 2 frontal and neutral images of each
subject, in order to fit in the small sample size problem. Then, the classifiers
have been tested over 5 different groups of images. Firstly, the 10 remaining
frontal and neutral images for each subject have been used to perform the cross
validation process. In a second experiment, the 4 images obtained with zenithal
illumination have formed the test set. The 4 15◦ turn images have been selected
to measure the performance of the system to pose variations. In the fourth
experiment 4 images with expressions changes have been used. And finally, 4
occluded images for each subject have formed the test set.

6 Results

Tests, varying the dimensions of the different feature spaces, have been carried
out for the four dimension reduction methods. For PCA, experiments have been
performed for values d = 30, 60, 90, 120, 150, 180, 210. For 2DLDA and 2DPCA,
values d = 1, 2, 3, . . . , 10 are used under the three different classification strate-
gies (Concatenation, Arithmetic and Weighted). And for CSA, low dimensional
square matrices of sizes h′ = w′ = 3, 6, 9, 12, 15, 18 have been considered.

The lowest EER values in percentage, corresponding to each experiment and
to each dimension reduction method under the different strategies, are presented
in Table 1, as well as the values of d or (h′ × w′) for which they were achieved.

The optimum strategies for each method have been combined as proposed (9),
and the results for the standardized option are shown to be the best performance
(Table 1).

7 Conclusions

Better results for spatial dimension reduction methods (2DPCA, 2DLDA and
CSA) than for traditional PCA are evidently achieved as shown in the EER
values presented in Table 1.

The fusion at the matching score level used (Arithmetic and Weighted) never
improves the fusion at the feature extraction level (Concatenation strategy).

Better results are achieved in all the experiments by means of the combina-
tion of the three scores, even thought in some of them the improvements are
not significant. The coefficients of the optimal linear combination weighs the
contribution of each method to the best solution.

2DLDA is theoretically the best approach as it distinguishes between within-
class and between-class scatter and the criterion minimizes the first, while the
second is maximized. As can be observed in the results of the 5 experiments
1 http://frav.escet.urjc.es
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Table 1. First, best EER (in percentage), values obtained for each dimension reduction
method in each experiment: 1) Frontal, 2) Illumination, 3) 15◦ Rotated, 4) Expression,
5) Occluded. In brackets: the dimension for which they are achieved. Second, EER for
the best combination (9) of the standardized scores of every method and the coefficients
α for 2DPCA, β for 2DLDA and γ for CSA in which it occur.

Exp. 2DPCA 2DLDA
PCA Conc. Arith. Weigh. Conc. Artith. Weigh.

1) 3.0 (210) 1.3 (9) 1.9 (6) 1.9 (10) 1.2 (6) 1.9 (6) 1.9 (9)
2) 6.5 (210) 2.9 (7) 3.6 (6) 3.7 (9) 2.0 (9) 3.0 (7) 3.2 (10)
3) 21.5 (120) 13.9 (1) 13.9 (1) 13.9 (1) 16.9 (2) 17.5 (2) 20.6 (2)
4) 12.7 (210) 9.4 (10) 11.0 (5) 11.5 (9) 7.2 (6) 9.0 (5) 8.5 (9)
5) 30.7 (120) 25.2 (10) 24.8 (10) 24.7 (10) 24.6 (9) 26.5 (6) 27.3 (6)

Exp. CSA Fusion: EER α β γ

1) 1.3 (12 × 12) 1.2 0 0.4 0.6
2) 2.7 (18 × 18) 2.0 0 1 0
3) 20.6 (24 × 24) 13.6 0.3 0.3 0.4
4) 8.5 (12 × 12) 7.0 0 0.8 0.2
5) 22.6 (24 × 24) 22.0 0 0.4 0.6

carried out (Table 1), 2DLDA achieves the best results for 3 of them (frontal,
illumination and expression). On the other hand 2DPCA (for 15◦ rotated) and
CSA (for occluded) achieve the best results for 2 experiments with images suf-
fering from very strong difficulties.

The results of these experiments show how difficult is to provide guidelines
and information for practitioners to select not only the best performing method,
but also an adequate choice in the dimension d or (h′ × w′). What we can
clearly state as a main conclusion is that in none of the 5 experiments that
have been exhaustively carried out the result of the fusion at the matching
score level following (9) worsen the best result achieved individually by the best
performing method for each experiment. On the contrary, results are equal or
slightly improved, though no significantly, by the fusion strategy.

Therefore, the main guideline proposed in our work is the use of fusion at
the matching score level schemes with different dimension reduction methods
as the ones used in this work. We can consider that there is not a specific best
approach to face the variations to appear in a face verification problem. Our
present work shows, under the small sample size problem assumptions, that the
fusion approach can obtain as good results as the obtained by the best individual
approach.

Deeper work has to be done to combine and use in an optimum way all
the information provided by the dimension reduction methods. The inclusion of
recently presented variations and extensions, as Non-iterative Generalized Low
Rank Approximations [15], face new challenges on the way of combining the
different scores.
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Abstract. Dimension reduction techniques are important preprocess-
ing algorithms for high dimensional applications that reduce the noise
keeping the main structure of the dataset. They have been successfully
applied to a large variety of problems and particularly in text mining
applications.

However, the algorithms proposed in the literature often suffer from a
low discriminant power due to its unsupervised nature and to the ‘curse
of dimensionality’. Fortunately several search engines such as Yahoo pro-
vide a manually created classification of a subset of documents that may
be exploited to overcome this problem.

In this paper we propose a semi-supervised version of a PCA like
algorithm for textual data analysis. The new method reduces the term
space dimensionality taking advantage of this document classification.
The proposed algorithm has been evaluated using a text mining problem
and it outperforms well known unsupervised techniques.

1 Introduction

The analysis of high dimensional datasets remains a challenging task for common
machine learning techniques due to the well known ‘curse of dimensionality’ [1,6].
It has been suggested in the literature [6,12] that the dimension reduction tech-
niques can help to overcome this problem because they reduce the noise keeping
the main structure of the dataset. Several algorithms have been proposed to this
aim such as Principal Component Analysis (PCA), Correspondence Analysis or
neural based techniques (see for instance [4,11,12]). In this paper we focus on
the Torgerson Multidimensional Scaling algorithm (MDS) [8] which is analogous
to linear PCA and works directly from a dissimilarity matrix. This algorithm is
robust and efficient and has been applied to a wide range of problems.

An interesting application of linear PCA is the analysis of the semantic rela-
tions among terms or documents in textual databases. However, the algorithms
proposed in the literature often have a low discriminant power due mainly to
their unsupervised nature. Therefore, the resulting projection is often useless to
identify the different semantic groups in a given textual collection [14].

Fortunately in several search engines such as for instance Yahoo a classification
of a subset of documents is usually available [15]. Notice that certain techniques
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c© Springer-Verlag Berlin Heidelberg 2006



A New Semi-supervised Dimension Reduction Technique 655

such as the linear discriminant analysis (LDA) profit from this classification
looking for a projection that maximizes the class separability [6]. However they
do not preserve the structure of the dataset. Moreover in the problem we are
dealing with terms are not usually classified because this is a complex task.
Therefore new techniques should be developed that are able to reduce the term
dimensionality considering a classification in the space of documents.

In this paper we present a new semi-supervised version of the Torgerson MDS
algorithm that profits from the document categorization carried out by human
experts to reduce the term dimensionality. To this aim, a semi-supervised si-
milarity is defined that takes into account the document class labels. Next, the
Torgerson MDS algorithm is applied to represent this dataset in a low dimen-
sional space considering this similarity matrix. Finally the new algorithm has
been tested using a real textual collection and has been exhaustively evaluated
through several objective functions.

This paper is organized as follows. In section 2 the Torgerson MDS algorithm
is introduced. Section 3 presents the new semi-supervised dimension reduction
algorithm. In section 4 the algorithm is applied to the analysis of the semantic
relations among terms in textual databases. Finally section 5 gets conclusions
and outlines future research trends.

2 The Torgerson MDS Algorithm

In this section we introduce briefly the Torgerson MDS algorithm, which can be
considered a dimension reduction technique analogous to the well known Prin-
cipal Component Analysis (PCA). Next, the main properties of this technique
in the context of text mining applications are summarized.

Let X(n × d) be a matrix of n objects represented in R
d and D = (δij)

the dissimilarity matrix made up of the object proximities. The Torgerson MDS
algorithm looks for a projection W : R

p → R
k to a lower dimensional space

such that the Euclidean distances in R
k preserve as much as possible the original

dissimilarities.
The object coordinates that verify this condition are obtained as follows.

Define the matrix A as [A]ij = aij = − 1
2δ2

ij , and hence the inner product
matrix as:

B = HAH (1)

where H is a centering matrix defined as:

H = I − 1
n
11T (2)

with 1 = (1, 1, . . . , 1)T .
It can be shown that the object coordinates for the projection that maximizes

the preservation of the original dissimilarities are given by [8]:

X̂ = V kΛ
1
2
k , (3)
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where V k is the n × k orthonormal matrix whose columns are the kth first
eigenvectors of B and Λk = diag(λ1, . . . , λk) is a diagonal matrix with elements
the first eigenvalues of B. The object coordinates are usually obtained through
an SVD. This operation is particularly efficient when only the first eigenvectors
are need [9] as it happens in our practical problem.

Besides it can be easily shown [8] that the object coordinates (3) obtained by
the Torgerson MDS algorithm with the Euclidean distance are the same that
those one obtained by linear PCA. However, notice that the Torgerson MDS
algorithm is able to work directly from a dissimilarity matrix while PCA needs
to know the object coordinates.

The Torgerson MDS originally proposed considers that the dissimilarity δij

is a Euclidean distance. However, we can work with any dissimilarity which
gives rise to a semi-definite positive matrix B. Additionally the algorithm can
be extended to the non-linear case or to more general dissimilarities using the
kernel trick [16,13].

The Torgerson MDS algorithm exhibits several interesting properties for text
mining problems that are worth to mention. First, the algorithm is equivalent
to a linear PCA and hence can be solved efficiently through a linear algebraic
operation such as the SVD. Second, the optimization problem doesn’t have local
minima which is an important requirement for text mining applications. Fi-
nally, the Torgerson MDS algorithm can be considered with certain similarities
equivalent to the Latent Semantic Indexing (LSI) [3]. This technique has been
successfully applied by the Information Retrieval community as a dimension
reduction technique [4].

3 A Semi-supervised Dimension Reduction Technique

The Torgerson MDS algorithm often suffers from a low discriminant power. That
is, due to the unsupervised nature of the algorithm the different topics of the
textual collection overlap significantly in the projection. Moreover, due to the
“curse of dimensionality” the original Euclidean distances become often mean-
ingless and the resulting projection increases particularly the overlapping of the
more specific terms (see [14,5] for more details). Therefore any clustering or clas-
sification algorithm that is applied in the projected space will not perform well.

In this section we explain how the document categorization carried out by hu-
man experts can be exploited to improve the discriminant power of the resulting
projection. The novelty of this problem relies in that we are trying to improve
an unsupervised technique that works in the space of terms considering a classi-
fication in the space of documents. To this aim two supervised measures are first
defined considering the document class labels. Next they are properly combined
with an unsupervised similarity which gives rise to a semi-supervised measure.
This similarity will reflect the semantic classes of the textual collection and the
term relationships inside each class. Finally the Torgerson MDS algorithm will
be applied to reduce the term dimensionality considering this similarity.

Let ti, tj be the vector space representation [2] of two terms and {Ck}c
k=1 the

set of categories created by human experts. The association between terms and
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categories are usually evaluated in the Information Retrieval literature by the
Mutual Information [18] defined as:

I(ti; Ck) = log
p(ti, Ck)

p(ti)p(Ck)
, (4)

where p(ti, Ck) denotes the joint coocurrence probability of term ti and class Ck.
p(ti), p(Ck) are the a priori probability of occurrence of term ti and class Ck

respectively. The Mutual Information is able to capture non-linear relationships
between terms and categories.

However, it has been pointed out in the literature [18] that the index (4)
gives higher score to rare terms. To overcome this problem we have considered
a weighted version of the previous index defined as

I ′(ti; Ck) = p(ti, Ck) log
p(ti, Ck)

p(ti)p(Ck)
. (5)

This index reduces obviously the weight of the less frequent terms.
Now, we can define a similarity measure between terms considering the class

labels. This measure will be referred as supervised similarity from now on. Ob-
viously, this similarity should become large for terms that are related/unrelated
with the same categories. This suggests the following definition for the term
similarity:

s1(ti, tj) =
∑

k I ′(ti; Ck)I ′(tj ; Ck)
√∑

k(I ′(ti; Ck))2
√∑

k(I ′(tj ; Ck))2
. (6)

The numerator of this similarity will become large for terms that are corre-
lated with similar categories. Notice that the index (6) can be considered a
cosine similarity between the vectors I ′(ti; ·) = [I ′(ti; C1), . . . , I ′(ti; Cc)] and
I ′(tj ; ·) = [I ′(tj ; C1), . . . , I ′(tj ; Cc)]. This allow us to interpret the new similarity
as a non-linear transformation to a feature space [16] where a cosine similarity
is computed. Finally the similarity (6) is translated and scaled so that it takes
values in the interval [0, 1].

The similarity defined above can be considered an average over all the cat-
egories. Next, we provide an alternative definition for the supervised similarity
that considers only the class with higher score. It can be written as

s2(ti, tj) = max
k

{Ī(ti; Ck) ∗ Ī(tj ; Ck)} , (7)

where Ī is a normalized Mutual Information defined as

Ī(ti; Ck) =
I(ti; Ck)

maxl{I(ti; Cl)}
. (8)

This normalization factor guarantees that s2(ti, ti) = 1 which is usually required
by common Multidimensional Scaling algorithms [8]. The similarity (7) will get
large when both terms are strongly correlated with one of the classes.

The supervised measures proposed earlier will score high terms that are re-
lated with the same categories. However, it is also interesting to reflect the
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semantic relations among the terms inside each class or among the main topics.
This information is provided by unsupervised measures such as for instance the
cosine [7]. This justify the definition of a semi-supervised similarity as a con-
vex combination of a supervised and an unsupervised measure. This similarity
will reflect both, the semantic groups of the textual collection and the term
relationships inside each topic. It is defined as follows:

s(ti, tj) = λssup(ti, tj) + (1 − λ)sunsup(ti, tj) , (9)

where ssup and sunsup denote the supervised and unsupervised measures respec-
tively. The parameter λ verifies 0 ≤ λ ≤ 1. This parameter will determine if the
resulting projection reflects better the semantic classes of the textual collection
(λ large) or the semantic relations among the terms (λ small).
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Fig. 2. Histogram of the average semi-
supervised similarity measure

The semi-supervised similarity (9) has an interesting property that is worth to
mention. Figure (1) shows the similarity histogram for an unsupervised measure
such as the cosine while figure (2) shows the histogram for a semi-supervised
one. It can be seen that the standard deviation for the semi-supervised simila-
rity is larger than for the cosine similarity and that the histogram is smoother.
This suggests that the semi-supervised similarity is more robust to the ’curse of
dimensionality’ and consequently any algorithm based on distances will perform
better [5].

Besides figure 4 suggests that for textual data, the semi-supervised measures
defined give rise to an inner product matrix B semi-definite positive. Therefore
the Torgerson MDS algorithm can be used to get an approximate representation
of the data in a space of dimension < n − 1 where n is the sample size.

Finally, notice that the semi-supervised algorithm proposed here differs from
Partial Least Squares (PLS) [10] in several aspects. First, our algorithm works
directly from a dissimilarity matrix. This feature allow us to consider a wide
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variety of unsupervised dissimilarities such as the χ2 [7] that perform better
than the Euclidean distance in textual data analysis. However, PLS relies on the
Euclidean distance. Second, in the algorithm proposed, the equation (9) allow
us to control the weight of the supervised component on the derivation of the
projection. However, it has been pointed out in [10] that in PLS the weight of
the unsupervised component (the variance) can not be controlled and tends to
dominate the process. Finally, our algorithm is based on the Mutual Information
and therefore is able to capture the non-linear correlation between the input and
output variables. However, PLS maximizes a linear correlation.

4 Experimental Results

In this section we apply the proposed algorithms to the analysis of the semantic
relations among terms in textual databases. The textual collection considered, is
made up of 2000 scientific abstracts retrieved from three commercial databases
‘LISA’, ‘INSPEC’ and ‘Sociological Abstracts’. For each database a thesaurus
created by human experts is available. The thesaurus induces a classification of
terms into seven groups according to their semantic meaning. This will allow us
to exhaustively check the term associations suggested by the projection.

The algorithms proposed in this paper have been evaluated from different
viewpoints through several objective functions. This guaranty the objectivity
and validity of the experimental results.
The objective measures considered quantify the agreement between the semantic
word classes induced in the projected space and the thesaurus. Therefore, once
the objects have been projected to a low dimensional space, they are grouped into
seven topics with a clustering algorithm (for instance k-means). Next we check if
words that have been assigned to the same cluster belong to same semantic class
according to the thesaurus. To this aim, three objective functions are considered
that evaluate the partition from several viewpoints.

The F measure [2] has been widely used by the Information Retrieval com-
munity and evaluates if words from the same class according to the thesaurus
are clustered together. The entropy measure [17] that will be denoted in this
section as E, evaluates the uncertainty for the classification of words from the
same cluster. Small values suggest little overlapping among different topics in
the projection and are preferred. Finally the Mutual Information [18] that will
be denoted in this section as I, is a nonlinear correlation measure between the
word classification induced by the thesaurus and the word classification given by
the clustering algorithm. This measure gives more weight to specific words and
therefore provides valuable information about the position of the more specific
terms in the projection.

Table 1 compares the semi-supervised Torgerson MDS algorithm with PCA,
a dimension reduction technique widely used in the Information Retrieval litera-
ture [4]. The terms have been previously normalized by the L2 norm so that the
Euclidean distance becomes equivalent to the cosine similarity which is more
appropriate for textual data analysis [4]. Notice that after the normalization,
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Table 1. Evaluation of the semi-supervised dimension reduction techniques over a
collection of scientific abstracts

F E I
PCA 0.62 0.41 0.22
Torgerson MDS (Average) 0.83 0.18 0.38
Torgerson MDS (Maximum) 0.87 0.20 0.38

the PCA algorithm gives a projection similar to the one obtained by the Torg-
erson MDS algorithm with the cosine dissimilarity [8]. Thus PCA can be consi-
dered a particular case of the semi-supervised MDS algorithm presented in this
paper just considering λ = 0 in equation 9 and the cosine similarity as unsuper-
vised measure. Therefore, the PCA algorithm allow us to evaluate objectively
if the supervised component of the algorithm (λ �= 0) helps to improve a pro-
jection technique that relies solely on unsupervised measures. Obviously, the
semi-supervised algorithm presented can incorporate other dissimilarities such
as the χ2 [11,7] that have been recommended to text mining problems.

Concerning the λ parameter in the semi-supervised measure (9) it has been
set up to 0.5 in all the experiments. This value achieves a good balance between
the preservation of the word relationships and the preservation of the semantic
classes of the textual collection. However, for classification purposes this para-
meter can be tuned by cross-validation.

In all the experiments the terms have been projected to a space of dimension
12. Next a standard clustering algorithm such as k-means has been run with k
the number of classes in the textual collection. Finally, the objective measures
evaluate the agreement between the semantic classes induced by the clustering
algorithm and by the thesaurus.

Table 1 suggests that the semi-supervised measures (rows 2-3) help to reduce
significantly the overlapping among the different topics in the projection. This
is supported by a drastic improvement of the measures E and I. Finally the F
measure usually considered by the Information Retrieval community is improved
up to 40%.

The maximum semi-supervised similarity (row 3) gives better results than the
average. This can be explained because the maximum supervised similarity is
defined considering only the class that is more correlated with the terms. This
feature may improve the separation of the topics in the projection.

Finally, figures 3 and 4 show the eigenvalues for the cosine similarity and
for the average semi-supervised measure respectively. Notice that the semi-
supervised MDS algorithm (fig. 4) is able to reduce the dimension more ag-
gressively than PCA. Thus, for dimensions greater than 12 the eigenvalues for
the semi-supervised MDS become close to 0. However, the eigenvalues for PCA
(fig. 3) decrease slowly and it is very difficult to determine the optimal value to
represent the data. This behavior is originated by the sparsity and dimension-
ality of the text mining data [1,14]. This suggests that as we have mentioned in
section 3 the semi-supervised measures proposed in this paper help to overcome
the ‘curse of dimensionality’.
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5 Conclusions and Future Research Trends

In this paper we have proposed a semi-supervised version of a well known di-
mension reduction technique for textual data analysis. The new model takes
advantage of a categorization of a subset of documents to improve the discrimi-
nant power of the projection. The algorithm proposed has been tested using a
real textual collection and evaluated through several objective functions.

The experimental results suggest that the proposed algorithm improves sig-
nificantly well known alternatives that rely solely on unsupervised measures.
In particular the overlapping among different topics in the projected space is
significantly reduced improving the discriminant power of the algorithm.

Future research will focus on the development of new semi-supervised clus-
tering algorithms.
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Abstract. In this paper, a new CBR system for Technology Manage-
ment Centers is presented. The system helps the staff of the centers to
solve customer problems by finding solutions successfully applied to sim-
ilar problems experienced in the past. This improves the satisfaction of
customers and ensures a good reputation for the company who man-
ages the center and thus, it may increase its profits. The CBR system
is portable, flexible and multi-domain. It is implemented as a module
of a help-desk application to make the CBR system as independent as
possible of any change in the help-desk. Each phase of the reasoning cy-
cle is implemented as a series of configurable plugins, making the CBR
module easy to update and maintain. This system has been introduced
and tested in a real Technology Management center ran by the Spanish
company TISSAT S.A.

1 Introduction

Technology Managemet Centers (TMCs) are control centers in charge of manag-
ing all processes implicated in the provision of technological and customer sup-
port services in private companies and public administration organisms. Usually,
the company managing the TMC also has a call center, where a group of op-
erators attend to requests of customers with the help of a help-desk software.
The call center is also an effective way to communicate government organisms
and citizens. Therefore, the operators of the call center must deal with queries
coming from very diverse domains.

Nowadays, differentiating a company from its competitors in the market just
by its products, prices and quality is becoming very difficult. Thus, companies
try to take advantage by a high-quality customer support. A big amount of com-
mercial activity is performed via phone, being necessary to avoid situations as
� Financial support from Spanish government under grant PROFIT FIT-340001-2004-

11 is gratefully acknowledged.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 663–670, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



664 S.H. Barberá et al.

busy lines, to ask the customer to repeat the query several times or to give inco-
herent answers. Moreover, a good customer support depends on the experience
and skills of the company operators. There is an obvious need for saving their
experience and for giving a suitable answer to each query as quick as possible.

From the 90s, Case-Based Reasoning (CBR) systems have been used to cope
with this need in help-desks applied to call centers [1][2][3][4][5][6][7]. More re-
cently, the internal CAD/CAM help-desk system Homer [8][9] has been devel-
oped in the course of the INRECA-II project [10]. There are also many com-
panies that sell software tools for applying CBR to help-desks (e.g. eGain [11],
Kaidara [12] and Empolis [13]). Therefore, most of the systems reported have
either been specifically adapted to cover the needs of a private company by using
some CBR tool [14][15][16] or developed for research purposes.

We were asked to implement a CBR system with specific features and ob-
serving some constraints. On one hand, the CBR system had to be flexible and
modular, in order to be easily integrated in an existing help-desk application as
an intelligent module for advising solutions to customer requests. On the other
hand, we were not allowed to use any CBR tool that is only available for research
purposes or copyrighted by any vendor. Therefore, we considered to implement
a new CBR system able to fulfil these requirements.

The rest of the paper is structured as follows. In section 2 we briefly introduce
the environment where our CBR system has been introduced. In section 3 we
explain the CBR module proposed. In section 4 we show the results of the tests
performed over the system. Finally, we summarise the conclusions of this paper.

2 I2TM – Intelligent and Integrated Ticketing Manager

The Spanish company TISSAT S.A. [17] runs a Technology Management Cen-
ter (TMC) that offers customer support, communication and Internet services
for public administration organisms and private companies. TISSAT works ei-
ther with problems related to computer errors or with other domains, such as
the international emergency phone 112 of Valencia (Spain), which covers the
emergencies of over four and a half million of citizens.

TISSAT attends to customer requests via a call center. This call center can
receive queries via phone, e-mail, Internet or fax. There is a maximum time to
provide a correct solution for each query. This time is agreed between TISSAT
and its customers in the Service Level Agreements (SLA’s). When the maximun
time to solve a problem is exceeded, the company is economically penalized.

In order to efficiently manage its call center, TISSAT has developed a help-
desk toolkit called I2TM (Intelligent and Integrated Ticketing Management).
I2TM manages customer requests, integrates the available channels to make a
request and manages the inventory. The system also helps operators to solve new
problems by searching for solutions successfully applied to similar problems in
the past. This will ease their work and thus, they will be able to provide quicker
and more accurate answers to customer problems. In order to cope with this
functionality, we have developed a tool called CBR-TM (Case-Based Reasoning
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for Ticketing Management). This tool works as a separate module of the I2TM
system, which allows to make changes in the I2TM implementation without
affecting the CBR-TM module and vice versa. Figure 1 shows the overview of
the entire system. I2TM and CBR-TM communicates and synchronises their
data via webservice calls. The CBR-TM module will be explained in detail in
section 3.

Fig. 1. System architecture

3 CBR-TM – CBR for Ticketing Management

Before the implementation of the CBR-TM module and the new I2TM system
itself, some weaknesses to improve in the call center operation were identified. On
one hand, it was necessary to save the knowledge and experience of the operators
in an appropriate format (previously it was simply written in hand-written notes
or in reference manuals that were usually out of date). This would avoid losing
valuable information whenever the operators leave the company and it may also
be used to train new operators. Moreover, the information about problems that
had been already solved by other operator was not available on-line and the
operators lost time solving them again. On the other hand, the information to
manage comes from a wide range of domains and data types.

In order to facilitate the update of the CBR-TM module, each phase of the
reasoning cycle [18][19] (Retrieve, Reuse, Revise and Retain [20]) is implemented
as a plugin algorithm. Thus, CBR-TM is a flexible system and any change in the
algorithms that implement the phases, or even the introduction of new algo-
rithms, does not affect the entire CBR-TM system. The specific algorithm that
has to be used in each phase is specified in a XML configuration file. The fol-
lowing sections describe with more detail the reasoning phases of the CBR-TM
module.

3.1 Data Acquisition

An important task in this project has been to obtain a test database to validate
our CBR system during its development. In order to extract this information,
we analysed the old call center database. The registers of the database (tickets)
contain information about previously solved problems. Therefore, a ticket in our
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Fig. 2. Overview of the data structure in I2TM and CBR-TM

system is a new case to solve. The data structure in CBR-TM and the relations
with the structure of the new databases of I2TM is shown in Figure 2.

TISSAT maintains a non-disjoint tree (Typification Tree) that contains the
taxonomy of the problem types (categories) in a hierarchical order (from less
to more specific categories). These categories are set by TISSAT depending on
the application domain of each project managed by the company. The first level
nodes of the tree represent projects and the nodes below them are the categories
of those projects. The CBR-TM module is able to reread the tree whenever a
new project is added or any category is modified. In this sense, CBR-TM is a
multi-domain system able to work with different types of problems. TISSAT also
maintains a database of answers to questions that the operators ask to the cus-
tomer when a query is made. These answers are saved as attributes in a database
and they provide more specific information about the problem represented by
the categories. In addition, TISSAT registers successfully applied solutions in a
document database. In CBR-TM, a case is the prototyped representation of a
set of tickets sharing the same categories and attributes. Each case has one or
more associated solutions. One solution of the document database can also be
associated with more than one case. CBR-TM stores the cases in a case-base.

3.2 Retrieve

The first step when CBR-TM is asked to solve a new ticket is to retrieve a set of
cases from the case-base that are related to the same problem as the ticket. I2TM
uses a webservice call named GetSolutions to start this process in the CBR-TM
module. The call needs as parameters the values of the ticket attributes and its
categorisation. The retrieval process comprises three steps: Indexation, Mapping
and Similarity calculation. At the end of the retrieval phase, a list of cases sorted
by similarity with the ticket is obtained. This phase is implemented through three
different types of plugin algorithms: the Indexer, the Mapper and the Similarity
algorithms. The Indexer algorithm hierarchically organises the cases of the case-
base in order to facilitate their retrieval. Currently, the operators perform the in-
dexation by categorising manually the ticket. The Mapper algorithm explores the
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Typification Tree to retrieve the category nodes of the ticket and its predecessors
(since upper categorisations represent more generic problems, but they are also re-
lated with the current problem and their solutions might also be suitable). Then,
the algorithm searches in the case-base and retrieves all the cases with either the
same categorisation as the ticket or a more generic one.

Once the set of similar cases has been selected, it is sorted by similarity with
the ticket. The Similarity algorithm performs this arrangement. Here arises the
problem of finding the similarity between cases that share some attributes and
have different ones. Note that the cases associated with different categories of the
Typification Tree can have different attributes. Moreover, there are many pos-
sible attribute types. The attributes can also have missing values, which makes
more complicated the calculation of the similarity between cases. In order to test
the CBR-TM module, we have adapted and implemented some similarity mea-
sures: two similarity measures based on the Euclidean distance (classic Euclidean
and NormalizedEuclidean) and a similarity measure based on the ratio model pro-
posed by Tversky [21]. In addition, we have implemented a set of distance metrics
that allow us to work with different attribute types (numeric, nominal and enu-
merated). The Similarity algorithms use the distance metrics to compute local
distances between the attributes of the cases, and the similarity measures to com-
pute global distances between the cases (the similarity between the cases). Finally,
the set of retrieved cases is sorted by means of a k-nearest neighbour algorithm.

3.3 Reuse

The reuse phase is implemented by means of the SolutionSelection plugin algo-
rithm. At the end of the reuse phase, we obtain a sorted list of solutions to apply
to the ticket. First, the SolutionSelection algorithm proposes the solutions of the
most similar case to the ticket, sorted from higher to lower degree of suitability.
Next, it proposes the solutions of the second most similar case, and so on. Note
that the solutions themselves are not adapted, but proposed directly in a spe-
cific order to use them to solve the current ticket. When this process is finished,
CBR-TM answers the GetSolutions webservice call and returns it with the list
of proposed solutions and their associated suitability for the ticket.

3.4 Revise

In the revision phase, the I2TM system uses the CloseQuestion webservice call
to report to the CBR-TM module the customer degree of satisfaction with the
proposed solution. The tickets that were not requested to CBR-TM, but solved
directly by the operator, are also reported. This phase, implemented by means of
the Rewarder plugin algorithm, helps CBR-TM to improve its performance. When
CBR-TM is reported a solved ticket, it performs the retrieval phase in order to
discover whether this ticket has already a prototype case in the case-base. If such
case exists and the solution applied to the reported ticket is already associated
with this case, the degree of suitability of this solution is increased. Otherwise,
the new solution is associated with the case. If there is not a similar enough case
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in the case-base, a new case with its solution is created. The similarity threshold
has been found experimentally and it can be changed to any desired value.

Note that the retrieval phase would be avoided here if we were able to know
which case was used to propose its solution to solve the ticket. Moreover, this
solution could be penalized if it does not fit the ticket. However, we consider that
in the current implementation of our system this is not appropriate. On one hand,
the CBR-TM module may be reported a ticket that was not requested previously
to the module. In this situation we have to perform the retrieval phase in order to
check if there is a similar case in the case-base or, otherwise, to create a new one.
On the other hand, it is possible that CBR-TM had proposed an invalid solution
but it had not made any mistake, since this is not a completely automated system
and, for instance, the operators can fail in their categorisations. Moreover, do not
use a proposed solution does not necessary mean that this solution is erroneous,
but the operator may have chosen other solution for any reason.

3.5 Retain

As it is explained above, each time that a ticket is solved, the I2TM system re-
ports back to the CBR-TM module. The retention phase is also done by means
of the Rewarder algorithm, which checks if it is necessary to create a new pro-
totype case for the ticket. Therefore, the retention phase can be viewed as a
consequence of the revision phase. If the ticket that has been reported to CBR-
TM is not similar enough to any case of the case-base (it exceeds the similarity
threshold that has been specified), a new case will be added to the case-base.

4 Evaluation

Using the Ticket Database, we have run several tests to validate the CBR-TM
module. The tests have been performed using a cross-partition technique, sepa-
rating the ticket database into two databases for training (loading the case-base)
and testing the system. We wanted to check on the computer error domain the
behaviour of the similarity measures implemented. Therefore, the tests have been
repeated setting the system to work with a different similarity measure each time.

First of all, we have checked the system performance. This performance may
be influenced by the size of the database or by the number of customers perform-
ing simultaneous requests. Figure 3a shows that as the number of tickets in the
database used to create the case-base of CBR-TM increases the mean error in the
answers to the requests decreases. Note that, as we are performing a supervised
learning, it is considered an error when CBR-TM does not propose the same
solution as the one we have recorded in the Ticket Database for the ticket that
has been requested. It demonstrates that, the more problems CBR-TM solves,
the more it increases its knowledge to solve new ones.

Figure 3b shows the response time of the CBR-TM module when the num-
ber of customers performing simultaneous requests increases. Although in this
test it is considered that the customers are making the requests almost at the
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Fig. 3. a: Influence of the database size on the CBR-TM system performance; b: In-
fluence of the number of simultaneous customers on the CBR-TM system performance

same time, CBR-TM is able to answer all of them quickly. With regard to the
behaviour of the different similarity measures, we can appreciate that their per-
formance in this domain is almost the same.

5 Conclusions

We have developed a CBR system for ticketing management called CBR-TM,
which acts as an intelligent module for the I2TM help-desk application in the
Spanish company TISSAT S.A. The CBR-TM module searches for solutions
successfully applied in the past and thus, helps the operators to rapidly solve
new problems. This saves time and prevents I2TM from losing the knowledge
acquired when a problem is solved. The results of the CBR-TM evaluation show
that the system has a good performance when it attends to the requests of
simultaneous customers. As it is expected, the CBR-TM accuracy improves as
the case-base increases and the system learns properly the new solutions created
by the I2TM operators.

The system has been tested in a help-desk whose purpose is to solve computer
errors, but TISSAT is planning to apply it to other domains. The system is re-
cently implanted and an intensive research to improve the techniques applied
will be done. One of the main objectives in a near future is to develop an au-
tomatic categorisation method, in order to prevent the CBR-TM module from
human mistakes. Current research is done in studying automatic methods to set
appropriate weights to the attributes of the cases and improve the similarity
calculation.
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Wess, S.: Developing Industrial Case-Based Reasoning Applications . The INRECA
Methodology. 2nd edn. Volume 1612 of Lecture Notes in Artificial Intelligence.
Springer-Verlag (2003)

11. eGain: www.egain.com (2006)
12. Kaidara Software Corporation: http://www.kaidara.com/ (2006)
13. Empolis Knowledge Management GmbH - Arvato AG: http://www.empolis.com/

(2006)
14. Althoff, K.D., Auriol, E., Barletta, R., Manago, M.: A Review of Industrial Case-

Based Reasoning Tools. AI Perspectives Report. Goodall, A., Oxford (1995)
15. Watson, I.: Applying Case-Based Reasoning. Techniques for Enterprise Systems.

Morgan Kaufmann Publishers, Inc., California (1997)
16. empolis: empolis Orenge Technology Whitepaper. Technical report, empolis GmbH

(2002)
17. Tissat S.A: www.tissat.es (2006)
18. Giraud-Carrier, C., Martinez, T.R.: An integrated framework for learning and

reasoning. Journal of Artificial Intelligence Research 3 (1995) 147–185
19. Corchado, J.M., Borrajo, M.L., Pellicer, M.A., Yanez, J.C.: Neuro-symbolic system

for Business Internal Control. Advances in Data Mining, LNIA Springer-Verlag
3275 (2004) 1–10

20. Aamodt, A., Plaza, E.: Case-based reasoning: foundational issues, methodological
variations and system approaches. AI Communications 7, no. 1 (1994) 39–59

21. Tversky, A.: Features of similarity. Psychological Review 84, no.4 (1997) 327–352



E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 671 – 678, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Non Parametric Local Density-Based Clustering for 
Multimodal Overlapping Distributions* 

Damaris Pascual1, Filiberto Pla2, and J. Salvador Sánchez2 

1 Dept de Ciencia de la Computación, Universidad de Oriente,  
Av. Patricio Lumunba s/n, Santiago de Cuba, CP 90100, Cuba 

dpascual@csd.uo.edu.cu 
2 Dept. Llenguatges i Sistemes Informàtics, Universitat Jaume I,  

12071 Castelló, Spain 
{pla, sanchez}@lsi.uji.es 

Abstract. In this work, we present a clustering algorithm to find clusters of dif-
ferent sizes, shapes and densities, to deal with overlapping cluster distributions 
and background noise. The algorithm is divided in two stages. In a first step, lo-
cal density is estimated at each data point. In a second stage, a hierarchical ap-
proach is used by merging clusters according to the introduced cluster distance, 
based on heuristic measures about how modes overlap in a distribution. Ex-
perimental results on synthetic and real databases show the validity of the 
method. 

1   Introduction 

Many application problems require tools aimed at discover relevant information and 
relationships in databases. These techniques are mainly based on unsupervised pattern 
recognition methods like clustering. The problem of clustering can be defined as: 
Given n points belonging to a d-dimensional space, and provided some measure of 
similarity or dissimilarity, the aim is to divide these points into a set of clusters so that 
the similarity between patterns belonging to the same cluster is maximized whereas 
the similarity between patterns of different clusters is minimized. 

There are two main approaches in clustering techniques: the partitioning approach 
and the hierarchical approach [8]. The partitioning methods build a partition splitting 
a set of n objects into k clusters. These algorithms usually assume a priori knowledge 
about the number of classes in which the database must be divided. The K-means is 
one of the best known partitioning algorithms. 

Other clustering algorithms are based on parametric mixture models [3]. However, 
this work focuses on non parametric approaches, since they can be applied in a more 
general way to metric and non metric feature spaces, just defining a dissimilarity 
measure in the feature space. 

Hierarchical methods consist of a sequence of nested data partitions in a hierarchi-
cal structure, which can be represented as a dendogram. There exist two hierarchical 
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approaches: agglomerative and divisive. The first one can be described in the follow-
ing way: initially, each point of the database form a single cluster, and in each level, 
the two most similar clusters are joined, until either a single cluster is reached con-
taining all the data points, or some stopping condition is defined, for instance, when 
the distance between the clusters is smaller than certain threshold. In the divisive 
approach, the process is the other way around. 

The Single Link (SL) and the Complete Link (CL) methods are the most well 
known hierarchical strategies [4]. Some hierarchical algorithms are based on proto-
types selection, as CURE [5]. On the other hand, in density–based algorithms, the 
clusters are defined as dense regions, where clusters are separated by low density 
areas [6]. Some of the most representative works of the density-based approach are 
DBSCAN [1], KNNCLUST [8] and SSN [2] algorithms. 

The main problems of these algorithms are the fact that clusters are not completely 
separable, due to the overlapping of cluster distributions, and the presence of noisy 
samples. The main contribution of the work presented here is the use of a hybrid strat-
egy between the hierarchical and density-based approaches, and the cluster dissimilar-
ity measure introduced, both aimed at dealing with overlapped clusters and noisy 
samples, in order to discover the most significant density based distributions in data-
bases with high degree of cluster overlapping and clusters with multiple modes. 

2   Clustering Process 

The objective of the algorithm here presented is to detect clusters of different shapes, 
sizes and densities even in the presence of noise and overlapping cluster distributions. 
The algorithm here presented is a mixture of a density-based and a hierarchical-based 
approach, and it is divided in two stages. In the first stage, the initial clusters are con-
structed using a density-based approach. In a second stage, a hierarchical approach is 
used, based on a cluster similarity function defined in terms of cluster density meas-
ures and distances, joining clusters until either arriving to a pre-defined number or 
reaching a given stopping criterion. 

2.1   Point Density Estimation 

Let X be a set of patterns provided with a similarity measure between patterns d. Let x 
be an arbitrary element in the dataset X , and R>0. The neighbourhood VR of radius R 
of x is defined as the set VR(x)={y/d(x,y)≤R}, and the local density p(x) of the non-
normalized probability distribution at point x as: 
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where xi are the points that belong to the neighbourhood of radius R of x, VR, and de, 
the Euclidean distance. 

In the algorithm presented here, we will differentiate between two concepts: core 
cluster and cluster. We will refer to core clusters to the sets that are obtained after 
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applying the first stage of the algorithm, and we will refer to clusters to the groups of 
core clusters that will be grouped into clusters in a further stage. 

2.2   Di-similarities Between Clusters 

As part of the hierarchical approach, we need to define a di-similarity measure that 
takes into account two possible facts, when clusters are overlapped or completely 
separated. Let us define the following di-similarty function d between two clusters Ki 
and Kj , 

)),(1(),(),( jijiji KKdsKKdoKKd +=  (2) 

where do(Ki,Kj) is a measure of overlapping between clusters Ki and Kj , and ds(Ki,Kj) 
is a measure of separability between those clusters. 

The separability measure can be defined as 

ds(Ki, Kj) = min {dsc(Cm ,Cn)},  ∀ Cm , Cn / Cm ∈ Ki and Cn ∈ Kj  

where Cm , Cn are two core clusters, one from each cluster, and let us define the dis-
tance between two core clusters as:  

dsc(Cm, Cn) = min {de(xm,xn)};  ∀ xm, xn / xm∈ Cm and xn∈ Cn  

That is, the distance or di-similarity measure of separability between two clusters is 
the shortest distance between any pair of points, one point from each cluster. There-
fore, for overlapped clusters, ds=0. 

On the other hand, about the cluster overlapping measure in equation (2), do(Ki,Kj), 
let us suppose that each cluster corresponds to one mode in Figure 1. A non paramet-
ric measure of the degree of overlapping of such modes can be defined referring to the 
density value of the border point xb between both modes. 

 
Fig. 1. Overlapping measures between two distribution modes 

Therefore, let us define the overlapping degree of the two modes in Figure 1, 
doc(Cm ,Cn), as the relative difference between the density of the modes centres, xm 
and xn, with respect to the density at the border xb between both modes. We can ex-
press this relative measures as 
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Given a core cluster Cm , the centre of the core cluster xm is defined as the point 
whose density is maximal within the core cluster. Let xm and xn be the centres of Cm 
and Cn respectively. Therefore, Pc in equation (3) is defined as the minimum density 
of the core cluster centres xm and xn, that is, Pc=min(p(xm),p(xn)). Note that the di-
similarity measure of overlapping in equation (3) is normalized in the range [0,1]. 

In equation (3), Pb is the density at the midpoint of the border between both core 
clusters, which is defined as the midpoint between the nearest points xbm and xbn, one 
from each core cluster, Cm.and Cn . Finally, the measure of the degree of overlapping 
between two clusters do(Ki,Kj), is be defined as  

do(Ki,Kj ) = min {doc(Cm,Cn)};  ∀ Cm, Cn / Cm∈ Ki and Cn∈ Kj  

In a few words, the di-similarity measure defined in (2) is aimed at considering that 
clusters are more similar when their probability distributions are either nearer in the 
feature space, measured by means of the separability measure ds(), or when their 
probability distributions are more overlapped. When the probability distributions are 
overlapped (ds=0), the measure of similarity becomes the overlapping degree of the 
probability density term do(), which is a heuristic local estimate of the mixed prob-
ability distributions at the border between clusters (Figure 1). 

2.3   Clustering Algorithm 

The clustering algorithm here presented consists of a hierarchical agglomerative strat-
egy based on a Single Link approach, using the di-similarity measures defined in the 
previous Section. The use of such di-similarity measures defines the behaviour of the 
clustering process and the response to the overlapping of the local distributions of 
patterns in the data set. 

Therefore, the proposed algorithm can be summarized in two stages as follows: 
 
First stage: 
Input:  radius R, data points and density noise threshold 
Output: data points grouped into N core clusters 
 
1. Initially, each point of the database is assigned to a single 

core cluster. 

2. For each point x, calculate its neighbourhood of radius R, VR(x) 

3. For each point x in the database, estimate its probability den-
sity p(x) according to expression (1). 

4. Assign each point x to the same core cluster of the point xc in 
its neighbourhood, being xc the point with maximal density in 
the neighbourhood of x. 

5. Mark all core clusters with density less than the density noise 
threshold as noise core clusters. The rest of the core clusters 
are the resulting N core clusters. 

 
Second stage 
Input:  N core clusters 
Output: K clusters 
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1. Initially, assign each one the N core clusters from the first 
stage to a single cluster. Therefore, there are initially N 
clusters with one core cluster. 

2. Repeat until obtaining K clusters, 

2.1 Calculate the distance between each pair of clusters 
using expression (2) 

2.2 Join the two clusters in step 2.1 that their distance 
is minimum 

3 Eventually, assign the noise core clusters to a nearest. 

3   Experimental Results 

In this section, some experimental results are presented aimed at evaluating the pro-
posed algorithm, hereafter named H-density, and to compare it with some other simi-
lar algorithms referred in the introduction, DBSCAN, CURE and K-means. In order 
to test the algorithm, three groups of experiments are performed. The first one uses 
synthetic databases based on overlapped Gaussian distributions, in order to see the 
response of the proposed algorithm in these controlled conditions. The second ex-
periment uses two synthetic databases from [7], for comparison purposes, and to test 
the problem of the presence of noise, overlapping, and clusters of different sizes and 
shapes. Finally, some experiments are performed on three real databases. 

3.1   Gaussian Databases 

Several databases using Gaussian distributions were generated with different number 
Gaussians, sizes and overlapping degrees. The results obtained in one of these data-
bases are shown in Figure 2, where we can notice how the algorithm has been able to 
correctly detect each one of the existing Gaussian distributions, even in the presence 
of significant overlapping. 

   

Fig. 2. Results on a Gaussian database of (left to right) H-density, DBSCAN and k-means 

The DBSCAN algorithm did not correctly detect all the Gaussians in different 
data-bases because it is not able to separate the overlapped distributions. The CURE 
and K-means algorithms correctly detected the three main clusters. However, in the 
case of trying to find six clusters, they could not detect the 4 Gaussians highly  
overlapped. 
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3.2   Synthetic Databases 

In [7], some experiments were presented for the DBSCAN and CURE algorithms 
using the databases of Figure 3 (see [7] for comparison results with those algorithms 
and note the satisfactory results of the proposed H-density algorithm). Notice the 
presence of clusters of different shapes, sizes, noise and overlapping. Figure 4 shows 
the result of applying the proposed H-density algorithm on these databases. Note how 
the algorithm has correctly grouped the main clusters present in the data set. Figure 4 
shows the result of the K-means algorithm for 6 clusters (left) and 9 clusters (right) of 
the corresponding databases. The errors in the grouping are noticeable. 

     

Fig. 3. Results of the H-density algorithm on databases from [7] 

     

Fig. 4. Results of the K-means algorithm on databases from [7]. Left: for 6 clusters. Right for 9 
clusters. 

3.3   Real Databases 

Two real databases were used in this experiment, Iris and Cancer. These databases 
were used for comparison purposes with the results presented in [4]. The first one is a 
database of Iris plants containing 3 known class labels, with a total of 150 elements, 
50 each of the three classes: Iris Setosa, Iris Versicolour, Iris Virginica. The number 
of attributes is 4, all numeric. The first class, Iris Setosa, is linearly separable from the 
other two classes. 
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In order to compare the clustering results with the ones presented in [4], there was 
provided an error classification measure using the NN classifier, taking as training set 
the resulting clusters of the clustering algorithms, and as a test set the original labelled 
data set. The class assigned to each cluster was the class of the majority of patterns 
with the same class from the original dataset. 

In the first experiment, all the algorithms were run to obtain two classes, and all of 
them obtained 100% of correct grouping or classification, that is, all the tested algo-
rithms were able to correctly separate the Setosa class from the other ones. 

In a second experiment, the algorithms were run to find three clusters. The results 
are shown in Table 1. Notice how, due to the overlapping between Versicolour and 
Virginica classes, the proposed H-density algorithm outperforms the other ones reach-
ing a 94% correct classification. In the case of the Cancer database, it has 2 classes. 
The proposed H-density algorithm obtained a 95.461% of correct classification, the 
same as CURE (Table 2). 

Table 1. Classfification rate of the clustering algorithm on Iris database 

Algorithm % in two classes % in three classes 
DBSCAN 100 71.33 

CURE 100 83.33 
K-means 100 88.33 

H-Density 100 94.00 

Table 2. Classification rate of the clustering algorithms in Cancer database (two classes) 

Database DBSCAN CURE K-means H-Density 
Cancer 94.28 95.461 95.04 95.461 

Finally, the H-Density algorithm was run on a dataset consisting of the chroma val-
ues of the Lab representation of the “house” image (Figure 5 left). This image has 
256x256 pixels, and the clustering was performed in the ab space to find 5 different 
colour classes. Note how the algorithm has been able to correctly identify 5 different 
clusters with a high degree of overlapping and different shapes and sizes (Figure 5 
right). To see the goodness of the clusters found Figure 3 (middle) shows the labelled 
pixels with the corresponding assigned clusters. 

5   Conclusions and Further Work 

A hierarchical algorithm based on local probability density information has been 
presented. The way the density of the probability distribution is estimated, and the use 
of this information in the introduced dissimilarity measure between clusters, provides 
to the algorithm a mechanism to deal with overlapping distributions and the presence 
of noise in the data set. The experiments carried out show satisfactory and promising 
results to tackle these problems usually present in real databases. The experiments 
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also show the proposed algorithm outperforms some existing algorithms. Future work 
is directed to unify the treatment of noise and overlapping in the process, and to intro-
duce a measure to assess the “natural” number of clusters in the hierarchy. 

     

Fig. 5. Result of the H-density algorithm on the “house” image. Left: original image. Middle: 
labelled image. Right: 5 colour clusters found of pixels in the ab space. 
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Abstract. This paper presents a concept of bidirectional probabilistic
character language model and its application to handwriting recogni-
tion. Character language model describes probability distribution of ad-
jacent character combinations in words. Bidirectional model applies word
analysis from left to right and in reversed order, i.e. it uses conditional
probabilities of character succession and character precedence. Character
model is used for HMM creation, which is applied as a soft word classifier.
Two HMMs are created for left-to-right and right-to-left analysis. Final
word classification is obtained as a combination of unidirectional recog-
nitions. Experiments carried out with medical texts recognition revealed
the superiority of combined classifier over its components.

1 Introduction

Despite of four decades of intensive researcher efforts, the handwriting recogni-
tion techniques, based merely on feature extraction from text images, are still
not sufficiently accurate for practical applications. It was proved that the text
recognition accuracy may be greatly increased by limiting the recognizable items
to the set of words contained in a domain specific lexicon, especially if the relative
word frequencies are also included in it.

Unfortunately, it is very common that domain lexicons are not available for do-
mains the analyzed texts come from or available lexicons are highly incomplete.
For this reason, to improve the recognition accuracy, other information sources
about the recognized words must be used. One of them may be the informa-
tion about the probabilistic properties of character succession and precedence.
The set of probability distributions describing these properties will be called
Probabilistic Character Language Model (PCLM). PCLM contains conditional
probabilities of character succession and precedence as well as the probability
distribution of the leading and trailing characters in a word. Data contained in
PCLM seem to be specific for overall language of texts being recognized and are
domain invariant. Therefore the general corpus of texts in the language can be
used to estimate probabilities in PCLM.

The concept of word recognizer based on isolated character recognition results
and on PCLM is discussed in this paper. Character bi-gram and tri-gram models

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 679–687, 2006.
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are proposed and experimentally compared. Hidden Markov Model (HMM) is
used as word recognizer. Soft classification concept ([2]) is applied on the level
of words recognition. It makes possible to easily reuse results of isolated words
recognition on higher levels of text recognition system, where complete sentences
are recognized using methods of natural language processing.

Character n-grams and HMMs were used also by other researchers in con-
strained handwriting recognition ([1], [5]). The novelty of our proposal consists
in application of bidirectional analysis. At the first stage of the word recognition
two independent HMMs are used. One of them uses the character succession
probabilities and analyses the word in left-to-right direction. The second one
utilizes character precedence probabilities and analyses the word in reversed or-
der. At the second stage, the results of both classifiers are combined, yielding
the final word soft recognition.

The classifier described in this article either can be used as a stand-alone
tool for word recognition or it can be combined with a lexicon based classifier
in similar way as it is usually done on the word level ([3], [6]). Experiments
described in Section 4 showed that the combined classifier outperforms its com-
ponents.

2 Problem Statement

Let us consider the problem of correctly segmented word recognition. The word
consists of M characters, each of them belongs to alphabet A = {c1, c2, ..., cL}.
On the character level, isolated characters cij , j = 1..M are recognized inde-
pendently by crisp character classifier Φ(xj), where xj is an image of isolated
character. All further references to recognized characters mean characters rec-
ognized by crisp classifier.

On the word level we have three kinds of information, which can be used by
word classifier:

– results of crisp character classification (Φ(x1), Φ(x2), ..., Φ(xM )) for isolated
characters constituting the word,

– confusion matrix EL×L of character recognizer; ei,j = p(Φ(x) = ci | cj) is a
probability that character classifier recognizes ci while the actual character
on the image x is cj ,

– PCLM consisting of:
• probability distribution of leading and trailing characters (i.e. characters

standing at the beginning and at the end of words) P I = (pI
1, p

I
2, ..., p

I
L)

and PE = (pE
1 , pE

2 , ..., pE
L ),

• matrix AS
L×L of character succession conditional probabilities, where

aS
i,j = p(ci | cj) is the probability that the next character in a word

is ci provided that the preceding character is cj ,
• matrix AP

L×L of character precedence conditional probabilities, where
aP

i,j = p(ci | cj) is the probability that the preceding character in a word
is ci provided that the next character is cj .
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Precedence and succession matrices can be obtained by simple analysis of text
corpus. Character succession (and precedence) probability distribution seems to
be general property of the language in which recognized texts are written, so it
is domain invariant. Hence the texts in the corpus does not have to be from the
particular area of interest. Large corpora of general texts in the language can be
used to estimate AS and AP matrices.

On the word level soft classification paradigm is applied ([2]). Soft clas-
sification consists in finding the set of N most likely words and evaluating
support values for selected words. Word classifier produces the set of pairs
{(w1, d

W
1 ), ..., (wI , d

W
N )}, where wi is the word and dW

i is its support value. Our
aim is to utilize all available sources of information in order to obtain the word
classifier having possibly high accuracy.

3 Bidirectional Word Classifier Based on PCLM

Let us consider the probability pf (ci | cj) of character ci appearance, given that
preceding character is cj . Probabilities p(c1 | ci), ..., p(cL | ci) are distributed
nonuniformly for most characters ci from the alphabet. Classification of preced-
ing character cj and probabilities p(ci | cj) can be utilized to support recognition
of the next character. Improvement of the whole word recognition accuracy can
be expected by applying this technique to classification of successive characters
in the word . Described procedure is based on character succession probabilities
and proceeds from the beginning to the end of word, so can be called forward
chaining. Similar technique can be applied in reversed order, i.e. by proceed-
ing from last to the first character and using character precedence probabilities
p(ci | cj) which are conditional probabilities of preceding character ci provided
that the next character is cj (backward chaining). Classifiers using backward and
forward chaining can be combined. Although succession and precedence proba-
bilities seem to be redundant (precedence probabilities can be calculated hav-
ing succession and prior character probabilities), recognizers built using forward
and backward chaining give different results and their combination results in
further improvement of recognition quality. This observation can be explained
by the fact, that Markov assumption (that conditional probabilities of a long
sequence of events can be reasonably approximated as a product of low order
conditional probabilities) introduces error for different prefixes/suffixes in the
two models.

Both forward and backward classifiers have been constructed as Hidden
Markov Models. HMM for words recognition can be entirely constructed using
available PCLM described in Section 2. Here the construction of forward rec-
ognizer is explained. Backward classifier can be constructed in analogous way.
HMM is defined by the following data:

– Q = {q1, ..., qL} - set of states,
– O = {o1, ..., oL} - set of visible states,
– PB = (pB

1 , ..., pB
L ) - probability distribution of initial states,

– AL×L - matrix of transition probabilities,
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– BL×L - matrix of observed states emission probabilities (bi,j - is the proba-
bility that visible state j is emitted when actual state is i).

Here HMM is used to model sequences of characters constituting word being
recognized. Sets Q and O are both equivalent to the alphabet A. States reached
by HMM in successive steps are actual characters of the word being recognized.
Here we apply the convention that observations are emitted by states. States
represent characters recognized by character classifiers. Having the vector of
observations (o1, .., oM ) (i.e. characters recognized by character classifiers on
successive character positions in the word) we are searching the most probable
trajectory of HMM (q∗1 , ..., q∗M ) on condition that the sequence (o1, ..., oM ) was
observed. To be more precise, for further application of word recognition results
in whole sequence recognition, we need N most probable trajectories. HMM for
lexicon independent word recognition is created in the following way:

– each of L hidden states represents actual character in the word being recog-
nized, the set of observable states is equal to the set of hidden states,

– state transition probability matrix A determines conditional probabilities of
adjacent characters succession in the word, hence the character succession
probability matrix AS from PCLM can be directly applied as A,

– initial state probabilities PB are the probabilities of characters on the be-
ginning of words determined in PCLM as PI ,

– visible state emission matrix B is equivalent to confusion matrix E, where
hidden states correspond to actual characters and observed states correspond
to characters recognized by the character recognizer.

The procedure of word recognition with HMM consists in finding the most prob-
able sequences of actual states, provided that given sequence of visible states
was observed. The observed sequence of states is the word recognized by char-
acter recognizer. For further processing we need N most probable characters
sequences. In our experiments we used N = 100 most probable words recognized
by HMM. Finding N -best words is achieved by extended Viterbi procedure. The
HMM based classifier yields the set of N most probable characters sequences
with their conditional probabilities interpreted as support factors

RF = {(w1, d
F
1 ), ..., (wN , dF

N )}. (1)

Support factors dF
i are approximations of the conditional word probabilities

p(wi | (o1, ..., oM )) calculated as a by-product of Viterbi procedure and normal-
ized so as to sum up to 1.0.

Another similar HMM can be used for backward chaining. The only differences
in building backward chaining HMM are that the probability distribution of
trailing characters PE (i.e characters standing at the end of word) is used instead
of P I and AP is used instead of AS as transition probability matrix. Let RB

denotes the soft recognition set created by backward chaining HMM, analogous
to the one defined in (1). Results produced by forward and backward HMMs are
combined giving ultimate word soft classification. Because both HMMs seem to
be equally robust, the following combination procedure can be proposed:
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– let the set ZFB of words recognized by combined HMM will be the sum of
word sets ZF and ZB appearing in RF and RB,

– for words wj belonging to ZFB but not belonging to ZF let dF
j = 0, for

words belonging to ZF use support factors dF
j provided by forward HMM,

– for words wj belonging to ZFB but not belonging to ZB let dB
j = 0, for

words belonging to ZB use support factors dB
j provided by backward HMM,

– calculate support factors dFB
j for all words in ZFB as geometric mean

√
dF

j ∗ dB
j ,

– normalize factors obtained in this way so as to sum up to 1.0 over whole set
ZFB.

Finally we obtain the soft recognition of combined bidirectional HMM.

RFB = {(w1, d
FB
1 ), ..., (wNF B , dFB

NFB
)}, (2)

where NFB is the count of elements in the set ZFB (NFB ≥ N). Experiments
showed that classification accuracies obtained by forward and backward HMMs
are similar, although the sets of words produced by both classifiers are usually
different. Four methods of support factor calculation were tested: arithmetic
mean dF

j + dB
j , geometric mean

√
dF

j ∗ dB
j , maximum of dF

j and dB
j and mini-

mum of dF
j and dB

j . Best results of combined HMM classifier were obtained when
geometric mean was used as fusing rule, so this method is finally recommended.
Some remarks about results of remaining rules application are presented in
Section 4.

3.1 Implementation of Tri-gram Model Using HMM

The prediction of the next character may be more accurate if the sequence of
(n − 1) preceding characters is taken into account. It leads to n-gram model
frequently used in natural language processing for analyzing word sequences.
Similar concept can be applied to character sequences. Because of the limitations
of text corpus size, we restricted our considerations to tri-gram models, where
the character occurrence depends on the sequence of two preceding characters. In
first order Markov model, the probability distribution of the next state depends
only on the previous state, so dependence on two preceding states cannot be
directly modeled. For this reason in tri-gram HMM model we represent sequences
of two characters as a single states. It leads to the following definition of HMM-
based tri-gram model:

– set of visible states O = {c1, ..., cL, cbl} consists all characters from alphabet
A extended with blank character cbl,

– set of states Q consists of (L+1)2 states qci,cj , each of them represents pair
of characters ci, cj from A ∪ {cbl},

– probability distribution of initial states is determined as follows:

p(qci,cj ) =
{

pI
j for ci = cbl and cj ∈ A

0 otherwise
(3)
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– A(L+1)2×(L+1)2 - matrix of transition probabilities, which elements a deter-
mine conditional probabilities p(ck | (ci, cj)) in character sequences cicjck:

a(qcicj , qclck
) =

{
p(ck | (ci, cj)) if cj = cl and cl, ck �= cbl

0 otherwise (4)

– visible states emission probability matrix B is defined taking into account
that each state qcicj actually represents single character cj in the word being
recognized, preceded by the character ci; so the probability of ck emission is
equal in all states qci,cj with the same cj , i.e:

b(qcicj , ck) = p(Φ(xj) = ck | xj is an image of cj) = e(k, j), (5)

where e(k, j) is an element of character classifier confusion matrix.

The tri-gram HMM created as described above is based on forward chaining.
In the way analogous to the one described for b-gram HMM, similar tri-gram
backward HMM can be constructed, and results of forward and backward word
soft recognitions can be combined.

4 Experiments

The aim of experiments carried out was to asses the improvements in word
recognition accuracy achieved due to PCLM application. Because the work being
described here is a part of wider project that consists in automatic recognition
of handwritten medical texts, excerpts from authentic patient records stored
in a hospital information system have been used in experiments. The acquired
corpus consisted of 15961 texts stored as ASCII strings. Text set was divided
into training part consisting of 12691 texts and testing part containing remaining
3600 passages. The training part was used to estimate probabilities in PCLM.

Unfortunately, we were not able to collect sufficiently numerous set of hand-
written texts from the same field as texts in corpus. Therefore, simulated exper-
iment was carried out, where text images were artificially created using the a set
of 5080 images of correctly recognized isolated handwritten characters. For the
sake of automatic recognition accuracy assessment, actual characters on these
images were recognized by a human and this classification was assumed to be
correct. The image creation procedure consisted of the following steps. First, the
text passage to be recognized was randomly drawn from the testing subset of
corpus. Next, for each character in selected text, one image of this character was
randomly chosen from the set of character samples. Finally, the drawn character
images were arranged side by side, constituting artificial text image.

The alphabet consisted of 35 Polish letters including 9 diacritic characters.
Five character classifiers were used in experiments:

– MLP - neural network classifier using directional features extracted accord-
ing to the method described in [4] - accuracy: 91.7%,

– KNN - k-NN classifier (k=9) using directional features - accuracy: 88.9%,
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– EM 88 - NN classifier based on dissimilarity measure and unconstrained
elastic matching as described in [7] - accuracy: 88.4%,

– EM 79 - the classifier analogous to EM 88 but trained with reduced learning
set - accuracy: 79.3%,

– EM 45 - the classifier analogous to EM 88 but trained with strongly reduced
learning set - accuracy: 44.8%.

In the experiment all HMM classifiers described in Section 3 were tested and
compared:

– BI FWD - bi-gram HMM classifier with forward chaining,
– BI BWD - bi-gram HMM classifier with backward chaining,
– BI 2DIR AM, BI 2DIR GM - combination of bi-gram forward and back-

ward chaining classifiers based on arithmetic mean and geometric mean fus-
ing rules correspondingly,

– TRI FWD- tri-gram HMM classifier with forward chaining,
– TRI BWD - tri-gram HMM classifier with backward chaining,
– TRI 2DIR AM, TRI 2DIR GM - combination of tri-gram forward and

backward chaining classifiers based on arithmetic mean and geometric mean
fusing rules.

The results of words recognition can be used as an input to higher level of
handwritten text recognition system, where complete sentences are recognized.
Natural language processing methods used there expect that word classifier ap-
plied to successive words delivers the rank of most likely words for each word
position in the sentence. In such cases, it is not the most essential that the actual
word has the highest support factor in support vector (2). Rather it is expected
that the actual word is in the small subset of words with highest support factors.
Therefore, in evaluating the word soft classifiers accuracy, we consider as erro-
neous such soft recognition result, where the actual word is not among k words
with highest support factors. Error rates of word classification for all tested word
classifiers for k = 1 and k = 5 are given in Tab. 1. k = 1 is equivalent to word
crisp recognition.

It can be noticed that in all the cases accuracies of forward and backward
chaining HMM recognizers are similar. Combination of backward and forward
chaining results in noticeable boost of accuracy in relation to unidirectional
HMM for both combination rules based on geometric and arithmetic means.
Geometric mean gives best results of all tested fusing rules. Combination rules
based on maximum and minimum of component classifier support factors were
also tested. Calculating final support factors with ”rule of maximum” gives re-
sults close to the ones obtained using arithmetic mean. ”Rule of minimum” gives
worst results, close to the results of worse of component classifiers. In the case
of best character classifier (MLP) the error rate reduction resulting from appli-
cation of bidirectional model instead of unidirectional one in case of tri-gram
HMM and for k = 1 (crisp classification) is 1.29( error rate reduced from 10.2%
to 7.9%).

Word recognition accuracy achieved with the tri-gram model is significantly
better than that achieved with bi-gram one. Relative error reduction resulting
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Table 1. Word recognition error rates of HMM classifiers

Formula MLP KNN EN 88 EN 79 EN 45

k=1:
BI FWD 17.2% 26.3% 28.1% 50.3% 76.3%
BI BWD 16.4% 26.1% 28.8% 50.2% 79.2%
BI 2DIR AM 15.5% 24.4% 27.1% 47.5% 73.7%
BI 2DIR GM 13.2% 20.8% 23.4% 42.6% 69.1%
TRI FWD 11.2% 14.5% 14.4% 28.3% 52.9%
TRI BWD 10.2% 13.6% 15.1% 27.7% 55.8%
TRI 2DIR AM 8.8% 11.3% 13.5% 25.5% 48.5%
TRI 2DIR GM 7.9% 10.5% 11.7% 21.0% 43.2%

k=5:
BI FWD 2.6% 6.5% 6.8% 24.0% 58.1%
BI BWD 2.7% 5.9% 7.0% 24.0% 58.2%
BI 2DIR AM 2.4% 5.9% 6.3% 21.7% 56.8%
BI 2DIR GM 2.0% 5.1% 5.9% 18.7% 49.9%
TRI FWD 1.7% 2.7% 2.4% 7.2% 28.7%
TRI BWD 2.0% 3.0% 2.4% 7.0% 29.4%
TRI 2DIR AM 0.4% 1.1% 1.3% 5.8% 25.2%
TRI 2DIR GM 0.4% 0.9% 1.1% 5.4% 23.0%

from bidirectional tri-gram HMM application in relation to bidirectional bi-gram
model for k = 1 and for MLP character classifier is 1.67 (error rate reduced from
13.2% to 7.9%).

5 Conclusions

In the paper the problem of handwritten words recognition with the use of unlim-
ited lexicon is addressed. The proposed algorithm applies probabilistic language
character model that describes properties of character succession, which are spe-
cific for the language being recognized. Neither the lexicon of admissible words
nor the text corpus specific for the domain being considered is necessary to cre-
ate the language character model. It can be created using easily available corpus
of arbitrary texts in the given language. Bidirectional word analysis is applied
which boosts the word recognition quality.

Experiments carried out on the medical texts corpus have proved that the
word recognition accuracy necessary for practical application is possible with
the use of proposed method, even if character classifiers are of a relatively low
quality. It is especially important for the case of ”analytic” paradigm of cursive
script recognition, where the segmentation of words into characters constitutes
a serious problem and the segmented character recognition accuracy is low.

The final word recognition accuracy could be probably further improved by
using more advanced methods of forward and backward classifier combination.
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One of possibilities is to use classifier combination based on component classifier
confidence assessment, e.g. as described in [7].
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Abstract. Recently, as the size of genetic knowledge grows faster, the auto-
mated analysis and systemization into high-throughput database has become a 
hot issue. In bioinformatics area, one of the essential tasks is to recognize and 
identify genomic entities and discover their relations from various sources. 
Generally, biological literatures containing ambiguous entities, are laid by deci-
sion boundaries. The purpose of this paper is to design and implement a classi-
fication system for improving performance in identifying entity problems. The 
system is based on reinforcement training and post-processing method and sup-
plemented by data mining algorithms to enhance its performance. For experi-
ments, we add some intentional noises to training data for testing the robustness 
and stability. The result shows significantly improved stability on training  
errors.  

1   Introduction 

As the advanced computational technology and systems have been developed, the 
amount of new biomedical knowledge and their scientific literature has been in-
creased exponentially. Consequently, the automated analysis and systemization in 
high- throughput system has become a hot issue. Most of biological and medical lit-
eratures have been published online, such as journal articles, research reports, and 
clinical reports. These literatures are invaluable knowledge source for researchers. 
When we perform knowledge discovery from large amount of biological data, one 
essential task is to recognize and identify genomic entities and discover their rela-
tions. Recently, many effective techniques have been proposed to analyze text and 
documents. Yet, accuracy seems to be high only when the data fits the proposed 
model well. We explain the motivation and issues to be solved in this section. 

1.1   Automated Analysis of Biological Literature and Identification Problem 

Biological literature contains many ambiguous entities including biological terms, 
medical terms and general terms, and so on. Genes and their transcripts often share the 
same name, and there are plenty of other examples of the multiplicity of meanings. The 
task of annotation can be regarded as identifying and classifying the terms that appear 
in the texts according to a pre-defined classification. However, disambiguated annota-
tion is hard to achieve because of multiplicity of meanings and types. Generally, 
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documents containing ambiguous entities are laid by decision boundaries and it is not 
easy for a machine to perform a reasonable classification(Fig.1). These problems re-
duce the accuracy of document retrieval engines and of information extraction system. 
Most of classifiers ignore the semantic aspects of the linguistic contents.  

1.2   Classification Algorithms and Evaluation of the Performance 

Automated text classification is to classify free text documents into predefined cate-
gories automatically, and whose main goal is to reduce the considerable manual proc-
ess required for the task. Generally, when you evaluate the performance of automated 
text classification, you simply consider what kind of classifier and how many docu-
ments have been used. Traditionally, classification approaches are either statistical 
methods or those using NLP(Natural Language Processing) methods. Simple statisti-
cal approaches are efficient, and fast but usually lack deep understanding, and hence 
prone to ambiguity errors. Knowledge based NLP techniques, however, are very slow 
even though the quality of the result is usually better than that of statistical ap-
proaches[1,2]. Also, there are tons of classifiers based on rule base model, inductive 
learning model, information retrieval model, etc. Some classifiers such as Naïve 
Bayesian and Support Vector Machines(SVMs) is based on inductive learning based 
model. These classifiers have pros and cons. 

1.3   Classification Problem in Complex Data 

As the data size and its complexity grow fast, finding optimal line to classify is more 
difficult. Fig.1 shows the example of documents represented in vector. It displays the 
difficulty in automated classification of complex documents. A set of documents 
which has simple contents with lower complexity, are represented as (a). Complex 
documents which have multiple concepts are represented as (b). Usually, the docu-
ments located around decision boundary have multiple subjects and features. This is 
the area where our research is focused on. 

 
(a )                                       (b)                                           (c) 

Fig. 1. Finding decision rule or line for classification : A set of documents which has simple 
contents and lower complexity, are represented as(a). Complex documents which have multiple 
concepts are represented as(b). Usually, documents located around decision boundaries have 
multiple subjects.  

In this paper, we propose a new approach based on a reinforcement training 
method and text and data mining combination. We have designed and implemented a 
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text classification system, RTPost, for identifying entity based on reinforcement train-
ing and post-processing method. We show that we do not need to change the classifi-
cation techniques itself to improve accuracy and flexibility. This paper is organized as 
follows. We describe our proposed method in section 2. Section 3 presents the ex-
perimental results on the newsgroup domain. Finally, section 4 concludes the paper. 

2   Method 

Our goal is to maximize the classification accuracy while minimizing training costs 
using a refined training method and post-processing analysis. Specifically, we focus 
our attention to complex documents. Most of them can be misclassified, which is one 
of the main factors to reduce the accuracy. In this section, we present a RTPost sys-
tem, which is designed in a different style from traditional methods, in the sense that 
it takes a fault tolerant system approach as well as a data mining strategy. We use text 
classification system based on text mining as a front-end system, which performs 
clustering and feature extraction basically. The output of the text mining, then, is fed 
into a data mining system, where we perform automated training using a neural net 
based procedure. This feedback loop can be repeated until the outcome is satisfactory 
to the user. In this section we describe our propose method focusing on refinement 
training and post-processing. 

2.1   Training :  Category Design and Definition 

Most of the training algorithms deal with the selection problem under a fixed condi-
tion of target category. We expand the problem into designing and definition of more 
categories. We add a new category, X, in addition to the target category, C,  to gener-
ate the initial classification results, L ,based on probabilistic scores. We define some 
types of class for classification purpose.  

Definition 1.  C = {c1, c2 , … , cn} is a set of final target categories, where ci and cj are 
disjoint each other.(i ≠ j) 

Definition 2. SCn = {cn1, cn2, … , cnk} is a set of subcategories of target category ci , 
where each cnj are disjoint. 

Definition 3. X = {x1, x2, … , xn-1} is set of intermediate categories to analyze the 
relevance among target classes. The data located around decision boundary belong to 
X. Also, unclassified documents are denoted by X, meaning special category for the 
documents to be assigned to target categories later. 

Fig.2 shows the outline of the defined categories. Generally, the documents located 
along the decision boundary, lead to poor performance as they contain multiple topics 
and multiple features in similar frequencies. These are the typical cases which induce 
false positive errors and lower accuracies. We simply select and construct training 
samples in each class by collecting obviously positive cases. If we define a set of 
target categories as C = {c1, c2}, and number of subcategory = 2, the actual training is 
performed on, T = {c11, c12, x1, x2, c21, c22}, where x1’s are intermediate categories. 
The decision of the final target categories of complex documents, class x1, and x2, is 
done by the computation of distance function in the post-processing step[11]. 
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Fig. 3. Organizing method of training data : In complex documents decision boundary is not a line 
but a region. The data in this region is predicted as false positive. We separate the training set into 
target and intermediate category. 

2.2   Reinforcement Post-processing Method in RTPost System 

The main goal is to overcome these problems and limitations of traditional methods 
using the data mining approach. The main feature of our system is the way that we 
assign complex documents to the corresponding classes. We combine data mining and 
text mining so that they can complement each other. It is based on the structural risk 
minimization principle for error-bound analyses. This post–processing method con-
sists of two stages. The front part is to assign a category to a document using the ini-
tial score calculated from the text classification result. Then, the second part is to 
make feedback rules to give guidelines to the previous step.  

 

Fig. 4. Assignment examples by computation of distance between pivot category and candidate 
categories defined categories and experimental condition. It shows how computation is done in 
each candidate lists based on actual experimental data. 

As a limitation of pages we simply explain about step 1 and step 2, which performs 
comparisons using rank scores given by the text classification result. This work is 
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well-presented in previous study[11]. In step 1, min_support, min_value and 
diff_value are parameters given by the user, min_support means the minimum support 
values, and min_value represents the minimum score to be considered the best candi-
date category. And diff_value is the difference of scores to be considered they are 
different. 

In step 3, we make another training data for pattern analysis using the results of 
step 1 and step 2, which is useful in uncommon cases. Fig.3 shows how computation 
is done in each candidate lists based on actual experimental data. Finally, we use text 
mining as a preprocessing tool to generate formatted data to be used as input to the 
data mining system. The output of the data mining system is used as feedback data to 
the text mining to guide further categorization 

In step 4, we analyze a whole process until classifying of document Di is done. As 
input values, integrated results of previous steps are used. The goal is to minimize 
classification error in RTPost system and maintain stability in a fault tolerant manner. 
Fault tolerant system is designed to automatically detect faults and correct a fault 
effect concurrently at the cost of either performance degradation or considerable 
hardware or software overhead.  

Table 1. Evaluation matrix for effectiveness by variance of results 

 

In our system, the types of faults are classified to design error, parameter error and 
training error. We integrated results from each steps and make evaluation matrix like 
table 1. Table 1 is evaluation table to observe classification progress and to catch out 
the errors Where C

n

e.process, n refers to feedback time, and e is a type of input date; 

‘1’=documents, ‘2’ = candidate lists of documents, process refers to step1 and step2. 
We denote 1 when each predicted value is true, and we denote X when the document 
was unclassified. We can expect the location that the error is occurred as analysis of 
these variances in the matrix. In step 1, it is caused by parameters and category 
scheme, and in step2, computation of distance between pivot category and target 
categories is a important factor.  Based on this table, we define effectiveness function  
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to assess how the process works well. We divide result into 3 states: good, fair, poor 
and simply make an effectiveness function, like (1). 

⎥⎦
⎤

⎢⎣
⎡ ×−+×= ∑∑∑ penalty dPoor

N
dFair

N
benefitdGood

N
RTPostE iii )(

1
)(

1
)(

1
)(

                       (1) 

1.0  (n) log  benefit +=                        (2) 

1.5  (n) log penalty +=                        (3)  

If documents di is located around decision boundary and the result value in step1 is 
true, then we regard it as ‘good’ case, it means RTPost system works very well. If di is 
not located around decision boundary and the result values in step1 and step2 are both 
false, then we regard it as ‘poor’ case, it means that there were problem in entire 
process. So we give penalty. Also, if di is not located around decision boundary and 
the result value in step1 is true, then we regard it as ‘fair’ case, it mean there is no 
critical problem in the process. (2) and (3) are weight values for ‘good’ state and 
‘poor’ state. For example, the range of E(RTPost) is   -4.5 < E < 4, when 1000 of test 
documents were used. At this time, there are above 30% of ‘poor’ cases without any 
‘good’ cases, then, E(RTPost) has the score below 0. If E(RTPost) score is lower that 
defined reasonable value, we need to assess that there are critical problems over the 
entire process.  

3   Experiments 

To measure the performance of our system, We experiment our system in a field 
where ambiguous words can cause errors in grouping and affect the result. In particu-
lar, we focused on the Rb(retinoblastoma)-related documents from the PubMed ab-
stracts. The main difficulty of automatic classification of the documents is the ambi-
guity of the intended meaning of Rb, which can only be interpreted correctly when 
full context is considered. Possible interpretations include cancer(C), cell line(L), 
protein(P), gene(G), and ion(I). We perform the same experiments using Naïve 
Bayesian and SVM, with and without the post-processing steps, for two situa-
tions(with and without noise). We present the test conditions in Table 2 and report. 
Since the proposed system is developed by using a component based style using 
BOW toolkit[10] and C, it can be easily adapted to deal with other data or other data 
mining algorithms.  

3.1   Classification for Disambiguation of ‘RB’  

Our goal is to identify the words 'Rb' or ‘retinoblastoma’ through the classification 
task. The examples of the successful tagging is as follows :  

(1) P130I mediates TGF-beta-induced cell-cycle arrest inn Rb mutant HT-3 
cells. (gene) 

(2) The INK4alpha/ARF locus encodes p14(ARF) and p16(INK4alpha) , that 
function to arrest the cell cycle  through the p53 and RB pathways, respec-
tively. (protein) 
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(3) Many tumor types are associated with genetic changes in the retinoblas-
toma pathway, leading to hyperactivation of cyclin-dependent kinases and 
incorrect progression through the cell cycle. (cancer) 

(4) The Y79 and WERI-Rb1 retinoblastoma cells, as well as MCF7 breast can-
cer epithelial cells, all of which express T-channel current and mRNA for T-
channel subunits, is inhibited by pimozide and mibefradil with IC(50)= 8 
and 5 microM for pimozide and mibefradil, respectively). (cell line) 

3.2   Experimental Setting 

In RB-related documents, most documents is connected with protein(P), gene(G) and 
cancer(C). Hence, there are a few documents connected with ion(I) and which size are 
very small. In this paper, we experimented with 3 classes by defined categories as 
shown in table 2. We equally divided each target category into two parts, and added 
two intermediate categories. Finally, we performed classification on the set of candi-
date categories, SC={P1, P2, X1, G1, G2, X2, D1, D2}. For experiments, we col-
lected about 20,000 abstracts, and we verified our result using 200 abstracts. Espe-
cially, we put some intentional noises by adding incorrectly classified documents to 
target categories, which is about 10% of the total. Actually, these documents get high 
classification errors because these have many ambiguous features, and their contents 
are very intricate.  

Table 2. Defined categories and Experimental Condition 

Definition of category Number of training documents 
(correct + incorrect) 

Target 
 category (C) 

Candidate 
 category (SC) 

Intermediate  
category(X) 

Correct  
Documents 

Incorrect  
documents (10%) 

Total  
(300, 318) 

P1 30 5 Protein 
P2 

 
30 1 

60(36) 

  X1 60 0 60 
G1 30 3 

Gene 
G2 

 
30 3 

60(36) 

  X2 60 0 60 
D1 30 6 Disease, 

Cancer D2 
 

30 0 
60(36) 

We defined parameter values to assign documents in text classification, as shown 
in figure 3: min_support=100(bytes), min_value=0.6, diff_value=0.2. We performed 
analysis based on effectiveness factor, 0.5 and one-time feedback. 

3.3   Experimental Result and Discussion 

Table 3, 4 show the experimental results on the correct training data. According to the 
results, our method works very well when applied to the Naïve Bayesian or SVM 
classifiers. Especially, SVM and NB perform badly on the protein class, which is the 
fraction of protein-related documents that are with high complexity and multiplicity, 
which share multiple topics and features in the similar frequency.  
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Table 3. Experimental Result: Exising method and RTPost method with correct document 

performance
method  

Accuracy
Protein 

Predict Power
Gene 

Predict Power
Disease 

Predict Power
Misclassification rate 

Naïve Baysian(NB) 0.69 51% 82% 74% 31%. 
SVM 0.74 64% 83% 76% 29% 

RTPost Algorithm(with NB) 0.89 81% 94% 92% 11% 
RTPost Algorithm(with SVM) 0.91 88% 91% 94% 8% 

Table 4. Experimental Result: Exising method and RTPost method with incorrect document 

performance
method  

Accuracy
Protein 

Predict Power
Gene 

Predict Power
Disease 

Predict Power
Misclassification rate 

Naïve Baysian(NB) 0.45 52% 65% 17% 55%. 
SVM 0.47 54% 61% 26% 64% 

RTPost Algorithm(with NB) 0.85 84% 92% 75% 15% 
RTPost Algorithm(with SVM) 0.87 87% 91% 81% 11% 

Our system enhances both classifiers by relatively high rates. On the average, the 
refined classifiers are on average about 25% better the original. Especially, our 
method have high predict power about gene class consisting of ‘Gene’, ‘DNA’, 
‘mRNA’ as main features, and cancer class consisting of ‘cancer’, ‘disease’ and so 
on. 

Table 4 shows the experimental result on the data containing incorrect training 
samples. According to the result, the accuracy of original method decreased 0.45 and 
0.47. Generally, it is well known that Naïve Bayesian is less influenced by the train-
ing errors. However, it’s predict power drops down to 17% in ‘disease’ class. It 
clearly shows that the important features among the classes were generalized because 
of incorrect documents. Also, it reveals the assignment problem and the limitation of 
improving performance by reforming computation method based on probability mod-
els or vector models. Hence, our method significantly improved stability on training 
errors.  

4   Conclusion  

In this paper, we proposed a refinement method to enhance the performance of identi-
fying entity using text and data mining combination. It provides a comparatively 
cheap alternative to the traditional statistical methods. We applied this method to 
analyze Rb-related documents in PubMed and got very positive results. We also have 
shown that our system has high accuracy and stability in actual conditions. It does not 
depend on some of the factors that have important influences to the classification 
power. Those factors include the number of training documents, selection of sample 
data, and the performance of classification algorithms. In the future research, we plan 
to simplify the effectiveness function without raising the running costs of the entire 
process.  
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Model
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Abstract. In this investigation we propose a novel approach for classify-
ing polyphonic melodies. Our main idea comes from Probability Stochas-
tic Processes using Markov models where the characteristic features of
polyphonic melodies are extracted from each bar. The similarity among
harmonies can be considered by means of the features. We show the
effectiveness and the usefulness of the approach by experimental results.

Keywords: Melody Classification, Melody Features, Markov process,
Markov Modeling.

1 Background

In this investigation we propose a novel approach for automatic classification
of polyphonic melodies by means of Probability Stochastic Processes based on
Markov models where the characteristic features of the melodies are extracted
from each bar. Here we concern content information but don’t assume any sec-
ondary or meta information such as music names nor identifiers. Basic motivation
comes similarly from recognizing hand-written characters or pictures.

Generally melodies play important roles of most part of impression, and we
could apply this property to the problem of melody classification. Melody clas-
sification is really useful for many applications. For instance, it help us to assist
copyright aspects as well as naive composition and arrangement. Also we might
manage and classify anonymous and unknown music consistently since we can
access archive library thru internet.

Since early 60’s music information retrieval (MIR) has been investigated and
nowadays we see several sophisticated techniques for multimedia information
in a context of information retrieval such as N-gram, vector space model and
search engines. In MIR, most parts of the techniques take monophonic property
into consideration although we see a wide range of interesting music in polyphony
where monophony is a melody where at most one tone arises at each time while
polyphony consists of several melodies. It is hard to see what parts play important
roles in polyphony music, because usually changes of keys or rhythm arise many
times dependent upon parts and the many sequences go at the same time thus
we should examine the relationship among all the parts.

In this investigation we propose a novel approach for classifying polyphonic
melodies. Our main idea comes from Probability Stochastic Processes using
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Markov models where the characteristic features, called pitch spectrum, to poly-
phonic melodies are extracted from each bar. Also we introduce the similarity
among polyphonies in terms of the features. We generate Markov models from
the features and calculate the probabilities of the state transitions with the
similarity.

Here readers are assumed to be familiar with basic notions of music[4] and ba-
sic IR techniques[3]D Section 2 contains several definition of features for melody
description that have been proposed so far. In section 3 we review probability
stochastic processes and Markov models. We show some experiments and some
relevant works in section 4. We conclude our investigation in section 5.

2 Features for Melodies

To specify and classify melodies, we should examine what kinds of semantics
they carry and we should describe them appropriately. Since we need score based
features for classification purpose, we should examine notes over score or in bars.
We discuss several kinds of features, and, in this investigation, we put these
characteristic values into vector spaces using Vector Space Model (VSM)[3].

First of all, let us examine several features for melody description. Melody Con-
tour is one of the major technique proposed so far[2,6,11]. Pitch Contour is the one
where we put stress on incremental transition of pitch information in monophonic
melody. This contour expression is relative to keys and keeps identical against
any transposition but varies according to noises and falls down one after another.
Querying melody corresponds to perform inexact match to text strings.

Given a melody on score, we introduce Pitch Spectrum per bar in the melody
for similarity measure[7]. Pitch Spectrum is a histogram in which each column
represents total duration of a note within a bar. The spectrum constitutes a
vector of 12 × n dimensions for n octaves range. We calculate pitch spectrum to
every bar and construct characteristic vectors prepared for querying to each mu-
sic. By pitch spectrum we can fix several problems against incomplete melody. In
fact, the approach improves problems in swinging and grace. Note that score ap-
proach improves issues in rhythm, keys, timbre, expression, speed, rendition and
strength aspects of music. Some of the deficiencies are how to solve transposition
(relative keys) issues and how to distinguish majors from minors[7]. Especially
the latter issue is hard to examine because we should recognize the contents.

In polyphonic music, there is no restriction about the occurrence of tones and
we could have unlimited numbers of the combination. That’s why several fea-
tures suitable for monophony is not suitable for polyphonic music in a straight-
forward manner. There have been some ideas proposed so far based on IR such
as N-gram[1] or Dimensionality reduction[10], and based on probability (such as
Markov Model (MM) [9] or Hidden MM. Here we assume that polyphonic scores
are given in advance to obtain the feature values [9].

In this investigation we propose a new kind of feature based on pitch spectrum
to polyphonic music. We extract all the tones in each bar from polyphonic music
and put them into a spectrum in a form of vector. Clearly the new spectrum
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reflects not only all the tones in the bar but also all the noises for classification
like grace/trill notes. For this issue, we take modulo 12 to all the notes (i.e., we
ignore octave). Then we define (polyphonic) pitch spectrum as the pitch spectrum
as mentioned that consists of only n biggest durations considered as a chord. If
there exist more than n candidates, we select the n tones of the highest n pitch.
Note that we select n tones as a chord but ignore their explicit duration. And
finally we define the feature description of the length m as a sequence w1, ...., wm

where each feature wj is extracted from i-th bar of music of interests. Since we
define our chords syntactically but different from music theory, we don’t need to
reduce our spectrums to any combination of harmonies[9] according to the law
of harmony.

Example 1. Let us describe our running example ”A Song of Frogs” in a figure
1. Here are all the bars where each collection contains notes with the total
duration counted the length of a quarter note as 1. The sequence of the pitch
spectrums constitute the new features for all the bars by top 3 tones. In this case
we get the feature description <DEF, CDE, EGA, EFG> for the first 4 bars.

Bar1 : {C:1, D:1, E:1, F:1} = {DEF}
Bar2 : {C:2, D:2, E:2, F:1} = {CDE}
Bar3 : {C:1, D:1, E:2, F:1, G:1, A:1} =
{EGA}
Bar4 : {E:2, F:2, G:2, A:1} = {EFG}

Fig. 1. Score of ”A Song of Frogs”

3 Markov Process and Music Classification

In this section we discuss how to classify polyphonic music d by using Markov
Model (MM) approach. We assume that the music d is represented as a list
< w1, ...., wm > of feature vectors wj described in the previous section.

3.1 Markov Process

First of all let us review some basic notion of probability stochastic processes in
the context of music. Given d =< w1, ...., wm > and a collection of classes (or
labels) C = {c1, ...., cw}, we say d is classified as c ∈ C if we assign c to d. We
also say it is correctly classified if the class of d is known in some way and is c.

By P (d), we define the probability of the event d which can be described
as the product of conditional probabilities P (wj |w1, .., wj−1), j = 1, .., m. How-
ever it is hard to estimate them and very often we take an assumption that
the probability depends on last N events. This approximation of the transi-
tion process is called N -Markov process. This means that the probability of N-
gram for melody dj at j-th event can be expressed by the following simple rule:
P (dj |dj−1) = P (wj |wj−N ). This is interesting because we could classify music if
we see some chord transition. In our case let dj be the first j features, then we
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can obtain P (d) if all the conditional probabilities P (dj |dj−1) or P (wj |wj−N )
are known in advance.

However, it is not practical to obtain all the P (wj |wj−N ) in advance since
there can be huge number of the chord combination. Here we take N = 1, the
most simple Markov process, then it is enough to examine all the possible chord
combination of our case.

Example 2. Let us illustrate the Markov Model of our running examples with
chords of top 3 tones. We have A Song of Frog (d1) and two more music, ”Ah,
Vous dirai-Je, Maman” in C Major, KV.265, by Mozart (d2). and Symphony
Number 9 (Opus 125) by Beethoven (d3), that is classified to d1 or d2 later on.

Fig. 2. Mozart KV.265 Fig. 3. Beethoven Symphony No.9,Op.125

Putting each first 8 or 9 bars of d1, d2 and d3 into abc format, we get the
following expressions:

(d1) {CDEF}, {EDC,CDEF}, {EFGA,EDC}, {GFE,EFGA}, {CC, GFE}, {CC, CC},
{C/2C/2D/2D/2E/2E/2F/2F/2, CC}, {EDC, C/2C/2D/2D/2E/2E/2F/2F/2}, {CDE}
(d2) {CCGG, CCEC}, {AAGG,FCEC}, {FFEE, DBCA}, {DD3/4E/4C2, FGC}, {CCGG,
CCEC}, {AAGG, FCEC}, {FFEE, DBCA}, {DD3/4E/4C2, FGC}
(d3) {FFGA},{AGFE},{DDEF},{F3/2E/2E2},{FFGA},{AGFE},{DDEF},{E3/2D/2D2}

Then by summarizing all the tones in each bar, we choose the features by
the chords. By counting all the appearance of chord transition, we get all the
probabilities of transitions between chords, i.e., two Markov Models for d1 and
d2 as below:

Table 1. Chords and Features

Bar 1 2 3 4 5 6 7 8 9
d1 DEF CDE EGA EFG CFG C CEF CDE CDE
d2 CEG CGA EFB CDG CEG CGA EFB CDG
d3 FGA FGA DEF EF FGA FGA DEF EF

Table 2. Markov Model

CDE CEF CFG DEF EFG EGA C
CDE 0.5 0 0 0 0 0.5 0
CEF 1 0 0 0 0 0 0
CFG 0 0 0 0 0 0 1
DEF 1 0 0 0 0 0 0
EFG 0 0 1 0 0 0 0
EGA 0 0 0 0 1 0 0

C 0 1 0 0 0 0 0

CDG CEG CGA EFB
CDG 0 1 0 0
CEG 0 0 1 0
CGA 0 0 0 1
EFB 1 0 0 0

(a)A Song of Frogs (b)KV.265
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3.2 Classification by Markov Process

In N -Markov process, it is possible to say that a probability of any event depends
on an initial state and the transitions from the state. Formally, given event
sequence w1, ...., wm, the probability of the transition from 1 to m, P (wm

1 ),
can be desribed as the product of intermediate probabilities of the transition:
P (wm

1 ) =
∏m

j=1 P (wj |wj−1
1 ). In our case, we assume simple Markov process

(N = 1), and we can simplify our situation since the transition depends on the
just prior state: P (d) = P (wm

1 ) =
∏m

j=1 P (wj |wj−1).
All the transition probabilities are called Markov Model which can be illus-

trated by means of transition diagram. To classify music d to a class c by means
of simple Markov process, we should obtain a conditional probability Pc(d) which
can be calculated by the transition probabilities as above. Here let us summarize
the procedure.

1. Input: a training collection of music (a set of labeled music) and a set of music
to be classified. They are represented as feature descriptions by examining
score description (such as abc format[12]).

2. We generate Markov Model by examining labeled music.
3. Given unknown music d, using the Markov Model, we obtain the class mem-

bership probabilities Pci(d) for all the i = 1, .., w
4. We estimate the class ck by Maximum Likelihood Estimation (MLE): ck =

ArgMaxc∈CPc(d)

Let us note that the probability 0.0 means that event can’t happen. Once we
see the probability 0.0, the transition never arises afterward. We will revisit this
issue.

Here we describe how to classify polyphonic music based on Markov Model.
Let D be a set of polyphonic music without any label. Given d ∈ D, let wi(d)
be the i-th feature of d and Pc(d) be the membership probability of d in a class
c ∈ C. As described previously, by definition, we have :

Pc(d) =
m∏

i=1

Pc(wi|wi−1) (1)

During comparison of feature descriptions of two music d1, d2, it is likely to
have some feature (a chord) w in d1 but not in d2 at all. In this case, the
probability must be 0.0 in d2 and the membership probability should be zero.
Then the two music can’t belong to a same class even if the most parts look
much alike. Such situation may arise in the case of noises or trills.

To solve this problem, usually some sort of revisions are introduced but we
don’t expect excellent classification because the probability tends to be smaller
by multiplication, thus we can’t decide the amount of revision easily. Alterna-
tively we introduce a notion of similarity between each pair of chords and we
adjust the probabilities with them.

Given two features w, w′, we define the similarity sim(w, w′) as the cosine
value: sim(w, w′)= w·w′

|w||w′| . Then we adjust the transition probability P (wi|wi−1)
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from wi−1 to wi into P ′(wi|wi−1) by summarizing the probability multiplied with
similarity over all the possible chords with wi−1 defined below: P ′(wi|wi−1) =∑

g P (wi|g) × sim(g, wi−1). Note we concern only chords g that transit to wi

and that have non-zero similarity, which we can pick up easily in the Markov
Model. Thus our new criteria for MLE should be adjusted as below:

P ′(c|d) =
|m|∏

i=1

P ′
c(wi|wi−1) (2)

Note P ′(c|d), called weighted probability, is not the probability any more but
is useful because we apply MLE for classification. We process all the music in
advance for classification and examine the weighted probabilities by MLE.

Example 3. Let us classify Symphony Number 9 (Opus 125) by Beethoven
(d3), i.e., which is more similar for d3 to d1 or d2 ? According to the probability
values of each Markov Model examining similarities, we obtain the following
(extended) probabilities:

P (Frogs|d3) = 0.0181 × 0.0181 × 0.0375 = 1.23 × 10−5

P (KV.265|d3) = 0.0417 × 0.0347 × 0.0170 = 2.46 × 10−5

Thus we out the label KV.265 to d3, that is, we have estimated d3 belogs to
Mozart KV.265.

4 Experiments

To see how well our proposed scheme works, let us show several experimental
results. Here we discuss 3 famous variations by Mozart, Schubert and Beethoven.
We consider each title as a class and its theme as the corresponded (represen-
tative) labeled melody. All other variations are considered unlabeled and we
classify them. Let us note that, in theory of music, no formal rule exists in
”variations” but the main concern is how elaborately the theme varies.

4.1 Preliminaries

Here we adopt 3 variations, ”Ah, Vous dirai-Je, Maman” in C Major (KV. 265)
by Mozart, ”Impromptus” in B flat Major (Op.142-3) by Schubert and ”6 Vari-
ations on theme of Turkish March” in D Major (Op.76) by Beethoven. They
contain 12, 5 and 6 variations respectively and 23 variations in total. Note there
is no test collection reported so far.

All 3 themes and the variations are processed in advance into a set of feature
descriptions. Here we calculate the feature descriptions of all the bars of the 3
themes to obtain Markov Models. Then we calculate the two collections of the
feature descriptions, one for the first 4 bar, another for the first 8 bars to all the
variations. In this experiment, we examine 3 kinds of chords consisting of the 3,
4 and 5 longest tone. Thus we have 23 × 2 × 3 = 138 features.
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We have 3 classes (labels), Mozart, Schubert and Beethoven according to the
composers. By our procedure, we classify all the 23 unlabeled melodies into one
of three labels. We say a variation is correctly classified if the music is composed
by the label. Formally the correctness ratio is defined as

Number of Correctly Classified Melodies
23

4.2 Results

We show all the extended probabilities of all the variations to each class to the
first 4 and 8 bars in table 3, figures 4 and 5.

Table 3. Extended Probabilities: 3 Chord

4 Bars 8 Bars
Mozart Schubert Beethoven Mozart Schubert Beethoven

Mozart v1 7.497 10−5 1.292 10−6 6.384 10−7 2.516 10−10 3.959 10−14 4.648 10−15

v2 4.895 10−5 3.066 10−6 2.140 10−6 9.985 10−11 2.385 10−13 5.345 10−14

v3 5.604 10−5 2.910 10−6 3.034 10−6 2.036 10−10 1.764 10−13 9.124 10−14

v4 2.257 10−4 1.923 10−6 9.237 10−7 4.047 10−9 3.852 10−14 4.682 10−15

v5 8.335 10−5 1.898 10−6 1.530 10−6 2.788 10−10 6.669 10−14 3.353 10−14

v6 1.827 10−4 2.331 10−6 7.621 10−7 2.163 10−9 1.132 10−13 5.755 10−15

v7 6.125 10−5 2.970 10−6 9.249 10−7 1.560 10−10 4.688 10−14 8.624 10−15

v8 6.417 10−5 1.782 10−5 1.057 10−6 7.913 10−11 9.745 10−12 1.189 10−14

v9 4.434 10−5 1.229 10−5 9.714 10−7 1.153 10−10 3.767 10−12 1.054 10−14

v10 3.936 10−5 8.525 10−6 1.003 10−6 1.231 10−10 7.571 10−13 5.520 10−15

v11 6.801 10−5 9.203 10−6 1.814 10−6 2.391 10−10 2.059 10−12 5.617 10−14

v12 2.415 10−5 8.412 10−6 1.069 10−6 2.121 10−11 2.293 10−12 7.002 10−14

Schubert v1 1.961 10−5 1.608 10−5 1.155 10−5 2.394 10−12 1.285 10−11 5.642 10−13

v2 6.319 10−6 3.563 10−5 8.079 10−6 3.857 10−13 4.468 10−11 2.513 10−12

v3 1.548 10−5 2.418 10−5 2.429 10−6 8.988 10−12 1.010 10−11 5.125 10−14

v4 6.221 10−5 1.854 10−5 4.496 10−7 1.977 10−11 2.134 10−11 2.417 10−14

v5 3.212 10−5 2.091 10−5 2.068 10−6 6.763 10−12 1.354 10−11 7.304 10−14

Beethoven v1 5.943 10−6 9.357 10−6 6.138 10−5 5.455 10−13 1.606 10−12 3.163 10−11

v2 7.563 10−6 1.380 10−5 6.987 10−6 7.135 10−13 4.240 10−12 1.785 10−12

v3 4.065 10−5 1.003 10−5 2.370 10−5 5.780 10−11 2.013 10−12 2.207 10−12

v4 5.372 10−5 2.674 10−6 7.352 10−6 3.143 10−12 2.966 10−13 5.968 10−12

v5 6.174 10−6 6.447 10−6 2.851 10−5 8.236 10−13 1.124 10−12 2.356 10−11

v6 2.026 10−6 1.878 10−5 5.476 10−5 2.051 10−13 1.486 10−11 1.082 10−10

(a) 4 Bars (b) 8 Bars

Fig. 4. Extended Probabilities : 4 Chord
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(a) 4 Bars (b) 8 Bars

Fig. 5. Extended Probabilities : 5 Chord

A table 4 shows the summary of our all the experiments In all the cases, we
get the better results in 8 bars compared to 4 bars. Especially the correctness
ratio in ”Schubert” shows better results in 3 bars, and the one in ”Mozart” is
perfect in every case.

Table 4. Correctness Ratio

CorrectAnswers
Chord/Bars Mozart Schubert Beethoven Total(%) Ratio

3/4 12/12 2/5 3/6 17/23 73.9
3/8 12/12 5/5 4/6 21/23 91.3
4/4 12/12 0/5 2/6 14/23 60.9
4/8 12/12 0/5 2/6 14/23 60.9
5/4 12/12 0/5 0/6 12/23 52.2
5/8 12/12 0/5 0/6 12/23 52.2

4.3 Discussion

As shown in the results, it is clear that we get better results with more bars.
In fact, we got 91.3% (8 bars) compared to the average 73.9% (4 bars). This is
because there happens the first parts are similar with each other. For example,
the 3rd variation of Schubert has the feature description {CFB} {CEF} {CFB}
{CFB} {CFB} {CEF} {CEB} {CFB}. Looking at the first 4 bars, this is similar to
Mozart since there appear many C, E, F, B tones in both music as shown in a
table 5. On the other hand, there exist few common chords in the latter part of
8 bars, and no error arises.

Table 5. Chord Occurrences

4 Bars 8 Bars
Schubert v3 {CFB} {CEF} +{CEB}

Mozart theme {DFB} {CFA} {DEB} {DGB} {CEF} {CEB} {CFB} +{DFB}{DAB}
Schubert theme {CEG} {CGA} {CEF} {DEF} {EFA} {EFB} {CDF} {CDG} -

Let us examine why some variations are incorrectly classified. One possibility
comes from the number of beats. The 12 th variation of Mozart takes 12

8 beats while
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the theme has 4
4 beats. Since we summarize all the feature values per bar, we can

hardly describe music across bars. We wonder whether it is enough to have only
4 bars for characteristic features, but still we see 73.9% correctness ratio.

Another important aspect is that we get the worse results with bigger chords
except Mozart. We see the more tones we have the less characteristics we have.
In fact, two chords {C:2,D:2,E:2,F:1,G:1 }, {C:1,D:1,E:2,F:2,G:2} have
{CDE} and {EFG} as dominant 3 chords, but share {CDEFG} as 5 chords. In our
case, many variations have been declared as Mozart because of 5 chord.

To our experiment, we can’t say many tones are needed for classification of
polyphony music.

There is no investigation of polyphony classification to compare directly with
our results. In [8,9], given about 3000 music of polyphony, classification as been
considered as query and the results have been evaluated based precision. They
got 59.0% at best.

We have ever examined melody classification of monophony music by means
of EM algorithm[13]. Here we have classified several variations given themes. Let
us show the two best results in 6 where we extract pitch spectrum of the first 4
bars based on Bayesian classifier with EM algorithm. Note, for example, EM10
means the result by of 10 loops EM step.

Table 6. Correctness Ratio (Monophony) by EM algorithm

EM loops
EM0 EM5 EM10 EM15 EM20 EM25

Similarity 0.30 87 91.3 91.3 91.3 91.3 91.3
Similarity 0.50 78.3 91.3 91.3 87.0 87.0 87.0

EM0 means naive Bayesian that provides us with 87.0 % correctness ratio,
and we got 91.3 % correctness ration at best by EM algorithm. Compared to
this case where all the melodies are monophony that are much simpler, we got
the similar correctness ratio with 3-chords over 8 bars to polyphony melodies.

5 Conclusion

In this investigation, we have proposed a new method to classify polyphony mu-
sic based on Markov Model approach. Given training music, we have extracted
sequence of chords syntactically in terms of pitch spectrum, and obtained tran-
sition probabilities. Based on Maximum likelihood Estimation using the Markov
Model, we have shown highly precise classification to variation music.
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Abstract. Using background knowledge in clustering, called semi-clustering, is 
one of the actively researched areas in data mining. In this paper, we illustrate 
how to use background knowledge related to a domain more efficiently. For a 
given data, the number of classes is investigated by using the must-link con-
straints before clustering and these must-link data are assigned to the corre-
sponding classes. When the clustering algorithm is applied, we make use of the 
cannot-link constraints for assignment. The proposed clustering approach im-
proves the result of COP k-means by about 10%.  

1   Introduction 

In data mining, clustering is an unsupervised method to classify unlabeled data. Un-
supervised means that it does not have any prior knowledge of the problem domain to 
formulate the number of clusters (classes). However, in some real situations, back-
ground knowledge that might help the clustering problem is available. One of repre-
sentative back ground knowledge is the must-link and cannot-link constraints. Wag-
staff and et al. [1] illustrated that their modified k-means algorithm (COP k-means), 
gives better results than the original k-means by using the must-link and cannot-link 
constraints.  

Adami et al. [2] proposed a baseline approach that classifies documents according 
to the class terms, and two clustering approaches, whose training is constrained by the 
a priori knowledge encoded in the taxonomy structure, which consists of both termi-
nological and relational aspects.  

Shen et al. [3] proposed a novel approach, the so-called “supervised fuzzy cluster-
ing approach” that is featured by utilizing the class label information during the train-
ing process. Based on such an approach, a set of “if-then” fuzzy rules for predicting 
the protein structural classes are extracted from a training dataset. It has been demon-
strated through two different working datasets that the overall success prediction rates 
obtained by the supervised fuzzy clustering approach are all higher than those by the 
unsupervised fuzzy c-means. 

Zio and Baraldi [4] studied the Mahalanobis metric for each cluster for analyzing 
the complexity and variety of cluster shapes and dimensions. The a priori known 
information regarding the true classes to which the patterns belong is exploited to 
select, by means of a supervised evolutionary algorithm, the different optimal Maha-
lanobis metrics. Further, the authors illustrated that the diagonal elements of the  
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matrices defining the metrics can be taken as measures of the relevance of the features 
employed for the classification of the different patterns. 

Eick et al. [6] introduced a novel approach to learn distance functions that maxi-
mizes the clustering of objects belonging to the same class. Objects belonging to a 
dataset are clustered with respect to a given distance function and the local class den-
sity information of each cluster is then used by a weight adjustment heuristic to mod-
ify the distance function so that the class density is increased in the attribute space. 
This process of interleaving clustering with distance function modification is repeated 
until a “good” distance function has been found. We implemented our approach using 
the k-means clustering algorithm. 

Some recent research [6] sought to address a variant of the conventional clustering 
problem called semi-supervised clustering, which performs clustering in the presence 
of some background knowledge or supervisory information expressed as pairwise 
similarity or dissimilarity constraints. However, existing metric learning methods for 
semi-supervised clustering mostly perform global metric learning through a linear 
transformation. Chang and Yeung [6] proposed a new metric learning method that 
performs nonlinear transformation globally but linear transformation locally. 

In this paper, we present a novel algorithm which uses background knowledge 
more efficiently. At first, before the clustering process, graphs are constructed by 
using must-link constraints to find out how many classes do the dataset has and we 
make use of cannot-link constraints when the k-means clustering algorithm is applied. 
The proposed method could adaptively determine the k value empirical results illus-
trate about 10% of improvement over the COP k-means algorithm on some popular 
datasets. 

2   Proposed Algorithm 

We make use of basic background knowledge, must-link and cannot-link constraints. 
The algorithm is divided into two parts. The first part is for finding number of classes 
by using must-link constraints and assigns must-link data to the corresponding class 
and the other part is for applying the k-means algorithm effectively using cannot-link 
constraints. 

2.1   The Constraints 

Must-link and cannot link constraints are defined as follows [1]: 

- Must-link constraints specify that two instances have to be in the same cluster 
- Cannot-link constraints specify that two instances must not be placed in the same 

cluster 

Two instances within the constraints are randomly selected. The number of con-
straints is important to apply our algorithm.   

2.2   Phase I : Find Number of Class by Using Must-link Constraints 

In the first part of our algorithm, namely phase I, we make use of the must-link con-
straints to find the number of classes of the given dataset based on the following  
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assumption. If we have enough must-link constraints to get at least one of must-link 
constraints in each class, then we can find out the number of class.  

Two instances (a, b) are in must-link if they should be assigned to a same class. 
This is illustrated as an undirected graph in Figure 1.  

a ba b
 

Fig. 1. Must-link graph 

C1 C2

C3

C1 C2

C3  

Fig. 2. Must-link graphs 

C1 C2

C3

C1 C2

C3  

Fig. 3. Merging graphs according to class label 

If there are lots of must-link constraint data, more graphs could be constructed as 
depicted in Figure 2.  

Each graph has a class label because must-link data gives that information. We can 
merge graphs which has the same label as illustrated in Figure 3 (if C1 and C2 has the 
same label). By merging graphs, we can figure out the number of classes if we pick 
up sufficient number of must-link data. We also assign the must-link data to corre-
sponding class before phase II. 

2.3   Phase II : Applying Clustering Algorithm Effectively by Using Cannot-Link 
Constraints   

In phase II, rest of the data is assigned to the preset-up classes by applying modified 
k-means clustering algorithm. ‘Modified’ means that we use cannot-link constraints to 
assign data. If two instances have a cannot-link relation, it cannot be in a same class. 
So, our algorithm does not assign data to the class which has the data that has cannot-
link relationship with the assigning data. Suggested algorithm is depicted below. 

1. Construct must-link graphs using must-link constraints 
2. Merge graphs which has the same category ID (classes) 
3. Construct clusters using graphs of step 2 (this determines proper number of clusters 
automatically). 
4. For each point di in D, except must-link data already assigned at step 3, assign it to 
the closest cluster Cj such that Cj does not have cannot-link data with di. If no such 
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cluster exists, print "fail" and exit program.  
5. For each cluster Ci, update its center by averaging all of the points that have been 
assigned to it. 
6. Repeat step 4 and 5 until the whole data is covered. 

3   Experimental Results 

We used 4 datasets to verify our method as shown in Table 1.  

Table 1. Test dataset used 

Dataset Instance Attribute  Class 

Soybean 47 35 4 

Zoo 101 16 7 

Glass 214 9 6 

Image Segmentation 2100 19 7 

We used the majority voting to evaluate the results.  

)(

)(
)(

i

i
i CDataofNumber

CDataMajorityofNumber
CVoteMajority =                             (1) 

The majority voting formula gives high value when there are lots of same labeled 
data in the class.   

We tested 5 times for COP k-means with user-providing the values for k and the 
proposed method could automatically determine the k value in phase I. We obtained 
an average value from 5 trials for each of the tested number of constraints. The pro-
posed method gives better results about 13%, 4%, 12% and 8% over COP k-means as 
illustrated in Figures 4-7. An important observation here is COP k-means does not 
give better results than original k-means except for the Soybean dataset. The proposed 
method gives better results when compared to the original k-means and COP k-means. 
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Fig. 4. Test result for soy bean dataset 
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Fig. 5. Test result for zoo dataset 
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Fig. 6. Test result for glass 
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Fig. 7. Test result for image segmentation 

4   Conclusions 

Recent research has shown the importance of the conventional clustering problem 
called semi-supervised clustering, which performs clustering in the presence of some 
background knowledge or supervisory information. This paper proposed a new 
method to use background knowledge related to a domain more efficiently. For a 
given data, the number of classes is investigated by using the must-link constraints 
before clustering and these must-link data are assigned to the corresponding classes. 
The proposed clustering approach improves the result obtained by the direct COP  
k-means by about 10% on average.  
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Abstract. In real world, there are a lot of knowledge such as the following: 
most human beings that are infected by a kind of virus suffer from a corre-
sponding disease, but a small number human beings do not. Which are the fac-
tors that negate the effects of the virus? Standard rough set method can induce 
simplified rules for classification, but cannot generate this kind of knowledge 
directly. In this paper, we propose two algorithms to find the factors. In the first 
algorithm, the typical rough set method is used to generate all the variable pre-
cision rules firstly; secondly reduce attributes and generate all the non-variable 
precision rules; lastly compare the variable precision rules and non-variable 
precision rules to generate the factors that negate the variable precision rules. In 
the second algorithm, firstly, induce all the variable precision rules; secondly, 
select the examples corresponding to the variable precision rules to build de-
cernibility matrixes; thirdly, generate the factors that negate the variable preci-
sion rules. Three experimental results show that using the two algorithms can 
get the same results and the computational complexity of the second algorithm 
is largely less than the firs one.  

1   Introduction 

In real world, there are a lot of knowledge such as the following: most people suffer 
from hyperpyrexia when they take a heavy cold, whereas some people do not; most 
earthquakes in the sea cannot cause a ground sea, but in 2005 the earthquake in Indian 
Ocean cause a ground sea and cause thousands upon thousands people death. Which 
are the factors that negate the effects of virus, or a heavy cold? And which factors 
make an earthquake cause the Indian Ocean ground sea? Standard rough set method 
[1] can induce simplified rules for classification, but cannot generate this kind of 
knowledge directly. Other machine learning theories such as SVM [2], ANN [3] and 
Bayesian networks have not been found that they can be used to induce this kind of 
knowledge.  

All the disasters such as floods, dam collapses, terror events, epidemics etc are ex-
ceptional cases. The factors that cause these disasters are significant to us. Additionally, 
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the exceptional students education, exceptional customers service, exceptional patients 
therapy and nurse etc need the factors that cause exceptional rules. 

The decernibility matrix in rough set theory is a valid method for attribute reduc-
tion and rule generation whose main idea is to compare the examples that are not in 
the same class. However, generally, the decernibility matrix is used to the whole data 
set [4], can it be used to partial data to induce the knowledge with which we can find 
the factors that negate the typical dependency of a decision attribute on some condi-
tion attributes? The answer is affirmative. 

2   Basic Concepts of Rough Set Theory  

A decision table is composed of a 4-tuple DT= , , ,U A V f , where { }1 2, , , nU x x x= " , 

is a nonempty, finite set called the universe; A is a nonempty, finite set of attributes; 
A C D= ∪ , in which C is a finite set of condition attributes and D is a finite set of 

decision attributes; 
a

a A
V V

∈
= ∪ , where 

aV  is a domain (value) of the attribute a, and  

:f U A V× → is called the information function such that ( , ) af x a V∈  for every 

, ia A x U∈ ∈ . 

For every set of attributes B A⊂ , an indiscernibility relation ( )IND B  is defined in 

the following way: two objects, ix and jx , are indiscernible by the set of attributes 

B  in A , if f (b, ix )= f (b, jx ) for every b ⊂ B . The equivalence class of ( )IND B  is 

called elementary set in B  because it presents the smallest discernible groups of 

objects. For any element ix  of U , the equivalence class of ix  in relation ( )IND B  is 

represented as ( )[ ]i IND Bx . The construction of elementary sets is the first step in clas-

sification with rough sets. 
By a discernibility matrix of B ⊆ A denoted M (B) a n n× matrix is defined as 

( ) { : ( , ) ( , )}ij i jc a B f a x f a x= ∈ ≠  for nji ,,2,1, …= . 

Thus entry cij is the set of all attributes that discern objects xi and xj. 
It is easily seen that the core is the set of all single element entries of the dis-

cernibility matrix M (B), i.e., 

( ) { : { }ijCORE B a B c a= ∈ = , for some }, ji  

Every discernibility matrix M (B) defines uniquely a discernibility (boolean) func-
tion f (B) defined as follows. 

Let us assign to each attribute Ba ∈  a binary Boolean variable a , and let 

),( yxδΣ  denote Boolean sum of all Boolean variables assigned to the set of attrib-

utes ),( yxδ . Then the discernibility function can be defined by the formula 

2

2

( , )

( ) { ( , ) : ( , )
x y U

f B x y x y Uδ
∈

= Σ ∈∏  and }),( ∅≠yxδ . 
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Where∏ denotes the Boolean multiplication. 

The following property establishes the relationship between disjunctive normal 
form of the function f (B) and the set of all reducts of B. 

All constituents in the minimal disjunctive normal form of the function f (B) are all 
reducts of B. 

In order to compute the value core and value reducts for x we can also use the dis-
cernibility matrix as defined before and the discernibility function, which must be 
slightly modified:  

∏
∈

∈=
Uy

x UyyxBf :),({)( δΣ  and }),( ∅≠yxδ . 

3   Algorithms 

(1) Algorithm 1 

(a) Generate all the variable precision rules. 
(b) Attribute reduction.  
(c) Select the reduced attribute set with the attributes that are in the variable preci-

sion rules. 
(d) Generate the non-variable precision rules. 
(e) Select the non-variable precision rules whose preconditions are the same as the 

variable precision rules whereas the postcondition is not the same as the vari-
able precision rules. 

(f) Compare the variable precision rules and their corresponding to generate the 
factors that negate the variable precision rules. 

(2) Algorithm 2 

(a) For every condition attribute A, (or select anyone among all the condition at-
tributes) calculate its equivalence classes or partition  
IND(A)={A1, A2, ……, An,}. And for the decision attribute D, calculate 
IND(D)={D1, D2, ……, Dm,}. 

(b) For (i=0; i<n; i ++)// n: amount of equivalence classes of condition attribute //A 
(c) For (j=0; j<m; j++)// m: amount of equivalence classes of decision attributeD. 

If α =
i

Ji

A

DA ∩
> s   // 0.5< s ≠ 1 and chosen by user. 

(d) Select the examples with Ai, and build a decernibility matrix 
(e) For the examples whose decision attribute values are not included in Dj to use 

Boolean multiplication and Boolean sum to induce the factors that negate the 

rule Ai → Dj with α . That is, use ∏
∈

∈=
Uy

x UyyxBf :),({)( δΣ  and 

}),( ∅≠yxδ to get the factors.  
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4   Hand-Written Chinese Characters Recognition  

We have generated the feature vectors of 4 hand-written Chinese characters, where 
the values 1, 2, 3 and 4 of Y denote the 4 different hand written Chinese characters 
(Figure 1), examples 1 and 2, 3 and 4, 5 and 6, 7 and 8 are the same hand-written 
Chinese characters respectively, after discretization we get Table 1. 

 

Fig. 1. 4 hand-written Chinese characters 

Table 1. The information table of 4 hand-written Chinese characters 

U A B C D E F Y 

1 
2 
3 
4 
5 
6 
7 
8 

17 
18 
17 
17 
18 
18 
15 
16 

8 
8 
9 
9 
7 
8 
8 
8 

5 
5 
5 
5 
6 
6 
5 
5 

4 
3 
5 
3 
4 
4 
4 
5 

2 
2 
2 
2 
2 
3 
3 
3 

1 
1 
2 
1 
1 
2 
2 
2 

1 
1 
2 
2 
3 
3 
4 
4 

(1) Using algorithm 1 to induce the factors 
(a) The variable precision rules are:  

1)A=17→Y=2 with α =2/3; 2) A=18→Y=3 with α =2/3; 3) E=3 →Y=4 with 
α =2/3. 

(b) After attribute reduction we get the following new condition attributes combi-
nations: {A, B, C}, {A, B, E}, {A, B, F}, {A, D}, {B, C, E}, {B, C, F}. 

(c) Select {A, B, C}, {A, B, E}, {A, B, F}, {A, D}, {B, C, E}, {A, C, E, F}, since 
the attribute sets {B, C, F} and {B, C, D, F} do not contain attribute A and E 
that are in the variable precision rules. 

(d) For the selected attribute sets, the following rules are generated:  
4) A=17 ∧  B=8→Y=1; 5) A=18 ∧  D=3→Y=1; 6) B=9→Y=2; 7) B=7→Y=3; 8)    
A=18 ∧  D=4→Y=3; 9) A=15→Y=4; 10) A=16→Y=4; 11) B=8 ∧  E=2→Y=1; 
12) A=18 ∧  E=3→Y=3; 13) B=8 ∧  F=1→Y=1; 14) A=18 ∧  F=2→Y=3; 15) 
A=17 ∧  D=4→Y=1; 16) A=17 ∧  D=5→Y=2; 17) A=17 ∧  D=3→Y=2; 18) 
C=6→Y=3; 19) C=5 ∧  E=3→Y=4; 20) A=18 ∧  C=5→Y=1; 21) B=8 ∧  C=5 ∧  
F=2→Y=4. 

(e) For variable precision rule 1) A=17→Y=2 with α =2/3, rule 4) A=17 ∧  
B=8→Y=1 and rule 15) A=17 ∧  D=4→Y=1 should be selected, and after com-
paring rule 1) with rule 4) and rule 15) respectively, we can get that: B=8 and 
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D=4 are the factors that negate rule 1) A=17→Y=2 with α =2/3. For rule 2) 
A=18→Y=3 with α =2/3, rule 5) A=18 ∧  D=3→Y=1 and rule 20) A=18 ∧  
C=5→Y=1 should be selected, and after comparing it with rule 5) rule 20) re-
spectively, we can get that: D=3 and C=5 are the factors that negate the rule 
A=18→Y=3 with α =2/3. For rule 3) E=3 →Y=4 with α =2/3, rule 12) 
A=18 ∧  E=3→Y=3 should be selected, and after comparing rule 3) with 
rule12), we can get that: A=18 is the factor that negate E=3 →Y=4 with 
α =2/3. 

(2) Using algorithm 2 to induce the factors 
(a) The partitions of all the attributes can be gotten as follows: 

IND(A)={A1,A2,A3,A4}={{1,3,4},{2,5,6},{7},{8}}, 
IND(B)={B1,B2,B3}={{1,2,6,7,8},{3,4},{5}},  
IND(C)={C1,C2} }={{1,2,3,4,7,8},{5,6}}, 
IND(D)={D1,D2,D3}={{1,2,6,7,8},{3,4},{5}}, 
IND(E)={E1,E2 }={{1,2, 3,4, 5},{6,7,8}}, 
IND(F)={F1,F2 }={{1,2,4,5},{3,6,7,8}}, 
IND(Y)={ Y1 , Y2 , Y3 ,Y4 }={{1,2},{3,4},{5,6},{7,8}}. 

Obviously, only 5.0
3

2

1

21 >=
∩
A

YA , 5.0
3

2

2

32 >=
∩
A

YA  and 2 4

2

2
0.5

3

E Y

E

∩
= > can 

be held. 
So for A1={1,3,4}, we select examples 1, 3, and 4 to build the decernibility matrix, 

since the example 1 belongs to class 1, and examples 3, 4 belong to class 2; they 
should in different places in decernibility matrix, and for example 1 we using Boolean 
multiplication and Boolean sum to induce the factors that negate the variable rule. 

From Table 2, since  (B ∨  D ∨ F) ∧  (B ∨  D)= B ∨  D, we can conclude that B=8 
and D=4 are the factors that negate rule 1) A=17→Y=2 with α =2/3, or make A=17 ∧  
B=8→Y=1 and A=17 ∧  D=4→Y=1. Namely we get the following knowledge: 

A=17→Y=2                 with α =2/3 
A=17 ∧  B=8→Y=1    with α =1 
A=17 ∧  D=4→Y=1    with α =1 
B=8 and D=4 are the factors that negate the rule A=17→Y=2 
with α =2/3 

Table 2. Decernibility matrix for the examples in A1 

                              3                                                         4 
1                         BDF                                                    BD 

For A2={2,5,6}, we select examples 2, 5, and 6 to build the decernibility matrix.  

Table 3. Decernibility matrix for the examples in A2 

                               5                                                         6 
2                           BC D                                             CDEF 
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Since (B ∨  C ∨ D) ∧  (C ∨ D ∨ E ∨ F)= C ∨  D, we get that D=3 and C=5 are the 
factors that negate the rule A=18→Y=3 with α =2/3, or make A=18 ∧  C=5→Y=1 and 
A=18 ∧  D=3→Y=1. 

5   Micronutrient Data Set Experiments  

(1) SARS Data Set and Discretization 
The SARS data are the experimental results of micronutrients that are essential in 

minute amounts for the proper growth and metabolism of human beings. Among 
them, examples 31~60 are the results of SARS patients and 61~90 are the results of 
healthy human beings. Attributes  “1”, “2”, “3”, “4”, “5”, “6”, “7” denote micronutri-
ent Zn, Cu, Fe, Ca, Mg, K and Na respectively, and decision attribute “C” denotes the 

class “SARS” and “healthy”. {0,1}CV =  , where “0” denotes “SARS”, “1” denotes 

“healthy”.                     
After discretization, some examples become a repeat. The amount of the total ex-

amples is reduced from 60 to 39. Table 4 describes the left 39 examples after discreti-
zation. 

Table 4. Left examples after discretization 

U    1    2   3   4   5   6   7    C   U   1  2   3   4   5   6   7   C   U   1  2   3   4   5   6  7   C  
31   1    1   1   0   1   1   1    0   54  0   0   1   0   0   1   1   0   69  1  1   1   2   2   1  2   1     
32   2    1   1   0   1   1   1    0   55  1   0   1   0   1   1   1   0   70  1  2   2   2   2   2  1   1     
34   1    1   1   0   1   2   1    0   56  0   1   1   0   0   1   1   0   71  1  1   2   1   1   1  1   1     
39   1    1   0   0   0   1   1    0   59  0   0   0   0   0   2   1   0   72  2  1   1   2   2   1  1   1     
41   0    1   1   0   0   2   2    0   60  1   2   1   0   1   1   1   0   73  1  1   2   1   2   1  1   1     
42   2    1   1   0   1   2   1    0   61  2   1   1   2   2   0   1   1   74  2  1   2   2   2   1  1   1     
43   2    1   1   0   2   1   1    0   62  1   1   1   1   1   1   1   1   76  2  1   1   2   1   1  1   1     
47   0    1   0   0   0   1   1    0   63  1   1   1   2   1   0   1   1   78  1  1   2   2   2   1  1   1     
48   2    1   0   2   1   1   1    0   64  2   1   2   2   1   1   1   1   79  2  2   1   2   2   1  1   1     
49   1    1   1   1   1   1   2    0   65  1   1   1   2   1   1   1   1   85  2  1   1   2   1   0  0   1     
50   0    1   1   0   0   2   1    0   66  1   1   1   2   1   0   0   1   86  2  1   1   2   2   1  0   1     
52   1    1   2   0   1   1   1    0   67  1   1   1   2   2   1   1   1   87  2  1   1   2   2   1  1   1     
53   1    1   1   1   1   0   1    0   68  1   1   1   1   1   1   0   1   88  2  1   2   2   2   1  1   1 

(2) Induce the Negating Attribute Values 
1) For examples 64, 70, 71, 73, 74, 78 and 88, we can conclude that “Fe=2 → 

C=1”, whereas for example 52, we hold “Fe=2 → C=0”. Namely “Fe=2 → C=1” with 
α =7/8, and  “Fe=2 → C=0” with α =1/8 can be held. Which are the attribute value 
that negate the rule of “Fe=2 → C=1”? With the partial decernibility matrix we can 
find the factors. 

Firstly, the examples with Fe=2 are selected. Secondly, generate the decernibility 
matrix with these examples. Thirdly, use the decernibility matrix to induce the rules 
that include the factors negating the rule  “Fe=2 → C=1”. Table 5 gives the results of 
the decernibility matrix. 
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Table 5. Decernibility matrix for the examples with Fe=2 

               64             70             71               73               74             78            88 
52          1,4          2,4,5,6          4               4,5              1,4,5          4,5          1,4,5 

The attribute value that negates the rule “Fe=2 → C=1” can be induced as follows:  

(1∨4) ∧ (2∨4 ∨5 ∨6) ∧ 4 ∧ (4∨5) ∧ (1∨4 ∨5) ∧ (4∨5) ∧ (1∨4 ∨5)=4 (Ca) 
So for example 52, the following knowledge can be gotten:  

“Fe=2 → C=1”                 with α =7/8; 
“Fe=2 → C=0”                 with α =1/8; 
“Fe=2 ∧  Ca=0→ C=0”   with α =1; 
“Ca=0”is the factor that negate the rule “Fe=2 → C=1”with α =7/8 (see 
Table 1). 

2) For the examples 61, 63, 64, 65, 66, 67, 69, 70, 72, 74, 76, 78, 79, 85, 86, 87 and 
88, we can conclude that “Ca=2 → C=1”, while for example 48, we hold “Ca=2 → 
C=0”. Similarly we get the following knowledge: 

“Ca=2 → C=1”                         with α =17/18; 
“Ca=2 → C=0”                         with α =1/18; 
“Ca=2 ∧  Fe=0 → C=0”           with α =1/18; 
“Fe=0” is the factor that negate the rule “Ca=2 → C=1” with 
α =17/18. 

3) For examples 49 and 53, we can induce that “Ca=1 → C=0 ”, whereas for exam-
ples 62, 68, 71 and 73 we can get that “Ca=1 → C=1”. Table 6 gives the results of the 
decernibility matrix. 

Table 6. Decernibility matrix for the examples with Ca=1 

                        62                       68                      71                       73 
49                     7                         7                      3,7                      3,5,7    
53                     6                        6,7                    3,6                      3,5,6     

With 7 ∧ 7 ∧ (3 ∨7) ∧ (3 ∨5∨7) =7 (Na) for example 49 and with 6 ∧ (6∨7) ∧  
(3∨6) ∧  (3∨5 ∨6)=6 (K) for example 53, we can get the following knowledge: 

“Ca=1 → C=1”                        with α =4/6; 
“Ca=1 → C=0 ”                       with α =2/6; 
“Ca=1 ∧  Na=2→ C=0 ”         with α =1; 
“Ca=1 ∧  K=0→ C=0 ”           with α =1; 
 “Na=2” (see example 49) and “K=0” (example 53) are the factors that 
negate the rule “Ca=1 → C=1” with α =4/6. 

6   Coronary Heart Disease Data Experiments 

We have gotten 441 coronary heart disease cases from Beijing, and among all the 441 
cases there are 161 ones who suffer from heart failure with 638 records in the course 
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of being in hospital. Among all the 638 records we get the following rules: 

(1) Heart failure=true → Breath sounds in lungs = gruff (not sharp) with 192/638 
and souffles in hearts =true with only 4/192; 

(2) Heart failure=true → Breath sounds in lungs = decrease in soundness with 
205/638 and souffles in hearts =true with 111/192; 

7   Conclusions and Discussions  

1) Three experimental results show that using the two algorithms can get the same 
results. 

2) Since algorithm 1 contains the step of attribute reduction and the computational 
complexity of attribute reduction is NP hard, the computational complexity of algo-
rithm 1 is NP hard too, whereas algorithm 2 does not need the step of attribute reduc-
tion, especially the amount of selected examples for building a decernibility matrix 
will be very small even there are only several ones. So the computational complexity 
of algorithm 2 is largely less than the one of algorithm 1. 

3) The factors that negate a typical dependency embody the correlation between 
two rules, i.e., the factors negate a rule (dependency) whereas support another rule 
(dependency). This kind of knowledge differs from the exceptional rules, since the 
factors can give us the information of two rules, which is a kind of comparative 
knowledge, whereas the exceptional rule can only give us the information of one rule. 

4) ANN, SVM, etc models can be viewed as “population based” as a single model 
is formed for the entire population (test data set), while the rough set approach fol-
lows an “individual (data object) based” paradigm. The “population based” tools 
determine features that are common to a population (training data set). The models 
(rules) created by rough set are explicit and easily understood. So for inducing easily 
understood knowledge, the rough set theory has an advantage over the black-box 
based machine learning methods such as ANN, SVM etc. 

5) This kind of knowledge give us the knowledge that how a typical pattern change 
to the exceptional pattern.  

6) The idea of decernibility matrix can be used to not only the whole data set but 
also the partial data. The current use of the decernibility matrix need whole data set, 
i.e., whether a part of data of the whole data set can be selected to be applied to the 
decernibility matrix for inducing particular knowledge has not been offered up to 
now. 
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Abstract. Identification of the footwear traces from crime scenes is an
important yet largely forgotten aspect of forensic intelligence and evi-
dence. We present initial results from a developing automatic footwear
classification system. The underlying methodology is based on large num-
bers of localized features located using MSER feature detectors. These
features are transformed into robust SIFT or GLOH descriptors with
the ranked correspondence between footwear patterns obtained through
the use of constrained spectral correspondence methods. For a reference
dataset of 368 different footwear patterns, we obtain a first rank perfor-
mance of 85% for full impressions and 84% for partial impressions.

1 Introduction

Recent changes of UK police powers allows for collected footwear marks and
evidence to be treated in the same way as fingerprint and DNA evidence. This
generally untapped forensic source can be used to identify linked crime scenes,
can link suspects in custody to other crime scenes and can sometimes provide
strong courtroom evidence. Footwear evidence is quite common at crime scenes,
frequently more so than finger prints [1], and of which approximately 30% is
usable for forensic purposes [2]. In the UK the recovery rate of footwear evidence
from crime scenes is expected to increase greatly from the current average of
15%. Changes in police procedures are expected to expand the current work load
and there is need for practical systems to allow effective matching of footwear
patterns to national databases. The provision of the underpinning technology is
the focus of this study.

Automatic matching of footwear patterns has been little explored in the liter-
ature. Early works [4,5,2,7,6] have employed semi-automatic methods of manu-
ally annotated footwear print descriptions using a codebook of shape and pattern
primitives, for example, wavy patterns, geometric shapes and logos. Searching
for an example print then requires its encoding in a similar manner as that used
for the reference database. This process is laborious and can be the source of
poor performance as similar patterns may be inconsistently encoded by different
users. One automated approach proposed in [3] employs shapes automatically
generated from footwear prints using various image morphology operators. The
spatial positioning and frequencies of these shapes are used for classification
with a neural network. The authors did not report any performance statistics
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for their system. Work in [8, 9] makes use of fractals to represent the footwear
prints and a mean square noise error method is used for classification. They
report a 88% success in classifying 145 full-print images with no spatial or ro-
tational variations. More recently in [10], Fourier Transforms (FT) are used for
the classification of full and partial prints of varying quality. The FT provides
invariance to translation and rotation effects and encodes spatial frequency in-
formation. They report first rank classification results of 65% and 87% for rank 5
on full-prints. For partial prints, a best performance of 55% and 78% is achieved
for first and fifth ranks respectively. Their approach is promising and shows
the importance of encoding local information. Although the footwear prints are
processed globally they are encoded in terms of the local information evident in
the print. Finally in [11] pattern edge information is employed for classification.
After image de-noising and smoothing operations, extracted edge directions are
grouped into a quantized set of 72 bins at 5 degree intervals. This generates an
edge direction histogram for each pattern which after applying a Discrete FT
provides a description with scale, translational and rotational invariance. On a
dataset of 512 full-print patterns which were randomly noised (20%), randomly
rotated and scaled they achieve rank 20 classification of 85%, 87.5%, and 99.6%
for each variation group. Their approach deals well with these variations and a
larger dataset, however their query examples originate from the learning set and
no performance statistics are provided for partial prints.

2 Approach

From discussion with police forces, two main aspects of footwear processing
have been identified. The first regards the automatic acquisition, categoriza-
tion/encoding and storage of footwear patterns at police custody suites. The
second is the identification and verification of scene evidence with stored refer-
ence samples or with other scene evidence.

Our work has initially approached the task of footwear categorization and
encoding. In this case footwear patterns of good quality can easily be obtained
and digitized either from scanning prints from specialist paper or by directly
scanning or imaging. The former is a good representation and is similar to ones
obtained from a scene. The direct scan or image can however contain more
information but is slow and suitable equipment is not always easily available.

2.1 Local Feature Detection and Description

Research on covariant region detectors and their descriptors is now well ad-
vanced and have been used extensively as building blocks in general recognition
systems. Based on recent research [12,13] it is possible to select a number of affine
invariant feature extractors suitable for footwear patterns. From these studies
the Harris-Affine (HA) corner detector and Maximally Stable Extremal Region
(MSER) detector are identified as being robust and having a high repeatability
under varied conditions such as affine transformations and image degradations
(lighting, blurring, etc.).
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Fig. 1. Pair of footwear prints and some of their detected MSER features

The MSER detector (a watershed-based segmentation algorithm) performs
well on images containing homogeneous regions with distinctive boundaries.
Near-binary images of footwear patterns exhibit this set of characteristics. The
HA detector provides a higher number of affine stable regions centered on corner
features. These features sets are complementary as they have different proper-
ties and their overlap is usually small if not empty. Additionally their abundance
is useful in matching images with occlusion and clutter. The HA detector can
be used for footwear verification as its properties are well suited to corner-like
features such as small cuts and grooves which are abundantly found in footwear
patterns and can be the ’unique’ features need to provide courtroom evidence. As
a first step however, for footwear pattern matching and classification the MSER
detector is employed as it is better suited for discriminating general patterns or
shapes of footwear marks into classes.

Onceanumber of features havebeen founda suitable featuredescriptor is needed
to code the appearance or properties of the local features. In [14] the performance
of a number of feature descriptors was evaluated using the above feature detectors
and others. In most of the tests performed, the Gradient Location and Orientation
Histogram (GLOH) descriptor provided the best results, closely followed by
the Scale Invariant Feature Transform (SIFT) descriptor. The SIFT descriptor,
computed for a normalized image patch, is a 3D gradient location and orientation
histogram constructed using 8 quantized orientations and a 4 × 4 patch location
grid. The resulting descriptor is of dimension 128. The GLOH is an extension of
the SIFT descriptor designed to increase robustness and distinctiveness using a
log-polar location grid with 3 bins in radial direction and 8 in angular direction.
The gradient orientations are quantized into 16 bins. This gives a 272 bin histogram
which is reduced in size using PCA to 128 dimensions.

2.2 Feature Matching

A combination of the above studies suggests that good matching performance is
possible using MSER features encoded with SIFT or GLOH descriptors. Given
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images of footwear patterns, then verifying their similarity can be achieved by
finding their matching features (Fig. 1). The similarity of features can be de-
termined using a suitable metric. In our case a Gaussian weighted similarity
metric has been used as this allows a similarity threshold to be easily set. How-
ever, matching on descriptors alone is not sufficient as some features may be
mismatched or a many-to-many mapping of features may occur. Furthermore,
different footwear patterns may contain very similar features and so further
steps are required to disambiguate matches. These steps depend on the applica-
tion, but generally use methods of geometric filtering based on the local spatial
arrangement of the regions.

2.3 Spectral Correspondence Matching with Constraint Kernels

The problem of finding feature correspondence between two or more images
is well known and is of crucial importance for many image analysis tasks. A
number of techniques can be used to tackle this problem and can be broadly
categorized into three groups based on their application and approach. These
are Point Pattern Matching, Graphical Models and Spectral Methods.

Point Pattern Matching attempts to decide whether a pattern or spatial
arrangement of points appears in an image. This involves the matching of isome-
tries where a mapping is sought which transforms the query pattern onto a
gallery pattern. Graphical Models also find mappings of graph structures and
are based in representations of factored joint probability distributions. Both ap-
proaches and early Spectral Methods have been successful in graph matching
problems. However they lack the ability to incorporate additional properties of
the points being matched.

A simple and direct approach of associating features of two arbitrary patterns
was proposed by Scott and Longuet-Higgins [16]. Applying singular value decom-
position (SVD) to a suitable proximity matrix of feature locations it is possible
to find good correspondences. This result stems from the properties of the SVD
to satisfy exclusion (one-to-one mappings) and proximity principles [17]. One of
the limitations of such spectral methods is their particular susceptibility to the
effect of size differences between point samples and structural errors. To improve
performance Pilu [15] included a feature similarity constraint based on the local
gray patches around any feature point.

Similarly a number of feature similarity constraints are used in this work. As
a first step a basic feature similarity constraint is enforced. Assume that two
pattern images IA, IB are given along with their set of feature descriptors FA

and FB. By employing a Gaussian function,

K(i, j) = e
−‖Fi−Fj‖2

2σ2 (1)

between every pairing of the features in each image a Gaussian feature similarity
matrix GF

ij can be formed. Multiplying GF with the Gaussian proximity matrix
GD (based on the coordinate positions of features) results in a similar formulation
to that used in [15]. Applying the SVD based algorithm of [16] at this point gives
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Fig. 2. An example of a matched partial to its reference image. Corresponding coloured
ellipses indicate matched features with corresponding neighbourhoods.

a high proportion matching of features. However, as the number of features can
be high, strong correspondences cannot be found.

To enhance the performance of the algorithm, locality and neighbourhood
constraint kernels are also applied. This allows the SVD algorithm to consider
features which are strongly matched in terms of their neighbours. The neigh-
bourhood constraint kernel GN enforces features matches whose neighbouring
features are also similar. Constructing GN is straight forward since GF has
already been obtained. All that is required is to construct an index list hi of
suitable neighbours for every feature i. Using feature coordinates the nearest N
surrounding features are selected as neighbours. GN can now be constructed as
follows:

GN
ij =

1
N

N∑

p,q=1

GF
hi

p,hj
q
. (2)

The locality constraint kernel enforces feature pairings whose neighbouring fea-
tures are similarly positioned around the central feature. This positioning is
defined in terms of the angle between neighbours relative to the nearest neigh-
bour. For each feature i the angle to its first nearest neighbour is found and the
remaining neighbours angles,θ, are recorded relative to the first. The locality
constraint kernel is then constructed as follows:

GL
ij =

1
N − 2

N−2∑

p=1

e
‖θi

p−θ
j
p‖2

2σ2 . (3)

With a suitable selection of σ’s for GD, GF and GL based on the maximum fea-
ture distance, similarity and neighbour angle deviations a final constrain matrix
is obtained as follows:

Gij = 4

√
GD

ij × GF
ij × GN

ij × GL
ij , (4)

for i, j = 1 . . . |FB|, |FB|. After using G in the algorithm proposed in [16] and
obtain pairings {i, j} the matched pairs are further thresholded by keeping only
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Fig. 3. Rank Recognition Performance of matching with full and partial prints

those who’s Gi,j > e−1. This is a convenient threshold provided reasonable values
of σ have been set for the constraint kernels. An example of a partial match using
the above approach is shown in Fig. 2.

3 Experiments

A subset of 368 different footwear patterns from the Forensic Science Service
database is used [18]. Each pattern class consists of two images, a reference set
image containing a whole left and right print and a test set image of either a
complete left or right print. The test set print is a different print of varying qual-
ity of the same class as that in its corresponding reference image. In order to test
on partial prints two additional test sets were produced from the approximate
division of the test images into sole and heel sections.

Testing proceeds by applying the above approach for every pairing of reference
and test image. The output of each matching attempt returns a list of paired
features along with their individual match score Gij , where i and j are feature
indexes of the test and reference images. A total match score is taken as the sum
of the feature match scores. A best match is that having the highest aggregate
score. The value of 2σ2 is set at 0.3 for the feature similarity constraint and 5
for the locality constraint and the number of neighbours N is set to 5.

4 Results

Performance was measured on the observed reference images, in terms of the
highest aggregate score, before the correct match was found. Figure 3 shows the
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Table 1. Comparison of proposed algorithm with proposed approach of Chazal et
al. [10]

Approach Number of % Seen images Full-print Partial-prints
unique patterns (Rank) Toe-Mid Heel

Chazal et al. [10] 140 0.7 (1) 65 55 41
140 5 (7) 87 78 66
140 20 (28) 95 89 86

Proposed Method 368 0.3 (1) 85 84 80
Sec. 2 368 1.6 (6) 88 87 83

368 5.4 (20) 90 90 85

correct recognition rate (CRR) for full and partial prints. It can be seen that a
good matching performance is achieved, starting at 85% for first rank on full-
prints and rising to 91% for the best 6 matches. The performance of our approach
is strong even for partial prints. For example, when matching ’Half Top’ partial
prints our system returns a rank ’1’ CRR of 84% rising to 90% at rank ’6’.

5 Discussion and Conclusions

Our programme of work to develop robust footwear recognition systems will be
expanded to much larger reference databases: the current national database con-
tains over 13,000 footwear patterns. Nevertheless, we are greatly encouraged by
these initial results, as good performance is possible using only a direct pattern
matching approach with no explicit model of outsole appearance. It is difficult to
compare different published approaches as different datasets and testing proce-
dures are used. However, we attempt a comparison with the recent work reported
in [10]. Table 1 shows this comparison based on similar rank numbers, while the
best results of [10] are plotted in Fig. 3. Bearing in mind that the number of
different patterns used in our study is over twice that used in [10], a marked in-
crease in performance was achieved. This is especially true in the early ranking
figures where we report a 90% CRR from viewing only 5% of the database.

The foundations of our proposed automated footwear classification system
are based on local shape and pattern structure. The selected feature and pat-
tern descriptors are affine invariant and so can cope with relative translations
and rotations. The abundance and localized nature of these features permit good
recognition performance for partial impressions. Our on-going work will also ex-
plore the ability to match footwear marks retrieved from crime scenes to specified
shoes recovered from suspects.
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Abstract. The uncertain regions are modeled by broad boundary regions, while 
the description and reasoning of combined spatial relations between them are still 
unresolved problems. So far, the research about describing spatial relations 
mainly focuses on single-kind of spatial relation between simple and certain 
objects, rather than the combination of multi-kinds of spatial relations between 
uncertain regions. In addition, the uncertainty of formalizing combined spatial 
relations between uncertain regions is still a puzzle problem. Based on this point, 
the rough set theory is introduced into describing combined spatial relations 
between broad boundary regions. First, topological relations, exterior direction 
relations and detailed direction relations are approximated by a lower and an 
upper rough set, respectively, and then the difference set between the two sets 
indicates the uncertainty of spatial relations. Finally, the combination of the 
topological and direction relations between broad boundary regions is used to 
describe combined spatial relations.  

Keywords: Broad boundary region, direction relation, topological relation. 

1   Introduction 

The description of spatial relations between uncertain regions attracts much attention 
of many researchers in the field of spatial relations. Uncertain regions are derived 
from the position uncertainty of crisp regions and vague of fuzzy objects, and usually 
approximated by broad boundary regions. For an area object defined clearly, the 
position uncertainty or attribute uncertainty makes the boundary of a region be not a 
geometry line any more, but a broad boundary, i.e., broad boundary region. The 
important aspects for describing, combining and deriving spatial relations between 
broad boundary regions are the partition of topology and direction. Therefore, these 
partitions must handle with the uncertainty led by the broad boundary. Clementini et 
al. used the extended 9-intersection to deal with topological relations between broad 
boundary regions in [1], [2]. However, this extended model does not describe the 
uncertainty of topological relations in a straightforward way. Du et al. [3] introduced 
the rough set theory [4] into the formalization of direction relations between broad 
boundary regions. The rough set approximated the uncertain region, direction 
relations and their reasoning by an upper and a lower set, and the difference between 
the two sets represents the uncertainty of regions, direction relations and the reasoning 
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results, respectively, but the combined spatial relations are still not involved. 
Although the qualitative model for combining topological and direction relations 
improves the power to discern spatial relations, and is helpful to describe and derive 
spatial relations, the combined methods still only handle with spatial relations 
between simple and certain regions, not between broad boundary regions. Especially, 
they cannot process the uncertainty of spatial relations. Accordingly, the methods for 
describing combined spatial relations between broad boundary regions and their 
uncertainties need to be investigated further. 

Aiming at the shortcomings abovementioned, the rough set is introduced to 
describe combined spatial relations between broad boundary regions and relations 
between broad boundary regions and certain regions. Firstly, the exterior and detailed 
direction relations between broad boundary regions are approximated by two rough 
sets: the upper and lower. Meanwhile, the topological relations are also approximated 
by the two rough sets. The notable difference between our method and the extended 
9-intersection is that our model handles directly with the uncertainty of topological 
relations between broad boundary regions by combining the eight basic topological 
relations between simple and certain regions, while the extended model describes the 
uncertainty indirectly by increasing the number of basic topological relations [1]. This 
is an important advancement because the more the number of the topological relations 
is, the harder the understanding of them is, the more complex the combination of 
topological and direction relations is. Finally, rough sets of direction and topological 
relations between broad boundary regions, and relations between broad boundary 
regions and certain regions are combined to improve ability of distinguishing spatial 
relations. The uncertainty of direction relations, topological relations, combined 
spatial relations and their reasoning results are represented by the differences between 
the corresponding upper and lower rough set, respectively. 

2   The Existing Qualitative Model for Spatial Relations 

2.1   Topological Relations 

Topological relations between simple and certain regions are modeled by the 

9-intersection [4]. A certain region can be divided into three subsets: interior ( A ), 

boundary ( A∂ ) and exterior ( −A ). Accordingly, the topological relations between two 
certain regions, A and B, can be determined by a 3×3 matrix constructed by the nine 
intersections of the three subsets of A and those of B. Because the intersection has two 
states: empty (0) and non-empty (1), the 9-intersection can determine 512 relations at 
most in theory. Nevertheless, there are only eight meaningful topological relations 
between two certain regions since other relations are meaningless. 

Because the 9-intersection can not discern the topological relations between broad 
boundary regions, Clementini et al. extended the 9-intersection by replacing the 
boundary with the broad boundary, while kept the interior and exterior unchanged. 
The extended 9-intersection can discern 44 topological relations between simple 
broad boundary regions [1], and 12 ones between complex uncertain regions [2]. The 
extended model uses the qualitative method to represent the uncertainty of topological 
relations between broad boundary regions. In addition, this uncertainty is represented 
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by increasing the number of topological relations, but which relations are uncertain 
and which are certain are not pointed out. 

2.2   Direction Relations 

At present, there are many models for direction relations, such as direction relation 
matrix [6], the cone-based [7], the projection-based [8] and 2D-String [9], etc. All of 
these models compute the direction relations by approximate shapes of the target and 
the reference object, not by their real shapes. For example, the cone-based method uses 
points to approximate the reference and target object, so it can not consider the size and 
shape of objects; 2D-String model does not represent direction relations directly, the 
derivation is needed to obtain direction information from the symbol stings; 
direction-relation matrix computes the direction relations by replacing the reference 
objects with its Minimum Bounding Rectangle (MBR) and the real shape of the target 
object. Comparing with other models, direction relation matrix is more accurate to 
describe direction relations between certain regions.  

Although direction-relation matrix is more powerful than other models, as it still 
uses the MBR of a reference object to compute direction relations, provided that the 
MBRs of any two reference objects are identical, no matter how different their shapes, 
the directions partitioned around the two reference objects are same. On the other 
hand, direction-relation matrix only handles with the direction information outside the 
MBR, while not describes some direction concepts people often used, such as “east 
part of a region”, “west part of a region” and “east boundary of a region”, etc. The 
common characteristics of these concepts are that all of them are inside the MBR. 
Accordingly, the space extents of those directions are inside the MBR of a reference 
object, but the direction-relation matrix only regards them as “same direction”, not 
considers their differences. 

 

Fig. 1. Detailed direction relations model: (a) interior direction relations; (b) boundary direction 
relations; (c) ring direction relations 

In order to overcome the shortcomings of direction relation matrix abovementioned, 
Du et al. suggested a detailed direction relations model to describe the direction 
information inside the MBR of a reference object [10]. Detailed direction relations 
model is composed of interior, boundary and ring direction relations. The interior of a 
reference region is partitioned into nine directions at most, such as EP, WP, SP, NP, 
NEP, NWP, SEP, SWP and CP. The interior direction EP means east part of a region. 
Other interior directions have similar meanings. The boundary of a reference region is 



732 S. Du et al. 

 

divided into nine components at most, such as EL, WL, SL, NL, NEL, NWL, SEL, SWL 
and CL. The boundary direction EL means east boundary of a region, so do other 
boundary directions. The ring, the difference between the MBR and the reference 
region, is also divided into nine parts at most, such as ER, WR, SR, NR, NER, NWR, 
SER, SWR and CR. The ring directions have not real meanings, but they have 
important effects on discerning the shape of a reference region. The detailed 
information about interior, boundary and exterior directions is explained in [10], [11]. 

It is worth while to point out that the detailed direction relations and the existing 
direction relations are different. Therefore, the existing direction relations described 
by direction relations matrix are called exterior direction relations. Although both the 
exterior and detailed atomic directions are concepts people often used, they have 
different meanings and spatial extent, so they are different atomic directions. These 
atomic directions complement each other, and their combinations can simulate natural 
languages about spatial relations more powerfully than only exterior or direction 
relations can do. 

3   Rough Description of Combined Spatial Relations Between 
Broad Boundary Regions 

3.1   Broad Boundary Regions 

The broad boundary not only describes the vague of fuzzy objects, but also the position 
uncertainty of certain objects. The vague of fuzzy objects is indicated by the 
membership degree of each element. Therefore, if a fuzzy object is regarded as a fuzzy 
set, the broad boundary region can be constructed by the α-cut set of the fuzzy set. The 
position uncertainty of certain regions refers to the position difference between the 
stored objects in GIS and their real positions, which is modeled by error band models, 
such as epsilon band, error band and general error model, etc. If the error band is 
approximated by broad boundary, then the position uncertainty of a certain region can 
also be represented as a broad boundary. In a word, the broad boundary can represent 
the uncertainty of an uncertain region. 

 

Fig. 2. Broad boundary region 

The rough set approximates a set by two rough sets: an upper and a lower. 
Accordingly, the broad boundary region can also approximated by two rough sets. As 
illustrated in Fig. 2, the interior of a broad boundary region A is represented as a 
lower set RA , the union of the broad boundary and the lower is denoted by a upper set 

RA , so the difference between the upper and lower is the broad boundary 
RARAA −=Δ , which indicates the uncertainty. 

RA

AΔ
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3.2   The Uncertainty of Combined Spatial Relations Between Broad Boundary 
Regions 

The extended 9-intersection in [1] can determine 56 topological relations between two 
broad boundary regions, but it can not tell which relations are uncertain and which ones 
are certain. Making the difference between uncertain and certain relations is important 
for recognizing uncertainty of relations. Because broad boundary regions can be 
approximated by two approximate rough sets, the spatial relations related to broad 
boundary regions can also be represented as an upper and a lower rough set ( αR  and 

αR ). The lower set of spatial relations is computed by the lower sets of broad boundary 

regions, while the upper set is computed by the upper sets of broad boundary regions. 
The possibilities of relations in lower set are larger than the ones of elements that is in 
the upper set and not in the lower set, so the difference between the upper and the lower 
set indicates the uncertainty of spatial relations. The accuracy of rough spatial relations 
is measured by ( ) ααα RRRR /= , where αR  means computing the number of 

elements in αR . The roughness is defined as ( ) ( )RR RR αρ −= 1 . It is clearly that the 

larger the accuracy is, the smaller the roughness is. When the two sets αR  and 
αR  are 

equal, the accuracy is 1, while the roughness is 0, which indicates the uncertainty of 
spatial relations is low. 

Rough method represents the combined spatial relations as two rough sets composed 
of simple and basic spatial relations determined by existing models; therefore the 
process of combined spatial relations will be simpler than other methods. The combined 
spatial relations related to broad boundary regions can fall into three categories: relations 
between certain regions and broad boundary regions, relations between broad boundary 
regions and certain regions and relations between broad boundary regions. 

3.3   The Rough Description of Combined Spatial Relations Between Certain 
Regions and Broad Boundary Regions 

The rough description of combined spatial relations between certain regions and broad 
boundary regions is the combination of topological and direction relations between 
them. The certain region is regarded as the reference object, while the broad boundary 
region as the target object (Fig. 3). Since the broad boundary region is the target object, 
it can not influence the partition of direction relations. That is, the spatial extent of 
direction is certain, while the directions which the broad boundary region falls inside 
are uncertain because the broad boundary does not belong to a region completely.  

Let the reference object be the certain region A, the target object be the broad 
boundary region B

~  approximated by the lower and the upper set RB  and RB , then 

the lower set of topological relations between A and B
~  can be defined as }{ BAAB TT = , 

and the upper set },{
BABAAB TTT = , where 

BAT  represents the topological relation 

between two certain region A and RB  determined by the 9-intersection; 
BA

T  means 

the relation between A and RB . The upper and lower set of exterior direction relations 
can be defined as }{ BAAB OO =  and },{

BABAAB OOO = , respectively, where 
BAO  represents 

the exterior direction relations between A and RB  computed by direction relation 
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matrix. In the same way, we can obtain the rough sets of the interior, boundary and 
exterior direction relations. Accordingly, the combination of exterior and detailed 
direction relations is approximated by two corresponding rough sets: the lower =ABD  

),,,( ABABABAB PLRO  and the upper =ABD ),,,( ABABABAB PLRO , where 
ABR , 

ABL  and 

ABP  are the lower set composed of interior, boundary and ring directions, 
respectively, decided by the detailed direction relations model discussed in section 
2.2. Based on the upper and lower rough set of spatial relations, the uncertainty of 
combined spatial relations is indicated by the difference between the upper and lower 
rough set. Like the broad boundary representing the uncertainty of uncertain regions, 
the difference of two rough set of combined spatial relations also represents the 
uncertainty of spatial relations, denoted as 

ABDΔ  and 
ABTΔ  for combined direction 

relations and topological relations, respectively. 

 

 

Fig. 3. Rough description of combined spatial relations between certain regions and broad 
boundary regions 

For example, for the geometry graphics of column 4 and row 1 in Fig. 3, =ABD  

{ }{ }∅∅∅ ,,,N , =ABD { }{ { } { } { }}SEPEPNEPNELNERECNEN ,,,,,,,, , the difference, the 

boundary 
ABDΔ  of combined direction relations, is { } { }{ ,,,, NERECNE  

{ } { }}SEPEPNEPNEL ,,, ; =ABT {disjoint}, =ABT {disjoint, overlap}, the boundary 

ABTΔ  of topological relations is {overlap}. This means that the possibility of the 
topological relation disjoint between the geometry graphics is larger than that of the 
relation overlap. In the same way, for the geometry graphics in column 4 and row 2 in 
Fig. 3, { } { } { }{ { }}EPNEPNELNERONDAB ,,,,,= , =ABD { }{ { } { },,,,,, NELNERECNEN  

{ }}SEPEPNEP ,, , =Δ ABD { ,, ∅∅ { }}SEP ; =ABT {disjoint}, =ABT {disjoint}, 

=Δ ABT ∅ . For the former example, the roughness, i.e., uncertain degree of 
topological relations is 0.5, while for the latter, the uncertain degree is 0. 

3.4   The Rough Description of Combined Spatial Relations Between Broad 
Boundary Regions and Certain Objects 

Because the broad boundary region is reference object, the broad boundary can 
influence spatial extent of detailed and exterior directions, thus results in the 
uncertainty of spatial extent of directions. 
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Let the reference object be broad boundary region A
~  approximated by two sets: 

the lower RA  and the upper RA , while the target object be certain object B, then 

the lower set 
ABT  of topological relations between A

~  and B is defined as 

}{ BAAB TT = , the upper one },{
BABAAB TTT = , where 

BAT  and 
BA

T  mean the topological 

relations between RA  and B, and that between RA  and B, respectively; the lower 

set 
ABO  of exterior direction relations is defined as }{ BAAB OO = , and the 

upper =ABO  },{
BABA OO , where 

BAO  and 
BA

O  represent the exterior direction 

relation between RA  and B and that between RA  and B computed by direction 

relation matrix, respectively. In the same way, we can obtain the rough set of the 
interior, boundary and exterior direction relations. Accordingly, the combination of 
exterior and detailed direction relations is also approximated by corresponding two 
rough sets: the lower ),,,( ABABABABAB PLROD =  and the upper =ABD  

),,,( ABABABAB PLRO . 

Fig. 4. Rough description of combined spatial relations between broad boundary regions and 
certain regions 

For example, for the geometry graphics of column 1 and row 2 in Fig. 4, =ABD  

{ } { }{ { }}∅∅,,,, NERCN , { } { } { } { }{ }NEPNELNERCNDAB ,,,,= , so { ,, ∅∅=Δ ABD  

{ } { }}NEPNEL , ; =ABT {disjoint}, =ABT {disjoint, overlap}, =Δ ABT {overlap}. Like 

the combined spatial relations between certain regions and broad boundary regions, 
the boundary of topological and direction relations manifests the uncertainty of 
topology and direction led by broad boundary regions. 

3.5   The Rough Description of Combined Spatial Relations Between Broad 
Boundary Regions 

In the combined spatial relations between broad boundary regions, both the reference 
and the target object are broad boundary regions, so both the spatial extent of directions 
and the directions that the target object fall insides are uncertain.  
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Fig. 5. Rough description of combined spatial relations between broad boundary regions 

Let the reference and the target object be broad boundary region A
~  and B

~ , 
respectively, and RA , RA , RB  and RB  are their corresponding lower and upper 

rough set, then for topological relations, the lower rough set ABT }{ BAT= , and the 

upper },,,{
BABABABAAB TTTTT = ; for exterior direction relations, the lower }{ BAAB OO = , 

the upper },{
BABABAAB OOOO = ; for ring, boundary and interior direction relations, the 

lower }{
BAAB RR = , }{ BAAB LL =  and }{ BAAB PP = , the upper }{

BA
AB RR = , }{

BA
AB LL

∂
=  

and }{
BA

AB PP = . 

For example, for the geometry graphics of column2 and row 2 in Fig. 5, 
{ } { }{ ,,, NERCND AB = { }}∅∅, , and { } { } { } { }{ }NEPNELNERCNDAB ,,,,= , so the 

boundary of direction relations { } { }{ }NEPNELDAB ,,, ∅∅=Δ ; =ABT {disjoint}, 

=ABT {disjoint, overlap}, =Δ ABT  {overlap}. 

4   Conclusions 

The rough description of combined spatial relations can deal with the uncertainty led by 
broad boundary regions, especially this method transforms the complex combination of 
topological and direction relations between broad boundary regions into the 
combination of simple topological and direction relations between simple and certain 
objects, so does the reasoning of complex combined spatial relations. The method uses 
the basic spatial relations accepted comprehensively by people to represent the spatial 
relations between broad boundary regions, and directly measures the uncertainty of the 
topological and direction relations by the differences between the upper and lower 
rough set, not by increasing the number of basic topological relations used in the 
extended 9-intersection. The rough description and reasoning of combined spatial 
relations between broad boundary regions can be applied in querying, analyzing and 
matching uncertain spatial data. 
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Abstract. The vision system of human beings is very sensitive to lines. Sketches
composed of line drawings provide a useful representation for image structures,
which can be used for recognition and which is capable of serving as intermedi-
ate data structures of images for further analysis. However, traditional schemes
tackling the line detection problem for sketch generation are stuck to one of the
two problems: lack of global supervision for line detection over an image or con-
finement of hard global constraints on the configuration of detected lines. In this
paper, we propose an active sketch model for finding primary structures in the
form of line drawings, overcoming shortcomings of the traditional schemes by
combining local line finding techniques with supervision of a global saliency
measure while imposing no global constraint on the configuration of the line
drawings. Test results show that our model is able to sketch out lines in an image
representing the most salient image discontinuity without imposing any shape or
topology constraint on the sketch.

1 Introduction

Studies in cognitive psychological have indicated that human beings can identify ob-
jects represented by line drawings almost as well as in full gray-level pictures [1]. Line
drawings provide a good way for presenting edge information in images, which carries
an important part of the structural information. Therefore, a sketch composed of line
drawings provides a natural way to represent the content of an image. In fact, this rep-
resentation has a wide use in many high level vision tasks: Saund uses sketches and
drawings to find perceptually closed paths [2]; Gao and Leung used a line edge map
composed of line segments for face recognition [3]; moreover, methods for generating
such a sketch can be used to detect roads and ridges in remotely sensed images [4] and
to extract image structures for recognition, retrieval, etc [5].

Generating a sketch made up of line drawings is to find the lines in an image. There
are generally two groups of approaches related to finding lines in images. One group
is based on edge detection and edge linking, following a bottom-up way to construct
lines by linking edges detected by local features [6]. These approaches are free from
improper constraints imposed on the configuration of the lines, however, they lack a
global supervision for line detection over a whole image. Extraction of lines in one part
of an image has nothing to do with extraction of lines in another part of the image.

� Corresponding author.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 738–745, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Even if preprocessing steps are added to calculate some global thresholds, effective
estimations for the thresholds are hard to be achieved before all lines are extracted.

The other group of schemes are highly global supervised and are based on certain
constraints imposed on the configuration of all potential lines, and they follow a top-
down way to locate them. These constraints vary from specific features of the lines, like
the templates used in Hough transformation [7], to the widely used boundary finding
targets, like segmentation [8], contour finding [9], etc. Some of these approaches have
achieved very good results with incorporation of their global constraints, but because of
their strong reliance on such prior knowledge, they are not widely applicable in the task
of sketch generation in which no shape or topology constraints should be imposed on the
global configuration of lines. Improper use of prior knowledge and global supervision
will hurt the performance of an algorithm badly. Fig.1 are several images that are hard
to impose the inclusive constraints used in these schemes like segmentation, contour
extraction or template fitting.

Fig. 1. Images that conventional top-down schemes have difficulty in generating sketches for

In this paper, an active sketch model is proposed to find primary structures in images.
This model differs from the approaches mentioned above in that it combines the merits
of both top-down schemes and bottom-up schemes by combining global supervision of
a saliency measure with local line finding techniques. An active sketch is a system of
straight line segments that can adjust their number and positions, seeking for a config-
uration to best represent the primary structure in the image. Local adjustments of the
positions and the number of the line segments are implemented under the supervision of
a global criterion, which evaluates how well a sketch satisfies our intuitive expectation
for it. Primary structures in images emerge as outputs of the model.

The approach of using a global criterion, while performing a supervision over the
whole sketch generation process for a desirable sketch structure, is consistent with the
general local line fitting targets- to connect together line segments and to drag the lines
to places where large image discontinuity occurs. Meanwhile, no shape or topology
constraint is imposed on the global configuration of lines in an active sketch. As a result,
the problem of over supervision that occurs to traditional global supervised schemes as
mentioned above will not occur to the active sketch model.

In the following parts of this paper, we first give a description of the active sketch
model in Section 2. Then, a genetic algorithm is involved as optimization techniques of
the active sketch model in Section 3. Section 4 provides tests to verify the effectiveness
of the model. And finally, conclusions and future work are given in Section 5.
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2 Active Sketch Model

2.1 Representation with Line Segments

A natural idea of representing line drawings on an image is to use a point set, recording
the sites the line drawings go through, like the way that is used in most line detection
approaches. However, line drawings are more than just a set of points. An expression
carrying direction information is more consistent with the spatial feature discontinuity
in images that lines represent.

In the proposed model, a sketch τ is composed of N straight line segments of a given
length l,

τ = {Li} (i = 1, 2, ..., N), (1)

Each line segment Li is determined by a coordinate and an orientation ranging from 0
to π, denoting the central location and the obliquity of Li,

Li = {xLi , yLi, θLi} (θLi ∈ [0, π)). (2)

(a) (b)

Fig. 2. (a)The neighborhood of Li and its neighbors Lj ; (b)The orientation difference between
Li and its nearest neighbor LNt

i

eI(Li) denotes the amount of edge strength represented by Li in image I , and it
is measured by the spatial feature disparity (including local information like intensity,
color, texture, etc) between image patches by the two sides of Li. Areas on image I that
have an effect on the value of eI(Li) is called the Neighborhood of Li.

In this model, the Neighborhood of Li is a round area on image I (Fig.2(a)), and Li

is positioned at the center of its Neighborhood. S1
Li

and S2
Li

are respectively half of the
Neighborhood of Li, each by one of its two sides. eI(Li) is the normalized difference
of weighted sums of the gray scale of pixels in S1

Li
and S2

Li
,

eI(Li) =
4

πl2
|γS1

Li
(Li) − γS2

Li
(Li)|, (3)

where γSt
i
(Li) is a weighted sum of the gray scale of all pixels in area St

i (t = 1, 2),
estimating the gray scale of the area represented by Li. g(p) is the gray scale of pixel
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p, and d(p, Li) is its distance to Li. Obviously, the more close p is to Li, the better p is
represented by line segment Li,

γSt
i
(Li) =

∫

pεSt
i

g(p)(1 − 4d2(p, Li)
l2

)dp. (4)

c(Li) is evaluation of continuity and smoothness of Li. Calculating c(Li) involves the
concepts of Neighbor and the Nearest Neighbor of Li: considering any line segment Lj

other than Li (i �= j), if Lj has an endpoint within a threshold distance d0 (d0 ≤ l
2 ) to

one end of Li (d < d0 as in Fig.2(a)), Lj is a Neighbor of Li; and of all Neighbors of
Li, it has two Nearest Neighbors LN1

i and LN2
i , each of which has an endpoint with the

shortest distance to one end of Li. If Li has no Neighbor at one end (no endpoint has a
distance smaller than d0 to one end of Li), LNt

i = Nil (t ∈ {1, 2}).
In this model, c(Li) is the average value of αt

Li
(t = 1, 2), which reflects the rela-

tionship between Li and its Nearest Neighbor LNt

i .

c(Li) =
α1

Li
+ α2

Li

2π
, (5)

when Li has no neighbor at one end (LNt

i = Nil (t = 1, 2)), αt
Li

has a maximal value
π, showing that this end of Li is a breakpoint of the sketch. Otherwise, αt

Li
estimates

the orientation difference of Li and LNt

i , and is obtained from Fig.2(b), resulting from
a translation of LNt

i . In the translation, LNt

i is moved to a place where an endpoint of
Li is connected to the endpoint of LNt

i that has the nearest distance to the end of Li.
αt

Li
is a supplementary angle of the angle between Li and the new position of LNt

i

(αt
Li

∈ [0, π)). Here, the larger αt
Li

is, the less smooth τ is considered at around Li.

2.2 Saliency Measure of an Active Sketch

An active sketch is aimed at adjusting the number and positions of the line segments
in it to best represent the primary structure in an image. To achieve this goal, a global
criterion is used to evaluate how well an image is represented by a sketch. Then, the task
of finding a representative sketch is equivalent to maximizing the value of the criterion.

Usually, two things are concerned in evaluating a representation: relationship be-
tween the representation and the original data, and the attributes of the representation.
Specifically, a sketch for an image is expected to fully represent information of the
image data and to be meaningful in itself - the features and the configuration of line
drawings in the sketch are supposed to be consistent with people’s prior knowledge
for them. We call the former external requirements on a sketch and the latter internal
requirements. Both should be considered when an evaluation criterion is proposed.

Concerning external requirements in this model, an active sketch is expected to rep-
resent a sufficient amount edge information in an image, meanwhile, the edge informa-
tion it represents is supposed to be the most salient part over the image. This requires
a tradeoff between the total amount of edge strength represented by the sketch and av-
erage edge strength over the sketch, which means to increase the value

∑
Li∈τ eI(Li)
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and
∑

Li∈τ eI(Li)/(Nl) at the same time. On the other hand, with internal require-
ments concerned, a meaningful sketch calls for continuous and smooth line drawings in
it, which means to minimize total c(Li) of all the line segments:

∑
Li∈τ c(Li).

Evaluation of a sketch should be consistent with the items listed above
∑

Li∈τeI(Li),∑
Li∈τ eI(Li)/(Nl) and

∑
Li∈τ c(Li). Increases of the first two items and reduction

of the last item will result in a better representation. In this model, a global evaluation
criterion is proposed by simply summing up logarithms of these items.

EI [τ ] = ln
∑

Li∈τ

eI(Li) − k1ln(Nl) − k2ln
∑

Li∈τ

c(Li) (0 < k1 < 1, k2 > 0)(6)

An active sketch that makes the best representation have a maximal value for EI [τ ].

3 Saliency Measure Optimization

In this section, a sketch with the maximal value for its saliency measure is to be found on
an image. Genetic algorithms (GAs) is one of the most widely used artificial intelligent
techniques for optimization. A GA is a stochastic searching algorithm based on the
mechanisms of natural selection and genetics, and it has been proved to be very efficient
and stable in searching for global optimal solutions. Usually, a GA creates a population
of solutions in the form of chromosomes and applies genetic operators to evolve the
solutions in order to find the best one(s).

In this model, a genetic algorithm is employed to optimize the saliency measure
EI [τ ] in (6), searching for the best subset of line segments in composing a sketch.
Details of the genetic algorithm are described as follows:

(1) Chromosome encoding: Each chromosome represents a configuration of all the
line segments on an image. In a chromosome, the parameters ({xLi , yLi , θLi}) of no
more than 100 line segments are encoded into its gene bits, each parameter encoded
with five bits ′0′/′1′. In this way, the structure and position of a sketch can be recorded
very precisely with a chromosome.

(2) Fitness function: EI [τ ] in (6) is used as the fitness function of the GA.

Fig. 3. Crossover and mutation of the chromosomes
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(3) Genetic operations: As is shown in Fig.3, the crossover operation finds out a
possible combination of two parent sketches, and generates a new sketch which is com-
posed of parts from both of the parent sketches. The mutation operation makes random
modifications to a parent sketch, adding, removing or replacing several line segments in
it, or modifying positions of some line segments of the parent sketch. The gene pool is
initialized with Ng chromosomes, each of which consists 100 line segments randomly
scattered at the places with eI(Li) > e0. Then, the evolution process is performed it-
eratively with parameters pc and pm. Roulette wheel selection is used as the selection
rule in this algorithm. Parameters used here are provided in the next section.

4 Experimental Results and Discussions

In this part, experiments are designed to test the attributes and the effectiveness of active
sketch of finding lines. In our tests, the length l of all line segments is 20, and the
distance threshold d0 which is used in the definition of Neighbor is 10. The parameters
in the saliency measure k1 = 0.7 and k2 = 0.2. According to our former tests, the
values always produce the best sketch results for natural images. The parameters used
in the genetic algorithm for optimization goes as pc = 0.9, pm = 0.1, the population
size Ng = 50, and e0 is the standard deviation of the gray level of all pixels of an
image. The optimization process is stopped after 100 generations of population where
a satisfying solution can be achieved.

In our experiments, first, we test our approach on some real images by finding their
primary structure which has a maximal value for the saliency measure EI [τ ]. Results
of our approach are compared with the results of a line fitting method [6].

These test images are all gray scale images, and they are normalized to be within the
size of 160 × 160. Fig.4 shows our test results on them. Column 1 are the original gray
scale image; column 2 are the results of the canny detector [10]; column 3 are results
of the line fitting algorithm proposed by Nevatia and Babu [6], using Kovesi’s software
(“http://www.csse.uwa.edu.au/ pk/research/matlabfns/”). Column 4 are the results of
our active sketch model. As can be seen from the resultant images, active sketch is
good at generating continuous lines, but it does not require all lines to be connected in
its results. Different from the line fitting methods of Nevatia and Babu, the output of
active sketch consists only of the most salient lines of an image, rather than including
all the edges that can be found. As a result, the model is capable of generating ”clean”
sketches for the test images, properly leaving out most of the noisy lines. Although a
few meaningful lines are missed in the outputs, active sketch is successful in presenting
most of the useful edge information with continuous and smooth lines.

Then, active sketch is applied to images (a), (b) and (c) in Fig.5 to illustrate its ability
to extract the most salient edge information - the ability of sketching out lines covering
a mild decrease of edge strength rather than a sharp decrease. Test images (a) and (b)
have a great part with the same edge strength (the worm), however, this part is sketched
out with lines in only one resultant image (d) (for (a)) but not in (e) (for (b)). These lines
in image (d) are drawn out because they cover the strongest edge strength of image (a).
But image (e) has no such lines found out as in (d) because other lines that can represent
much stronger edge strength of image (b) have already been found.
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Fig. 4. Test results on several gray scale images

(a) (b) (c)

(d) (e) (f)

Fig. 5. Extraction of the most salient edges

Another comparison can be made on test images (b) and (c), which have the same
strongest edge strength and the same faintest edge strength. But in their sketch genera-
tion results, lines that can represent the faintest edge strength in (c) are drawn out in its
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sketch (f), while the same edge strength in (b) fails to be sketched out in its sketch (e).
The results are caused by the fact that edge strength over image (c) decreases mildly
from strong to faint, while edge strength over image (b) decreases sharply, making a
cascade of edge strength. Active sketch allows for a mild edge strength decrease rather
than a sharp one under the supervision of the global criterion. This feature of active
sketch is quite reasonable, because a severe reduction in edge strength usually denotes
a transition from useful edge information to noises in an image. In test image (c) where
there is no obvious division between useful edge information and noises, all lines that
can be detected are drawn out.

5 Conclusions and Future Work

This paper has presented a novel active sketch model for finding primary structures in
images with line drawings. The model achieves a balance between two traditional line
detection approaches: the top-down schemes and the bottom-up schemes, locally find-
ing lines under supervision of a global saliency measure, which take into consideration
several intuitive expectations for a sketch, including the total amount of edge strength
represented by the sketch, the average edge strength over it and continuity and smooth-
ness features of the lines in it. Future work can be done on application of active sketch
for higher level vision tasks such as object recognition and segmentation. Meanwhile,
the saliency measure used in this model can be modified to incorporate prior knowledge
of a sketch for sketch generation with specific objectives.
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Abstract. A novel shape descriptor, chord length function (CLF) which
can be obtained by equal arc length partitions of a contour, is proposed.
The difference of two shapes is measured by the distance between their
corresponding CLF. The proposed CLF is invariant to rotation, scaling
and translation. It is robust to noise and simple to compute. Experimen-
tal results indicate that CLF is an effective shape descriptor.

1 Introduction

Shape matching is one of the most important tasks in computer vision and
pattern recognition. Shape description is key to shape matching. A good shape
description scheme is expected to possess the following properties: (1) Invariance
to rotation, scaling and translation. (2) Robustness to noise. (3) Simplicity in
computation. (4) Reflecting both global and local shape characteristics.

A widely used shape description scheme is contour function [1]. The basic idea
is to reduce a 2-D shape to a 1-D function, which is easier to handle than the
original shape [2]. The primary consideration for the contour functions include
the choice of the variable and the choice of the geometric quantity as the value
for the function to take. Two candidate variables are in frequent use: one is the
angle from a given direction (Fig. 1a), the other is the arc length from a given
starting point (Fig. 1b). Most of the existing contour functions can be classified
as function of angle or function of arc length.

Distance-versus-angle function (DAF)[1] and curvature function (CF) [3] are
two widely used contour functions. On the choice of the variable, DAF chooses
the angle from given direction as its variable. The potential drawback is that
some contours cannot be described as 1-D functions through DAF because some
angle may correspond to several different distance values (Fig. 2). Different from
DAF, CF chooses the arc length from the starting point as variable, the main
advantage is that CF always exists for any contour.

On the choice of the characterizing geometric quantity, DAF adopts the dis-
tance between the contour points and the contour’s centroid as the function
value. As the centroid is collectively determined by the whole contour, the dis-
tance from the contour points to the centroid reflects the contour shape in a
� Corresponding author.
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Fig. 1. Two candidate variables that can be chosen. (a) Angle from a given direction.
(b) Arc length from a given starting point.

Fig. 2. Multiple intersections and distances

global manner. CF, on the other hand, uses the curvature on the contour points
as the function value. Curvature describes the extent to which the contour bends.
The curvature at a point on the contour can be obtained by computing the re-
ciprocal of the radius of the osculating circle [4] (Fig. 3). As such, CF reflects
the local property of the contour and its global characterizing ability is limited.
Here, we give an example for illustrating this fact. Fig. 4 shows two shapes, their
local features (wavy lines) are very similar, if we use curvature to characterize
the contour, it will be very difficult to distinguish them. In contrast, if we use
the distance to the contour to characterize the contour, we can distinguish them
easily.

In this paper, we propose a novel contour function, chord length function
(CLF), which is obtained through partitioning a contour into arcs of the same
length. It combines the advantages of DAF and CF and overcomes their draw-
backs. That is: (1) CLF exists for arbitrary contour. (2) CLF globally reflects the
shape while the local features are also considered. (3) CLF is robust to noise and
simple to compute. The experimental results show its promising performance.

2 Chord Length Function

A contour can be denoted as a sequence of N points C = {x0, x1, . . . , xN−1},

where the next point to xN−1 is x0. Let L=
N−1∑

i=0
d(xi, xi+1) be its perimeter
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Fig. 3. The computation of the curvature on a point of a contour

Fig. 4. Two shapes with similar local features

and D = max
0≤i,j≤N−1

d(xi, xj) be its diameter, where d(.) denotes the Euclidean

distance metric. Let us start from a point xi ∈ C and follow the contour anti-
clockwise to divide it into k sections, x̂is1, ŝ1s2, . . . , ̂sk−1xi, of equal arc length
and obtain k − 1 chords xis1, xis2, . . . , xisk−1, where sj is the jth division point
and k > 1 is a pre-specified parameter. We now have k − 1 chord lengths
L

(i)
1 , L

(i)
2 , . . . , L

(i)
k−1, where L

(i)
j is the length of the chord xisj . Fig. 5 shows

an equal arc length partition of a contour at point xi into eight segments. As
the point xi moves along the contour, the chord length L

(i)
j vary accordingly,

where j = 1, . . . , k − 1. In other words, L
(i)
j are function of xi. Without loss

of generality, we specify x0 as the reference point. Then each point xi can be
uniquely identified with the length li ∈ [0, L] of arc x̂0xi. Therefore each chord
length L

(i)
j can be considered as a function of arc length li. Then we obtain a

set of chord length functions Φ = {L1, L2, . . . , Lk−1}.
It can be seen that each function in Φ is invariant to rotation and translation.

To make it invariant to scaling, we use the perimeter L and the diameter D to
normalize respectively the arc length and chord length. Then each function in Φ
will be linearly rescaled to a function from [0, 1] to [0, 1]. Chord length function
is also robust to noise. Fig. 6 gives an example to illustrate it. In Fig. 6, there are
two shapes, one is a rectangle and the other is a noised rectangle. Their chord
length functions with parameter k = 2 are compared. The result is shown in (c)
of Fig. 6. From the comparison, we can see that there is little difference between
them. So the chord length function is not sensitive to noise. Note that changing
the location of the reference point x0 by an amount t ∈ [0, 1] along the perimeter
of contour C corresponds to a horizontal shift of the function Li and it is simple
to compute the new function Li(l + t). From the definition of CLF, we can see
that k is the only parameter of the proposed method. CLF with small parameter
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Fig. 5. An example of emanating seven chords from a contour point to partition the
contour into eight equal-length arcs

Fig. 6. An example for illustrating the chord length functions’ robustness to noise. (a)
rectangle. (b) noised rectangle. (c) Comparison of their chord length functions with
parameter k=2.

k will be prone to characterize the shape’s global feature, while CLF with large
parameter k will reflect both global and local shape characteristics. Therefor, if
we expect higher accuracy in shape distinction, k will be set lager.

3 Difference Measure

We have presented a CLF description Φ = {L1, L2, . . . , Lk−1} for a contour. The
comparison of two shapes can be performed using their associated CLFs, namely,
the degree to which shape A and shape B are different can be measured by the
distance between ΦA = {L

(A)
1 , L

(A)
2 , . . . , L

(A)
k−1} and ΦB = {L

(B)
1 , L

(B)
2 , . . . , L

(B)
k−1}

using a metric for function spaces such as the LP metrics. To remove the de-
pendence of the description on the reference point, we shift the reference point
along the contour of B by an appropriate amount t ∈ [0, 1], then each function
L

(B)
i (s) in ΦB will be changed into L

(B)
i (s + t). We need to find the minimum
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Fig. 7. Images of test shapes used in literature [5]

over all such shift t to find the appropriate one. So we define the L1 distance
between A and B as

diff(A, B) = min
t∈[0,1]

[
k∑

i=1

∫ 1

0
| L

(A)
i (s) − L

(B)
i (s + t) | ds

]

. (1)

4 Experimental Results and Discussions

The performance of the proposed CLF is tested on the benchmark shapes used in
literature [5] as shown in Fig. 7. The benchmark shapes includes nine categories
and eleven instances are included in each categories to allow for variations in
form, as well as for occlusion, articulation, missing parts, etc., resulting in a
total of 99 shape instances. The size of each image in Fig. 7 ranges from 120×91
pixels to 148 × 148 pixels.

We select two widely used contour functions, distance-versus-angle function
(DAF) and curvature function (CF), for comparison. A task of shape retrieval is
conducted using DAF, CF and the proposed CLF respectively, on the benchmark
shapes. Common performance measures, precision and recall of the retrieval [6,7],
are used as the evaluation of the query result. In this evaluation scheme, each
shape in the benchmark is taken as a query to match all the other shapes. Top n
matched shapes are returned and the number of similar shapes of the same class
was counted in these returned shapes, where n equals 11 in our experiments.
The precision p and recall r are calculated as

p = c/m, r = c/n (2)
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where c is the number of the returned shapes which are in the same class as that
of the query shape, m is the number of returned shapes and n is the number
of the shapes which are in the same class (n=11 in this case). When 11 top
matched shapes are returned, the precision is the same as the recall. Since there
are 11 shapes in the same class, there is no need to report the precision for the
number of the returned shapes being greater than 11. For m = 1, 2, . . . , 11, the
average precision and recall of all the queries are calculated and a precision-recall
plot for each method are presented as shown in Fig. 8, where the parameter for
the proposed method CLF is set to k = 2, 4 and 8 respectively. The horizon-
tal axis in such a plot corresponds to the measured recall, while the vertical
axis corresponds to precision. Since precision and recall values are computed
from m = 1 to 11, where m is the number of the returned shapes, each curve
contains exactly 11 points. The top-left point of a precision/recall curve cor-
responds to the precision/recall values for the best match, i.e, m = 1, while
the bottom-right point corresponds to the precision/recall values on the case of
m = 11.

A method is better than another if it achieves better precision and recall.
From the Fig. 8, the proposed method CLF with parameter k = 4 and 8 achieves
higher precision and recall than the methods DAF and CF. Therefore we can
see that the proposed CLF with parameter k = 4 and 8 is better than DAF
and CF. It is noted that the two precision/recall curves, which correspond to
the method DAF and the proposed CLF with k = 2 respectively, intersect. This
means that DAF perform better when the the number of returned shapes m is
small (m <= 9), while the proposed CLF with k = 2 perform better when m is
larger (m > 9). Since the method achieving higher precision and recall for the
lager number of returned shapes is considered to be the better method [8], the
proposed method CLF with parameter k = 2 is also better than the method
DAF.

From the above experimental results, we can also see that, for the proposed
CLF, the larger the parameter k is, the better the retrieval performance is. This
is because with the parameter k increased, the more local information of the
shape can be obtained, in other words, the more details of the shape can be
characterized. So the shape will be described more accurately.

Invariance to rotation, scaling and translation is a basic requirement for a good
shape descriptor. For examining the invariance of CLF, the following experiments
are conducted.

For all the 99 shapes as shown in Fig. 7, we increase them in scale by 400%,
scale them down by 50% and simultaneously scale them down by 50% and rotate
them by 900. Through these geometric transformations, we obtain three new
shape sets. Then each original shape in Fig. 7 is used as a query to match all the
three new shape sets respectively. The resulting precision-recall plot are shown
in Fig. 9. From it, we can see that, using the proposed CLF, the results of
retrieving are nearly identical regardless of their scale and rotation. Therefore,
the proposed CLF is an invariant shape description method.



752 B. Wang and C. Shi

Fig. 8. The resulting precision-recall plot for distance-versus-angle function (DAF), cur-
vature function (CF) and the proposed CLF with parameter k = 2, 4 and 8 respectively

Fig. 9. The precision-recall plot for the three shape sets obtained by different geometric
transformations of the images in Fig. 7

5 Conclusion

The proposed chord length function (CLF) is a simple and effective shape de-
scription method. It is obtained using the equal arc length partitions of a contour.
The proposed CLF is invariant to rotation, scale and translation and robust to
noise. It can capture both global feature and local feature of the contour and it
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is simple to compute. The experiment results show that it performs better than
two widely used descriptors.
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Abstract. The use of high spectral resolution measurements to obtain a retrieval
of certain physical properties related with the radiative transfer of energy leads
a priori to a better accuracy. But this improvement in accuracy is not easy to
achieve due to the great amount of data which makes difficult any treatment over
it and it’s redundancies. To solve this problem, a pick selection based on principal
component analysis has been adopted in order to make the mandatory feature
selection over the different channels. In this paper, the capability to retrieve the
temperature profile in a combustion environment using neural networks jointly
with this spectral high resolution feature selection method is studied.

1 Introduction

Progress in optoelectronic technologies during last decade has led to the fabrication
of new sensors to measure the radiated energy focused on new measurement concept
based on high spectral resolution measurements. High resolution measurements leads a
priori to better accuracy in retrieval of physical properties in radiative transfer of energy
(RTE) problems. However, as the number of data increases, it makes more difficult
the use of conventional data regression techniques to retrieve the physical information
involved in the problem. One problem is related with the amount of samples needed
to cover this high dimensionality space, which is so-called the curse of dimensionality.
Also, the high dimensionality increase the complexity of regression models used to
retrieve the information and consequently the number of operations to solve it. This
make impractical the use of these kind of techniques when the dimensionality is large
and encourage the use of new techniques for this kind of inverse problems.

The industrial fuel fired furnace is a context where optoelectronic technologies have
some advantages over conventional temperature monitoring devices such thermocou-
ples. These advantages are mainly three: it is not intrusive, it does not disturb the mea-
surement, and it can undergo the harsh furnace environment. In this context it is very
important to have devices that monitor and control the combustion process in order to
minimise pollutant emissions as well as to optimise energy losses. Flame temperature
appears, among others, as a very important parameter to be monitored[1][2][3][4].

The retrieval of temperature profiles from high resolution measurements of radiative
transfer of energy is related to ill-posed problems or under-constrained since we are
trying to retrieve a continuous function from a finite measurements[5].

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 754–762, 2006.
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The use of artificial neural networks as inverse model for the RTE seem to be an
alternative to retrieve the temperature profiles. One important advantage of neural net-
works is their speed. Once the neural network has been trained, the results of the in-
version method are almost instantaneous compared to regression models. Some other
advantages over classical physical-statistical techniques are the not need of good initial
conditions for the inversion model and the independence of a rapid direct model for
iterative inversion algorithms[6].

The purpose of this study is to show an approximation to retrieve the temperature
profile of combustions processes composed by CO2 and water vapor from optical spec-
troradiometric measurements. The use of artificial neural networks and the improve-
ment obtained with an specific selection of spectra channels in this kind of problems
will be tested based on the accuracy of the results obtained for the retrieval.

Two approaches are presented in this paper to validate the use of neural networks and
the improvement obtained using statistical techniques to introduce a priori knowledge in
the reducing dimensionality process. In a initial approach a multilayer perceptron neural
network has been trained using all the data belonging to a spectrum which implies a
huge number of input nodes including redundancies and possible noisy information. A
priori, as more data is included better results would be expected, but in the other hand
this high dimensionality could prevent an appropriate performance of MLP.

To prevent this disadvantages using high spectral resolution measurements a refined
approach to reduce the dimensionality is proposed. There are different ways to make a
reduction of the dimensionality: feature extraction(linear or not linear), transformation
of data (principal components analysis projections) and feature selection[7]. Because
of the importance of semantic interpretation, a feature selection is adopted instead of
methods which find a mapping between the original feature space to lower dimensional
feature space. Principal Components Analysis (PCA)[8][9], and typical methods as B2
and B4 to select a subset of original variables[10] has been tested without successful
results. Here, a feature selection with a pick peak selector is proposed which tries to
spread the selection according to a priori physical knowledge. Then a MLP is trained
with the selected channels reducing the complexity of the network and improving it’s
performance.

The the paper is organised as follows: In Sect. 2 a context description of retrieval
of temperature profiles in flames is made, describing the simulations carried out and
the obtained results. This section includes also the use of PCA and peak selection to
reduce the dimensionality of the input space for the MLP. Discussion and conclusions
are presented in Sect. 3.

2 Temperature Retrieval Using Neural Networks

Neural networks techniques can be used as an approach to solving problems of fitting
experimental data. In the context of approximation of nonlinear maps, the architecture
most widely used is the MLP. It is relatively quite straightforward to use and it has
been proven by different authors that they are universal approximators ([11], [12]), in
the sense that any continuous function may be represented by a MLP with one hidden
layer. Here the MLP is used as inverse model for the RTE.
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In previous works, neural networks have been used to invert the RTE in atmospheric
problems[13]. However, important differences can be pointed out in relation to the com-
bustion problem involved in this work. Values and variation ranges for temperature and
gas concentrations are different. Moreover, the optic path length is unknown from the
point of view of transmitter-receptor.

In this context of industrial fuel fired furnace, given a high spectral spectrum energy
measurement from a sensor (spectroradiometer) which are related to the Eq. (1), the
goal is to recover the temperature profile inside a hot gas cloud. The dependence of the
energy measured by the sensor and temperature and optical-path length of the hot gas
is expressed by the RTE

Rν = (I0)ντν(zo) +
∫ ∞

z0

Bν{T(z)}
dτν(z)

dz
dz (1)

where νi are the different channels of energy, Bν{T(z)} is the Planck function which
indicates the radiance emitted by a blackbody at temperature T and τν is the hot gas
transmission at channel ν between the sensor and the depth z. The value of τ depends
in a non-linear way of T and z; τ = −exp[KTz], where K is a constant provided by
HITRAN/HITEMP database[14].

The problem to obtain the temperature profile from such a spectrum is not straight-
forward. Energy emission at each channel depends in a non-linear way on parameters
like the spatial distribution of temperature and the gas cloud width. Moreover each
channel emission depends in a different way on these parameters.

In the next, the procedure to obtain the data sets to train MLPs is explained. After,
the results of different experimental simulations are shown. In an initial approach, the
whole spectrum variables are used as input to MLPs. The refined approach try to reduce
the input dimensionality of the network using the pick peak selector to make a feature
selection.

The performance of different approaches is measured, in one hand, in terms of mean
square error over the training and test data sets and, in other hand, in terms of average
temperature error per profile and for the hottest cell. The hottest cell is used as criterion
because its retrieval is the most difficult due to the fact that energy emitted by this cell
is absorbed by the others which behave as a mask.

2.1 Experimental Data Sets

The data set is composed of large number of synthetic emission spectra generated with
a computer code developed at University Carlos III (CASIMIR)[15] based on the well
known HITRAN/HITEMP[14] spectral database. The total number of cases simulated
are 1040 covering many possible sceneries of a typical flame combustion. Data set
generation has been performed under the following assumptions:

– Synthetic spectra will correspond to energy emission of hot gas cloud of width L.
Temperature and gas concentrations present gradients inside the cloud.

– The spectral range selected for this data set is 2110cm−1-2410cm−1. In this spectral
range, the CO2 emission band is by far the most important emission feature, being
the water emission nearly negligible. Due to this fact, only the emission associated
to the CO2 will be considered.



Spectral High Resolution Feature Selection 757

– For retrieval scheme, we have used an spatial discretization with five cells of equal
width (L/5). Each cell has an average value of temperature and gas concentration.

– The concentration profiles for carbon dioxide and water vapour will keep
unchanged for the whole data set. Numerical values for these concentrations have
been selected from typical combustion experiments.

– Four basic temperature profiles have been chosen to simulate different temperature
gradient. The step between the temperature of two consecutive synthetics flames
is ΔT = 50 K, with a variation in the hottest cell between 540 K and 1140 K.
And for each of these variations of temperature, a variation of cell’s length is done.
These variation have an step of Δw = 0.02 meters for each cell which means a
total step variation ΔW = 0.1 meters, covering a range between 0.1 and 2 meters.
These profiles have been adjusted to a spatial discretization of five cells. All the
value ranges for temperature and length have been chosen to be representative for
hot gases clouds associated to fossil fuel combustion.

– Experimental noise of spectra has not been simulated in order to extract pure fea-
tures associated with physical characteristics.

2.2 Initial Approach: Using the Whole Frequency Spectrum

In a first phase, the MLP has been designed with a number of inputs equal to the spec-
trum of energy dimensionality. Such that, each input neuron is associated with an energy
channel value. In this case the experiments have been done with 4000 dimensions (high
spectral resolution) which implies 4000 input neurons. As it has been explained in Sect.
2.1 the temperature profile to retrieve is discretized in five cells, so the output layer will
have six neurons, one for each temperature cell and another one for the total length1.
We must include the length because of both parameters, temperature and optical depth
or total length, have influence in the composition of the spectrum in agreement to the
Beer’s law.

Different architectures of MLP varying the number of hidden neurons have been
trained until to reach the minimum value in validation error, not allowing overfitting. In
Table 1, the mean square error over the trained and test data for different architectures
are shown. The table also included the mean error per profile, the mean error on the
hottest cell and standard deviation.

In any of the architectures tested the results obtained have not been good. The MLP
converges in any case without good results and there is not almost difference although
the best results are with 30 hidden neurons. Also could be seen how the train error
and the test error are quite different possibly due to the input dimension and the bad
generalization due to the ratio number of samples and high dimensionality.

2.3 Refined Approach: Feature Selection for Dimension Reduction Based on
PCA

In order to introduce a priori knowledge of the problem in the MLP learning process
and improve the results, a reduction using feature selection approach has been assumed.

1 We are assuming in the discretization that all the cells have the same length so we do not
include one per each cell.
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Table 1. Errors for the hot gas temperature retrieval using a MLP with 4000 inputs and different
architectures

Hidden neurons MSE Train MSE Test Mean error Mean error Standard Deviation
per profile (K) hottest cell (K)

10 0.00418 0.02817 21.65 19.20 16.40
20 0.00178 0.03224 21.08 19.13 14.78
30 0.00099 0.02871 18.80 17.08 13.22
60 0.00989 0.03208 25.88 21.89 17.20

This reduction try to conserve all the information of any possible scenery in a few
original variables stressing the importance of that wavelengths whose influence in the
temperature and length profile are important. To make this selection PCA analysis has
been applied. The central idea of PCA is to reduce the dimensionality of data set where
there are a large number of interrelated variables, while retaining as much as possible
of the variation present in the data set. This reduction is achieved by transforming to a
new set of variables, the principal components, which are uncorrelated, and which are
ordered so that the first few retain most of the variation present in all of the original
variables[10]. The new base is composed of a set of axes which will be orthogonal
between them and are calculated as a lineal combination of the old base.

Also a dimension reduction could be done using the projections of the original data
over this new base, but during the experiments realized the results obtained have been
always worst than with a feature selection method and consequently has been rejected.
Let C={eM

1 , . . . , eM
n } be a data set of n spectrum of dimension M variables. Let Σ be

the covariance matrix of the data set C with dimension M x M. Let V the M x M matrix
with columns equal to eigenvectors of Σ and let L be the diagonal M x M matrix with
the M associated eigenvalues (by definition Σ · V = V · L).

Table 2. Cumulated percentage of variance for spectrum data set generated

Number of PCA components Cumulated variance
1 95.15
2 98.20
3 99.04
4 99.42
5 99.58

. . . . . .
14 99.90

The selection of m specific channels from M variables where m � M, allows to
work with lower dimensionality. This m subset of variables contains virtually all the
information available in M variables. The problem then is to find the value of m, and
to decide the subset or subsets of m variables are the best. Here we want to find those
variables which best represent the internal variation of C to find out which channels
are significant (feature selection). In other cases the linear correlation between PCs
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and channels are used to interpret the physical meaning[16], or to get a first retrieval
approximation[17]. To resolve the question about how many m variables we have to
consider, we must check the number of PCs that account for most of the variation in
a spectrum ex of the data set C. This can also be interpreted as finding the effective
dimensionality of ex. If ex can be successfully described by only m PCs, then it will
often be true that M can be replaced by a subset m (or perhaps slightly more) variables,
with a relative small loss of information[10].

The results of this analysis as cumulative percentage of variance are shown in Ta-
ble 2. Between thirdteen and sixteen principal component, around the 99.9% of the
total variation it is covered and the spectrum could be reconstruct almost without error.
Furthermore we have visualized the projections of the data set for this first principal
components trying to find clusters and we have found that with five PCs we can do a
first approximation clustering (k-means) by temperature and total length. It means that
the projections in these first five PCs have information about temperature and length
scales.

The results obtained for the temperature retrieval with typical selection methods as
B2(backward selection) and B4(forward selection) were not successful. Thus, to select
a subset of variables from this first five PCs, a pick peak selector has been proposed
trying to search for the most important groups coefficients of each eigenspectrum2 in
absolute value. This pick peak selector firstly look for all the possible peaks in each
eigenspectrum. Then a threshold is established, and every peak greater than this thresh-
old will be chosen. This will allow to catch not only the most relevant information of
each eigenspectrum but the mainly second, third,. . . and carry on most important vari-
ables either.To limit the number of variables to select the threshold could be adapted to
adjust it.

From a physical point of view each of these eigenspectrums does not contain only
information about the temperature of one area of the gas, but also have information
about the temperature and the spatial distribution over the different channels. Thus, the
pick peak selector tries to get not only variables from one channel area but spread this
selection over all the eigenspectrum guiding the selection.

The first 6 eigenspectrums can be seen in Fig. 1. Each one gives specific information
about different channels. Because we are not trying to get the best reduction, a permis-
sive threshold has been assumed to avoid taking out any relevant channel. Finally the
number of channels selected have been 86 which are the inputs for the MLP. As in the
previous approach, different number of hidden neurons has been tested with these input
channels, and the results are shown in Table 3.
This refined approach improve quantitatively the results obtained using all the spectra

channels. The mean temperature error retrieval is 3.36 K and 2.81 K in the hottest area
for the best case. In the initial approach (see Table 1) the train error tends to decrease
to 0 however the test error tends to level off which implies a bad performance in the
MLP learning process. In this refined approach both errors tends to decrease together
which means that the learning and generalization processes are working well and also
the results obtained are better.

2 Eigenspectrum is the eigenvector matrix which corresponds to the Σ matrix of the spectrum
data set.



760 E. Garcı́a-Cuesta, I.M. Galván, and A.J. de Castro

Fig. 1. First 6 eigenspectrums, infrared region (2110cm−1 - 2410cm−1)

Table 3. Errors for the hot gas temperature retrieval using a MLP with 86 inputs and different
architectures

Hidden neurons MSE Train MSE Test Mean error Mean error Standard Deviation
per profile (K) hottest cell (K)

10 0.00058 0.00067 6.82 5.10 4.60
20 0.00021 0.00033 3.94 2.95 3.56
30 0.00024 0.00029 3.36 2.81 2.90
40 0.00022 0.00040 3.72 3.14 3.18

3 Discussion and Conclusions

We have presented here an efficient approach to prevent the problems related with the
use of high spectral resolution measurements jointly with neural networks for inversion
of radiative transfer equation in combustion processes.

All the samples data set of typical combustions emission gases used in this paper
has been generated with CASIMIR[15] at high spectral resolution (0.05cm−1). For this
temperature sounding the range selected has been 2110 − 2410cm−1 and the number
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of inputs with the resolution mentioned is 4000. This high number of inputs is a serious
drawback to the use of neural networks in this framework.

The spectral feature selection has been supported by the statistical technique princi-
pal component analysis which has allowed a reduction of dimensionality of factor 46,
choosing those channels specially important for temperature sounding profiles.

The results presented in Sect. 2.2 with 4000 input variables without any previous
treatment over data are not acceptable. The same results are reproduced for different
architectures of MLP without any sensible improvement. The best results obtained in
this approach have been 18.80 K mean error over the whole profile and 17.08 K on
the hottest cell with a standard deviation of 13.22 K. Reference values in literature
show that a temperature measurement with an error of 0.5–1% is considered an accu-
rate measurement in the range of 1200–2000 K. The DT025 sensor is a commercial
”intrusive” thermocouple with a maximum error of 0.5%. This sensor is considered to
be ”extremely accurate”.

The digital image system[3]also has relative errors no greater than 1% in the range
1280–1690 oC. If the results for this initial approach are compared with the intrusive
methods we can conclude that they are not acceptable since the relative medium error
of 2.2% is sensitive bigger than 1.0%. In this case the use of neural networks as inverse
model with 4000 inputs is not useful.

With the refined approach the input dimensionality space is much smaller and the
results obtained have improved significantly the previous ones. The best results have a
relative error on the hottest cell of 0.34% which are in the same magnitude that the ones
obtained with the intrusive methods mentioned above but with the advantages explained
in the introduction, as it is not intrusive and can be applied in harsh environments.

From this physical point of view these results are acceptable, and we can conclude
that neural networks techniques can be applied successfully as inverse model for this
problems with a priori treatment of the data. This previous treatment reduce the dimen-
sionality of the inputs conserving the important data and limits the grades of flexibility.
As consequence the MLP convergence is faster and better as has been showed in this
paper.

The use of high spectral feature selection jointly with neural networks can contribute
in an efficient way to retrieve the temperature profiles with some advantages over clas-
sical physical-statistical techniques as speed and generalization.
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Abstract. Ordering information is a critical task for multi-document summari-
zation(MDS) because it heavily influent the coherence of the generated sum-
mary. In this paper, we propose a hybrid model for sentence ordering in extrac-
tive multi-document summarization that combines four relations between sen-
tences - chronological relation, positional relation, topical relation and depend-
ent relation. This model regards sentence as vertex and combined relation as 
edge of a directed graph on which the approximately optimal ordering can be 
generated with PageRank analysis. Evaluation of our hybrid model shows a 
significant improvement of the ordering over strategies losing some relations 
and the results also indicate that this hybrid model is robust for articles with dif-
ferent genre. 

1   Introduction 

Automatic text summarization [1] that provides users with a condensed version of the 
original text, tries to release our reading burden, and most summarization today 
still relies on extraction of sentences from the original document [2]. In extrac-
tive summarization, a proper arrangement of these extracted sentences must 
be found if we want to generate a logical, coherent and readable summary. 
This issue is special in multi-document summarization. Sentence position in the origi-
nal document, which yields a good clue to sentence arrangement for single-document 
summarization, is not enough for multi-document summarization because we must 
consider inter-document ordering at the same time [3]. 

Barzilay et al. [4] showed the impact of sentence ordering on readability of a sum-
mary and explored some strategies for sentence ordering in the context of multi-
document summarization. Lapata [5] proposed another method to sentence ordering 
based on an unsupervised probabilistic model for text structuring that learns ordering 
constraints from a large corpus. However, the limitation of above-mentioned strate-
gies is still obvious. Barzilay’s strategy paid attention to chronological and topical 
relation whereas ignored sentence original ordering in the articles where summary 
comes from. Hence, if the articles are not event-based, the quality of summary will 
decrease because the temporal cue is invalid. As for Lapata’s strategy, the probabilis-
tic model of text structure is trained on a large corpus, so it performs badly when 
genre of the corpus and the article collection are mismatched. 

To overcome the limitation mentioned above, we propose a hybrid model for sen-
tence ordering in extractive multi-document summarization that combines four rela-
tions between sentences - chronological relation, positional relation, topical relation 
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and dependent relation. Our model regards sentence as vertex and combined relation 
as edge of a directed graph on which the approximately optimal ordering can be gen-
erated with PageRank analysis. Evaluation of our hybrid model shows a significant 
improvement of the ordering over strategies losing some relations and the results also 
indicate that this hybrid model is robust for articles with different genre.  

2   Four Relations 

Positional Relation. Most of the sentence ordering strategies in extractive single-
document summarization arrange sentences according to their original positions in the 
article. So we employ positional relation to match the original ordering arranged by 
author. Suppose si and sj are two sentences in article collection, quantitatively posi-
tional relations between si and sj are defined as follow:  

1 , if  are extrated from the same article and  precedes 
 =

0 , else                                                                           
i j i j

i, j

s  ,s s s
P

⎧
⎨
⎩

. (1) 

Topical Relation. Investigations into the interpretation of narrative discourse have 
shown that specific lexical information (e.g., verbs) plays an important role in deter-
mining the discourse relations between propositions [6]. Centering Theory (CT)[7] is 
an entity-based theory of local coherence, which claims that certain entities men-
tioned in an utterance are more central than others and that this property constrains a 
speaker’s use of certain referring expressions (in our model,  noun is considered as 
entity). Accordingly, stemmed verbs and nouns are selected while calculating the 
sentence topical relation and other words are ignored. Topical relation can be opera-
tionalized in terms of word overlap: 

,

2 ( ) ( )

( ) ( )

i j

i j

i j

words s words s
T

words s words s

∩
=

+
. (2) 

Where words(si) is the set of nouns and stemmed verbs in sentence si, ( )iwords s  is 

the number of words in words(si). 

Dependent Relation. Following the same methodology used by Lapata [5], we use 

1( )i iP s s −  to describe the dependent relation of sentence si on its antecedent si-1. Of 

course estimating would be impossible if si and si–1 are actual sentences because it is 
unlikely to find the exact same sentence repeated several times in a corpus. What we 
can find and count is the number of occurrences a given word appears in the corpus. 
We will therefore estimate - from features that express its content. 

1 ,1 ,2 , 1,1 1,2 1,( ) ( , ,..., , ,..., )i i i i i n i i i mP s s P a a a a a a− − − −= . (3) 

Where ,1 ,2 ,, ,...,i i i na a a are features of sentence si and 1,1 1,2 1,, ,...,i i i ma a a− − − are of 

sentence si-1. 



 Sentence Ordering in Extractive MDS 765 

In our model, noun and stemmed verb are employed as the features of a sentence. 
We assume that these features are independent and that 1( )i iP s s − can be estimated 

from the pairs in the Cartesian product defined over the features expressing sentences 

si and si−1: , 1, 1,i r i k i ia a s s− −∈ × . Under these assumptions 1( )i iP s s −  can be written as 

: 

, 1, 1

1 ,1 1,1 ,1 1,2 , 1, , 1,

, 1,
( , )

( ) ( ) ( )... ( )... ( )

               = ( )
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The probability , 1,( )i r i kP a a −  is estimated as: 

,

, 1,
, 1,

, 1,

( , )
( )

( , )
i r

i r i k
i r i k

i r i k
a

f a a
P a a

f a a
−

−
−

=
∑

. (5) 

where , 1,( , )i r i kf a a −  is the number of occurrences feature ai,r is preceded by feature 

ai−1,k in the corpus. The denominator expresses the number of occurrences ai−1,k is 
attested in the corpus (preceded by any feature).  

Instead of a large corpus, the article collection is used as training data because we 
try to make full use of text structure of the original articles. Furthermore, mismatch 
between the article collection and training corpus is resolved. In additional, we do not 
smooth the probability because all sentences in summary are extracted from the cor-
pus (the article collection), and consequently, it is impossible that the occurrence of 
ai−1,k is equal to zero. 

Then, we define the dependent relation between two sentences. For two sentence si 
and sj, suppose si is immediately preceded by sj, the dependent relation of si on sj is 
defined according to formula (6). 

, ,

, , ,
( , )

( ) = ( )
i r j k i j

i j i j i r j k
a a s s

D P s s P a a
∈ ×

= ∏ . (6) 

Chronological Relation. Multi-document summarization of news typically deals with 
articles published on different dates, and articles themselves cover events occurring 
over a wide range of time. Using chronological relation in the summary to describe 
the main events helps the user understand what has happened. In our model, we  
approximate the sentence time by its first publication date. It is an acceptable ap-
proximation for news events because the first publication date of an event usually 
corresponds to its occurrence in real life [4]. 

Suppose sentence si and sj come from the xth and the yth article individually. The 
chronological relation between sentence si and sj is defined as: 

th th

,

1 , if the  article has earlier publication date than the 

0 , else                                                                               
i j

x y
C

⎧
= ⎨
⎩

. (7) 
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3   Hybrid Model 

For the group of sentences extracted from the article collection, we construct a di-
rected graph (we call it Precedence Graph). Let G = (V, E) be a directed graph with 
the set of vertices V and set of directed edges E, where E is a subset of V V× . For a 
given vertex Vi, let In(Vi) be the set of vertices that point to it (predecessors), and let 
Out(Vi) be the set of vertices that vertex Vi points. In our hybrid model, the Prece-
dence Graph is constructed by adding a vertex for each sentence in the summary, and 
edges between vertices are established using sentence relations. Three of the pre-
defined quantitative relations are integrated to precedent relation using linear model 
as follows. 

, , , ,i j P i j D i j C i jR P D Cλ λ λ= + + . (8) 

where Pλ , Dλ , Cλ are the weight of positional relation, dependent relation and chrono-

logical relation individually. If Ri,j>0, there exist a directed edge with value Ri,j from 
Vi to Vj (see figure 1). In our case, we set Pλ =0.3, Dλ =0.4, Cλ =0.3 manually. By the 

way, figure 1 does not contain topical relation because it will be used only after the 
first vertex has been selected. 

 

Fig. 1. An example for the hybrid model  

Unfortunately, the next critical task of finding an optimal road according to the 
Precedence Graph is a NP-complete problem. However, using a modified version of 
topological sort provides us with an approximate solution. For each node, Barzilay et 
al. [4] assign a weight equal to the sum of the weights of its outgoing edges minus the 
sum of the weights of its incoming edges. In his method, the node with maximum 
weight first picked up and arranged as the first sentence in summary. Then the node 
just selected and its outgoing edges are deleted from the Precedence Graph, and the 
weights of the remaining nodes in the graph are updated properly. This operator iter-
ates through all nodes until the graph is empty. However, the method only considering 
the local relationship between two sentences is not precise enough. For example in 
figure 2, vertex “A” precedes vertex “B” and should be arranged before “B”, but we 
get an ordering “B, A” according to Barzilay’s method. 
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Fig. 2. An example for PageRank method and Barzilay’s method 

Our model employs PageRank method [8], which is perhaps one of the most popu-
lar ranking algorithms, and was designed as a method for Web link analysis. PageR-
ank method is a graph-based ranking algorithm to decide the importance of a vertex 
within a graph, by taking into account global information recursively computed from 
the entire graph, rather than relying only on local vertex-specific information. The 
basic idea implemented by the ranking model is that of “voting” or “recommenda-
tion”. When one vertex links to another one, it is basically casting a vote for that other 
vertex. The higher the number of votes that are cast for a vertex, the higher the impor-
tance of the vertex. Score of vertex Vi is defined as: 

( )

( )
( ) (1 ) *

( )j i

j
i

V In V j

S V
S V d d

Out V∈

= − + ∑ . (9) 

where d is a parameter set between 0 and 1 (we let d=0.1 in our experiments).  
In the context of Web link analysis, it is unusual for a vertex to include partial links 

to another vertex, and hence the original definition for graph-based ranking algo-
rithms is assuming unweighted graphs. However, the Precedence Graph in our model 
includes partial links between the vertices. For example in figure 1, the precedent 
relation (or link) between two vertices has “weight” in [0, 1]. In formula (9), where 
vertex with higher “in degree” has higher score, but it is contrary in our model that 
vertex with higher “out degree” should has higher score. The ranking model therefore 
is amended as: 

,
( ) ,

( )

( )
( ) (1 ) *

j i

k j

j
i i j

V Out V k j
V In V

S V
S V d d R

R∈
∈

= − + ∑ ∑
. (10) 

While the final vertex scores (and therefore rankings) for weighted graphs differ 
significantly with their unweighted alternatives, the number of iterations to conver-
gence and the shape of the convergence curves is almost identical for weighted and 
unweighted graphs.  

The next step following PageRank algorithm is the selection of vertex. We first se-
lect the vertex with highest score as the first sentence in summary. For the following 
vertices, not only the score itself but also the topical relation with immediately previ-
ous vertex should be taken into consideration. So the succeed vertex of Vk should 
satisfy: 
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ˆ

ˆ ,
 

arg max((1 ) ( ) )
i

i T T k ii
V

V S V Tλ λ= − + . (11) 

where Tλ is the weight of topical relation (we let Tλ =0.4 in our experiments) . When 

the succeed vertex of Vk is picked up, vertex Vk and all edges linked with it are deleted 
from the Precedence Graph. This operator iterate until the graph is empty, and then an 
ordered summary is produced.  

4   Experiments 

We collected three groups of summaries generated by three different participants of 
task 2 in DUC2004 [9]. Three selected groups have high (id=65), fair (id=138), and 
low (id=111) ROUGE score [10] individually so that we can observe the degree of 
influence that our model affects on summarizer with different performance. For each 
group, we randomly selected 10 from 50 summaries produced by one participant. Five 
postgraduates were employed and everyone built one ordering manually for each 
summary. To test the adaptive performance of our hybrid model, we also randomly 
selected the fourth group of testing data from DUC2005, which has different genre 
with DUC2004. 

We use Kendall’s strategy [11], which based on the number of inversions in the 
rankings, to measure the distance between two ranking. 

2 Inv ( , )
1

( 1) / 2
i jO O

N N
τ

×
= −

−
 (4) 

where N is the number of  sentences being ranked and Inv ( , )i jO O is the number of 

interchanges of consecutive elements necessary to arrange them in their natural order-
ing (manual ordering in this case). If we think in terms of permutations, thenτ can be 
interpreted as the minimum number of adjacent transpositions needed to bring one 
ordering to the other. We use the minimal one from 5 distance values corresponding 
to the 5 “ideal” orderings produced manually. Figure 2 shows the evaluation results. 

As Figure 3 indicates, our hybrid ordering (HO) model yields more satisfactory re-
sult (as a whole) than any other model taking part in the comparison, including the 
strategy employed by the summarizer that produces the original ordering (OO). Al-
though partially hybrid strategies such as HO-C (hybrid ordering model without 
chronological relation), HO-P (hybrid ordering model without positional relation), 
HO-T (hybrid ordering model without topical relation, and HO-D (hybrid ordering 
model without dependent relation) are all worse than HO, we found that different 
relation has significantly different influence on the ordering strategy performance. In 
context of DUC2004 dataset (group 1, 2, 3), HO-C performs worst and HO-T is 
slightly better than HO-C, whereas there aren’t significant difference between HO-P, 
HO-D, and HO. In other word, the ordering strategy depend more on chronology and 
topical relation than on positional and dependent relation for DUC2004 dataset. After 
investigating the failure ordering of HO-C, we found that most of the articles have 
been used for task 2 in DUC2004 are event-based, so chronological cue is very  
important for ordering. Moreover, for the limitation of summary length, number of  
 



 Sentence Ordering in Extractive MDS 769 

0 10 20 30 40
-0.3

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

D
is

ta
nc

e 
to

 m
an

ua
l o

rd
er

Article NO.
group1 (1-10), group2 (11-20), group3 (21-30), group4 (31-40)

 OO
 HO
 HO-C
 HO-P
 HO-T
 HO-D

 

Fig. 3. Results and comparison of different models 

sentences in most summaries is less than 10 – the number of articles from which 
summary extracted, so the probability of two sentences coming from the same article 
is very low. Hence the importance of positional relation is not distinct.   

On the contrary, HO-T and HO-P perform much worse than HO on DUC2005 
dataset (group 4) while HO-D and HO-C perform closely to HO. Reason for this 
change is that most articles for DUC2005 are biography, where chronological cue is 
not so important for ordering. Although different relation plays different role in order-
ing summary with different genre, our hybrid model combining these relations to-
gether has robust performance. Figure 3 indicates clearly that the results of HO have 
no distinct change when article genre change from event-based to biography-based. 
Furthermore, after reordering, the improvement for “poor” summaries (group 3) is 
better than for “good” summaries (group 1) because the summaries generated by a 
good summarizer are more readable than by bad one.  

5   Conclusions 

In this paper, we propose a hybrid model for sentence ordering in extractive multi-
document summarization. We combine the four relations between sentences using a 
linear model and we call it precedent relation. To find a proper ordering for the group 
of sentences extracted from an article collection, our hybrid model regards sentence as 
vertex and precedent relation as edge of a directed graph, and employs PageRank 
analysis method to generate an approximately optimal ordering. We evaluate the 
automatically generated orderings against manual orderings on the testing dataset 
extended from DUC2004 and DUC2005.  Experiment results show that the hybrid 
model has a significant improvement compared with other partially hybrid model. 
Moreover, experiment results on DUC2004 dataset and DUC2005 dataset indicates 
that our hybrid model is robust for articles with different genre.  
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Abstract. This paper describes a new method to automatically obtain
a new thesaurus which exploits previously collected information. Our
method relies on different resources, such as a text collection, a set of
source thesauri and other linguistic resources. We have applied different
techniques in the different phases of the process. By applying indexing
techniques, the text collection provides the set of initial terms of inter-
est for the new thesaurus. Then, these terms are searched in the source
thesauri, providing the initial structure of the new thesaurus. Finally,
the new thesaurus is enriched by searching for new relationships among
its terms. These relationships are first detected using similarity measures
and then are characterized with a type (equivalence, hierarchy or associa-
tivity) by using different linguistic resources. We have based the system
evaluation on the results obtained with and without the thesaurus in an
information retrieval task proposed by the Cross-Language Evaluation
Forum (CLEF). The results of these experiments have revealed a clear
improvement of the performance.

1 Introduction

A thesaurus is a structured list of terms, usually related to a particular domain
of knowledge. Thesauri are used to standardize terminology and to provide al-
ternative and preferred terms for any application. They are specially useful in
indexing and retrieving information processes, by providing the different forms
which a concept can adopt.

The three basic relationships between thesaurus terms are equivalence, hier-
archy and associativity. Terms related by the equivalence relationship have an
equivalent meaning, in different senses (they are synonyms, one is the translation
to the other, its archaic form, etc). In a set of equivalent terms, one of them,
distinguished as the preferred one, is the one used in the hierarchies and for
indexing. Preferred terms are arranged into hierarchies with different numbers
of levels. These levels go from the broadest type of term to the narrowest and
most specific one. Finally, there can be associative relationships between terms
which are not connected by a hierarchy, for example because they are narrower
terms of different broad terms, but they still present some kind of relationship.
� Supported by project TIC2003-09481-C04.
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In spite of the great interest thesaurus have reached nowadays for web applica-
tions, most of them are manually generated, what is very expensive and limits its
availability to some particular topics. Furthermore, a thesaurus usually requires
to be periodically updated to include new terminology, in particular in modern
terms, such as those related to computer science. These reasons make the auto-
matic generation of thesauri an interesting area of researchwhich is attracting a lot
of interest. Research on automatic thesaurus generation for information retrieval
began with Sparck Jones’s works on automatic term classification [5], G. Salton’s
work on automatic thesaurus construction and query expansion [9], and Van Ri-
jsbergen’s work on term co-occurrence [10]. In the nineties Qui and Frei [7] [6] [8]
worked on a term-vs-term similarity matrix based on how the terms of the collec-
tion are indexed. Recently, Zazo, Berrocal, Figuerola and Rodŕıguez [1] have de-
veloped a work using similarity thesauri for Spanish documents. Jing and Croft [4]
have carried out an approach to automatically construct collection-dependent as-
sociation thesauri using large full-text documents collections. Those approaches
obtain promising results when applied to improve information retrieval processes.

This paper proposes to apply a combination of techniques to automatically
obtain a new thesaurus for a particular knowledge domain. The method relies
on different resources from which we extract selected information, thus taking
advantage of the information previously gathered and processed, what improve
both the accuracy and the efficiency. The domain of knowledge to which the
new thesaurus is devoted, is characterized by a set of terms extracted from a
document collection about the intended topic. This is done by applying indexing
techniques. Then we use the information previously collected in other thesauri
about these terms to construct the initial structure of the new one. Finally, the
new thesaurus is enriched by searching for new relationships among its terms.
These relationships are first detected using co-occurrence measures and then its
type (equivalence, hierarchy or associativity) is characterized by using different
linguistic resources, such as a dictionary and a POS tagger. Apart from the spe-
cific methods that we have applied, our proposal differs from previous works in
that the relationship type (equivalence, hierarchy or associativity) of the gener-
ated thesaurus is identified. The system has been evaluated by comparing the
results obtained in an information retrieval task, for which the expected results
are perfectly defined, when a set of query terms are directly consulted, and when
they are previously expanded with the generated thesaurus.

The rest of the paper proceeds as follows: section 2 describes the general
scheme of the system, presenting their different phases and tools; sections 3
describes the enrichment of the relationships between the thesaurus terms and
the identification of its type; section 4 presents and discusses the experimental
results, and section 5 summarizes the main conclusions of this work.

2 System Overview

We combine different techniques to obtain a new thesaurus for a particular do-
main of knowledge. Figure 1 shows a scheme of the process. First of all, we
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Fig. 1. Process to generate a new thesaurus

perform a selection of terms, called the core set, from a text collection concerning
the intended thesaurus domain. In this phase we apply linguistic pre-processing
which consists of a POS tagging which allows selecting only those words of noun
category, stemming, and elimination of stopwords. We apply TF-IDF to the
candidate words in order to obtain the initial list of thesaurus terms.

The next step of the process is the generation of the union thesaurus from a
set of source thesauri. The source thesauri that we have used are the following
ones:

– EUROVOC, which contains concepts on the activity of the European Union.
– SPINES, a controlled and structured vocabulary for information processing

in the field of science and technology for development.
– ISOC, thesaurus aimed at the treatment of information on economy.

Terms which appear in both, the core set and any source thesauri, are the term
list of the union thesaurus. Furthermore, the relationships among the terms
included in the new thesaurus are provided by the source thesauri. Figure 2
shows an example of generation of the union thesaurus. When the term terremoto
(earthquake), which belongs to the core set, is searched in the source thesauri
two entries are found, one in SPINES and the other one in EUROVOC. In
EUROVOC terremoto (earthquake) belongs to an entry whose preferred term
is séısmo (seism) and which also contains desastre natural (natural disaster)
(BT), and sismoloǵıa (seismology) (RT). In SPINES terremoto is the preferred
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RT Terremoto
RT Desastre natural

Union Thesaurus

Fig. 2. Example of generation of the union thesaurus. UF stands for used for, NT for
narrower term, BT for broader term and RT for related term.

term of an entry which also contains the synonym séısmo, the broader term
catástrofe natural (natural catastrophe). In SPINES, terremoto also appears in
other entry whose preferred term is desastre natural, and which also contains
the synonym catástrofe natural, and the narrower terms inundación (flood) and
terremoto. Accordingly, the union thesaurus presents entries whose preferred
terms are terremoto, desastre natural, sismoloǵıa and inundación, the terms of
the core set.

The union thesaurus just described is now extended by detecting new semantic
relationships among the terms of the set compose of the core set plus the terms
taken from the source thesauri.

3 Enriching the Hierarchies

If a couple of terms to be related, appears in some of the source thesauri, this
indicates the kind of its relationships. If they do not appear in the source thesauri,
its possible relationship has to be investigated. The first step is to detect any kind
of relationship, and then, in a second step the type of the detected relationship
is identify.

For the extraction of semantic relations between terms we have chosen the
statistical method of the Vector Space Model [3]. To apply the vectorial model
we defined a vector of features for each term from the documents in which it
appears. The values of this vector are estimated by counting the co-occurrences
of the terms in the documents. After testing different classic measures, such as
Dice, Jaccard and Cosine, we have chosen Cosine, which provides the best results
for our work.

Once we have determined the pairs of terms for which the semantic similarity
is significant enough (the similarity is above a threshold value of 0.3), we have to
determine the type of the relationship between these pairs of terms: equivalence,
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hierarchy or associativity. We assume that the degree of semantic similarity be-
tween a term and a preferred one depends on the type of the relationship between
them: equivalent terms have the highest values, followed by terms which belong
to the same hierarchy, and related terms have the lowest values. Accordingly,
we concentrate in detecting the hierarchical relationships, and the higher and
lower values of semantic similarity of these pairs are considered respectively as
the top and the bottom threshold values of this type of relationship. Then term
pairs with sematic similarity over the top threshold are assigned the equivalence
relationship, while terms with a value of semantic similarity below the bottom
threshold are considered related terms.

Let us now to consider the technique used to detect hierarchical relationships.
It relies on the assumption that in a dictionary the entries for a term which is an
instance of a more general concept contain a reference to the term for this general
concept. Furthermore, we assume that the references to more general terms
usually adopt some predefined structures. We have considered the following set
of structures for the detection of hierarchical relationships:

noun
noun adjective
noun noun
noun preposition noun
noun preposition article noun

We have developed our experiments in Spanish, using the RAE (Real Academia
Española) dictionary, applying a part-of-speech (POS) tagging of the dictionary
entries in order to detect the selected structures. For query expansion we use the
method proposed by Qiu y Frei [7], which selects expansion terms according to
their similarity with all query terms.

4 Experiments and Results

The prototype developed for our experiments has been implemented using the
programming language Java. This prototype has been run on a computer Intel
Pentium IV Hyper-Threading 3.40 GHz, with 2GB of RAM memory.

In order to provide a quantitative measure for the quality of the generated
thesaurus, we have decided to evaluate its usefulness when it is applied to an
information retrieval task. Specifically, we used the thesaurus to perform a term-
to-term query expansion, i.e. for identifying terms related with the query terms
in order to improve the retrieval capability.

With the aim at being as fair as possible, in the selection of tests we have
taken a set of tests used in the CLEF (Cross-Language Evaluation Forum) for
the Spanish language. The collection and tests used come from EFE94.

For the evaluation of the system we have used trec eval package, with the
measures of precision and recall [2]. Recall is the fraction of the relevant docu-
ments which have been retrieved and precision is the fraction of the retrieved
documents which are relevant. Besides, we use R-precision, which is the precision
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Table 1. Comparison of results obtained applying query expansion with different
thesauri

Query Precision Recall Improve. Precision Improve. Recall
Baseline 0.4460 0.7584 – –
Spines 0.3624 0.6416 - 18.74% - 15.40%

Eurovoc 0.3730 0.6550 - 16.37% - 13.63%
ISOC-Economy 0.3728 0.6415 - 16.41% - 15.41%

Union Thesaurus 0.3727 0.6556 -16.43% - 13.55%
Final Thesaurus 0.4927 0.8426 + 9,47% + 9.99%

after retrieving R documents, where R is the total number of relevant documents
for the query. As test set we have used a total of 50 queries extracted from the
batteries provided by CLEF in 2001.

Table 1 shows the results obtained performing query expansion with different
thesauri. We can observe that the results for the automatically generated the-
saurus (last row) are significantly better than those obtained with the source and
union thesauri, since we obtain a general improvement of 9,47% in the precision
and of 9.99% in the recall, while the source and union thesauri obtain negative
results. On the one hand, the query expansion achieved by using the thesaurus
enlarges the set of search terms and thus recall improves. On the other hand,
precision also improves because the percentage of relevant documents retrieved
with the query expansion is larger than the percentage for the original query.
Because the Qui & Frei expansion method that we apply for the query expan-
sion requires similarity measures to work appropriately, the source and union
thesauri, which do not provide such measures, do not achieve any improvement
in the retrieval. We have also tested a direct expansion method, which does not
use similarity measures, and it also provides much worse results for the source
and union thesauri.

We have performed a number of experiments in order to determine the influ-
ence of the different steps of the linguistic preprocessing on the results. Table 2
shows the results with and without POS tagging. The first row shows the results
without query expansion. The other two rows present the results expanding with
the thesaurus generated without (second row) and with POS tagging (third row).
We can observe that the POS tagging not only improve the different measures
(precision, R-precision and recall) but also reduces the index size, what leads to
a significative decrease of the execution time.

Table 2. Comparison of results obtained applying POS tagging in the thesaurus gen-
eration. Th. w. POS stands for Thesaurus with POS tagging. Time is given in minutes.

Query Precision R-Precision Recall Index size Time
Baseline 0.4460 0.4482 0.7584 352.534 -

Thesaurus 0.4789 (+ 6.86%) 0.4745 (+ 5.54%) 0.8460 (+ 10.35%) 352.534 242
Th. w. POS 0.4906 (+ 9.09%) 0.4886 (+ 8.71%) 0.8454 (+ 10.29%) 321.612 220
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Table 3. Comparison of results obtained applying stemming in the thesaurus genera-
tion. Th. w. Stem. stands for Thesaurus with stemming. Time is given in minutes.

Query Precision R-Precision Recall Index size Time
Baseline 0.4460 0.4482 0.7584 352.534 -

Thesaurus 0.4789 (+ 6.86%) 0.4745 (+ 5.54%) 0.8460 (+ 10.35%) 352.534 242
Th. w. Stem. 0.4832 (+ 7.69%) 0.4815 (+ 6.91%) 0.8428 (+ 10.01%) 315.457 216

Table 4. Comparison of results obtained by eliminating specific stopwords in the
thesaurus generation. Th. wo. SSW stands for Thesaurus without specific stopwords.
Time is given in minutes.

Query Precision R-Precision Recall Index size Time
Baseline 0.4460 0.4482 0.7584 352.534 -

Thesaurus 0.4906 (+ 9.09%) 0.4906 (+ 9.09%) 0.4906 (+ 9.09%) 321.612 220
Th. wo. SSW 0.4927 (+ 9.47%) 0.4916 (+ 9.27%) 0.8426 (+ 9.99%) 321.503 220

Table 3 shows the results with and without stemming. As in the case of POS
tagging, stemming not only improves the different measures but also reduces the
index size, and thus the execution time.

Table 4 compares the results when specific stopwords are eliminated of the
core set. Specific stopwords are not typical stopwords, but they are words too
frequent in the collection to be good discriminators for thesaurus construction.
Examples of specific stopwords are months, name of the days, etc. The default
thesaurus has been generated with POS tagging and stemming. In this case the
improvement of the measures is smaller than in the other cases. We think that
it is because the frequency must not be the only factor to take into account to
determine the specific stopwords, but the degree of relationship with other words
of the intended domain must also be considered.

5 Conclusions and Future Works

This paper shows how to use handmade thesauri for the automatic generation
of new thesauri. There exists a large amount of handmade thesauri, which are
very useful as knowledge bases for the automatic generation of thesauri1. Fur-
thermore, we have defined a methodology to combine linguistic methods and
statistical methods for the automatic generation of thesauri. This is one of the
ways in which natural language processing can improve the performance of in-
formation retrieval processes. Results have shown the usefulness of the generated
thesaurus, improving both, recall and precision measures in an information re-
trieval task. Recall improves because the list of search terms is enlarged with the
query expansion. And precision also improves since most of the new documents
added to the retrieved list are relevant, and thus the rate of relevance improves.

1 Web Thesaurus Compendium: http://www.ipsi.fraunhofer.de/ lutes/thesoecd.html
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We have also shown the advantages of some preprocessing steps, such as POS-
tagging and stemming, used in the process of selection of the term list which
characterizes the intended domain.

Given the promising results obtained, we plan to investigate how to improve
the different phases of this process. In particular, we plan to apply a more ex-
haustive linguistic analysis for the identification of semantic relationships, as well
as using Wordnet as another source of information for the thesaurus generation.
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Abstract. This paper presents a system for automatically detecting and filtering 
unsolicited electronic messages. The underlying hybrid filtering method is 
based on e-mail origin and content. The system classifies each of the three parts 
of e-mails separately by using a sinole Bayesian filter together with a heuristic 
knowledge base. The system extracts heuristic knowledge from a set of labelled 
words as the basis on which to begin filtering instead of conducting a training 
stage using a historic body of pre-classified e-mails. The classification resulting 
from each part is then integrated to achieve optimum effectiveness. The 
heuristic knowledge base allows the system to carry out intelligent management 
of the increase in filter vocabularies and thus ensures efficient classification. 
The system is dynamic and interactive and the role of the user is essential to 
keep the evolution of the system up to date by incremental machine learning 
with the evolution of spam. The user can interact with the system over a 
customized, friendly interface, in real time or at intervals of the user’s choosing.  

Keywords: e-mail classification, machine learning, heuristic knowledge. 

1   Introduction 

Unsolicited commercial e-mail, known as “spam”, is widely recognized as one of the 
most significant problems facing the Internet today. According to a report [5] from 
the Commission of European Communities, more than 25% of all e-mail currently 
received is spam. More recent reliable data indicate that this percentage has increased 
by over 50%.  

There are techniques for preventing addresses from being discovered and used by 
spammers, such as encoding or hiding the kinds of data that spammers target. 
Unfortunately, these techniques are not in widespread use [21]. Since spam growth is 
exponential and prevention is both extremely difficult and rare, the problem must be 
tackled on a technical front, by developing methods to analyse e-mail traffic in order 
to identify and reject spam communications. This introduction provides a review of 
the properties of the different filter types that are currently available. 

Filtering can be classified into two categories, origin-based filtering or content-
based filtering, depending on the part of the message chosen by the filter as the focus 
for deciding whether e-mail messages are valid or illegitimate [6]. Origin-based 
filtering focuses on the source of the e-mail, which is recorded in the domain name 
and address of the sender device. Two types of origin-based filters are available [12]:  
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White-list filtering. This kind of filtering only lets e-mail from explicitly confidential 
or reliable lists of e-mail addresses (white lists) through. TDMA [20] and ChoiceMail 
[16] are paradigms of white-list filtering. 
Black-list filtering. These filters use lists of e-mail addresses that are widely known to 
be spam sources (black lists). Razor [23] and Pyzor [15] are tools that use black-list 
filtering. 

Content-based filters conduct an analysis whose goal is to review the text content 
of e-mail messages. Depending on the analysis technique used, these filters may be 
differentiated as follows [12]: 

Rule-based filters. This type of filter extracts text patterns or rules [4] and assigns a 
score to each rule based on the occurrence frequency of the rule in spam and non-
spam e-mail in a historic body of e-mail. SpamAssassin is the most popular 
application using rule-based filtering [18]. 
Bayesian filters. These filters analyse every word of a message and assign a spam 
probability and a non-spam probability to each word based on statistical 
measurements. Next, the Bayes theorem is used to compute the message total 
probability [1], and the message is categorized according to the higher probability 
value. There are a great many filters that use these properties [10], [11]. 
Memory-based filters. These filters use e-mail comparison as their basis for analysis. 
E-mail messages are represented as feature or word vectors that are stored and 
matched with every new incoming message. Some examples of this kind of filter are 
included in [2], [7]. In [6], case-based reasoning techniques are used. 
Other filters. Some of the content-based approaches adopted do not fall under the 
previous categories. Of these, the most noteworthy are the ones based on support 
vector machines [9] or neural networks [22]. 

Other features exist that can be used to classify filters in other ways as well. These 
features include filter location (in a client or dedicated server), ease of use, 
configuration ability, and filtering options. One of the basic properties of filters is 
their dynamism or ability to evolve over time. Only some filters have this ability to 
learn from past mistakes. Bayesian filters evolve by updating word probabilities and 
including new words in their vocabularies, while memory-based filters evolve by 
increasing the number of stored e-mail messages. Filters that rely on lists updated by 
users are also dynamic. Other filtering systems, such as some rule-based filters, are 
static and once such filters have been installed, their behaviour and performance never 
change.  

Most current filters achieve an acceptable level of performance, detecting 80%-
98% of spam. The main difficulty is to detect false positives, i.e., the messages that 
are misidentified as spam. Some filters obtain false positives in nearly 2% of the tests 
run on them. These filters are used commercially, but they show two key issues for 
which there is no solution at present: 1) Filters are tested on standard sets of examples 
that are specifically designed for evaluating filters. Since the features of real-life spam 
are always changing, these sets do not reflect the real world where filters have to 
operate with any degree of certainty, and 2) In response to the acceptable performance 
of some filters, spammers have hit upon methods of circumvention. They study the 
techniques filters use, and then create masses of “suicide” e-mail (messages intended 
to be filtered out), so that the filters will learn from them. Next, the spammers 
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generate new messages that are completely different in terms of content and format. 
This is the major spam battlefield. 

This paper describes a client-side system called JUNKER, which was designed and 
built to detect and filter unsolicited e-mail automatically, using several sources of 
knowledge that are handled by a single processing method. The system obtains 
optimum results and is highly effective at classifying e-mail, and highly efficient at 
managing resources. It is a dynamic interactive system that learns from and evolves 
with the evolution of spam. The user owns the control over the e-mails that he/she 
receives by making the decision about which e-mails he/she wants to receive. The 
system can learn directly from data in a user’s mail inbox and this system can be 
customized to the user’s particular preferences.  

2   The JUNKER System 

JUNKER is based on a hybrid filtering method that employs a novel way of filtering 
based on content and origin. JUNKER architecture is composed of a heuristic 
knowledge base and a Bayesian filter. JUNKER classifies the three parts of e-mails in 
the same way and then integrates the classifications resulting from each part before 
making a final decision about the class of e-mails.  

Usually, when a Bayesian filter is trained using a historic body of valid and invalid 
e-mail messages, a vocabulary of valid and invalid words is created. JUNKER does 
not require a training stage designed to create an exhaustive vocabulary that is 
obsolete within a short period of time. JUNKER learns the vocabulary incrementally 
starting from a previously extracted knowledge base, which is formed by a set of rules 
and set of heuristic words without associated semantics. This word set includes words 
that are invalid because their morphology does not meet the morphological rules of all 
the languages belonging to the Indo-European family. The e-mails containing these 
types of invalid words are primarily conceived to fool spam filters.  

2.1   Heuristic Knowledge Base 

Different algorithms exist for automatically acquiring grammars. Dupont [8] proposes 
a general scheme for selecting the most appropriate algorithm that infers a grammar 
with a certain representation under different conditions. According to these ideas, the 
Error Correcting Grammatical Inference (ECGI) algorithm was selected for inferring 
a grammar that JUNKER uses to recognize well-formed words. ECGI [17] focuses on 
a heuristic construction of a regular grammar so that the resulting automata 
representing the grammar allows general and flexible recognition. 

The finite state automata is used to automatically identify the words or tokens that 
are formed correctly and to differentiate them from invalid words. A well-formed 
word is composed of a term sequence. A term can be a consonant (“c”), a vowel 
(“v”), a number (“n”), or a symbol (“s”). 

The automata is created from a set of examples of well-formed words collected 
randomly from a set of dictionaries of several Indo-European languages. For example, 
the valid word “scientific-technical”, represented as the string of terms “c c v v c c v c 
v c s c v c c c v c v c”, should be recognized by the automata. If the automata 
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recognizes a word, then it is a well-formed word. Words taken from e-mails labelled 
as spam, like “v1@gra” represented by the string “c n s c c v”, are not recognized by 
the automata as valid words, and are thus identified as misleading words. 

The strings of terms that are not recognized as valid words are represented 
according to different parameters or criteria, including length, the type of terms 
contained, or the adjacency of the terms, among others. An unsupervised learning 
algorithm is used [13] to build a set of clusters and their descriptions. Every cluster 
and its description is represented by a rule relating one or more morphological criteria 
with a label or heuristic word. Thus, the content of the heuristic knowledge base is a 
set of heuristic rules whose left-hand sides evaluate some morphological criteria in 
words and whose right-hand sides are heuristic words: 

Rulei: ((Morphological Criterion)i, (Heuristic Word)i) 

An example of two possible rules of this base may be written as: 

Rule 1: ((number of consonants running together in a word is higher than 4), 
(Non-sense word 1)) 

Rule 2: ((number of accents in a word is higher than 3), (Non-sense word 2)) 

The heuristic words, i.e., Non-sense words, constitute the initial vocabulary of the 
Bayesian filter and it is the same for all the system end-users. 

2.2   Bayesian Filtering 

The filter was developed to identify and filter e-mail based on the Naïve Bayes 
statistical classification model [14]. This method can adapt to and learn from errors, 
and performs well when dealing with high-dimension data.  

In general, a Bayesian classifier learns to predict the category of a text from a set of 
training texts that are labelled with actual categories. In the training stage, the 
probabilities for each word conditioned to each thematic category are estimated, and a 
vocabulary of words with their associated probabilities is created. The filter classifies 
a new text into a category by estimating the probability of the text for each possible 
category Cj, defined as P (C j | text) = P (Cj) . Πi P (wordi | Cj), where wordi 
represents each word contained in the text to be classified. Once these computations 
have been carried out, the Bayesian classifier assigns the text to the category that has 
the highest probability value. The effectiveness of the classifier, measured by 
precision (percentage of predicted documents for a category that are correctly 
classified) and recall (percentage of documents for a category that are correctly 
classified), is calculated on a test set of documents with known thematic categories.  

The vocabulary required by JUNKER to begin to classify e-mails is formed by the 
heuristic words. Initially, every heuristic word has spam and non-spam probabilities 
fixed beforehand. The initial value for the spam probability (Psp) of heuristic words is 
greater than the initial value for their non-spam probability (Pnsp). When JUNKER 
analyses the words of a text to be classified, it checks whether a word matches the 
left-hand side of any rule. If this is the case, the system substitutes the word for a 
heuristic word. When a word fulfils more than one rule, the system assigns the 
heuristic word with the lowest spam probability value to the invalid word. This bias 
aims to generate the minimum number of false positives. Next, the Bayesian filter 
uses the probabilities of the heuristic word in the same way as the valid words present 
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in both the text and vocabulary in order to classify the text. For example, when 
JUNKER receives the following text to classify: {youuuuu, play, game} and its 
vocabulary content is {(Non-sense w1, (Psp-w1, Pnsp-w1)), (Non-sense w2, (Psp-w2, 
Pnsp-w2)), (play, (Psp-play, Pnsp-play)), (piano, (Psp-piano, Pnsp-piano))}, it finds 
that “youuuuu” matches the heuristic word Non-sense w1 and “play” belongs to both 
the text and the vocabulary. Next, JUNKER computes the spam and non-spam 
probabilities of the text as P (SP | text) =  P (SP) . Psp-w1 . Psp-play and P(NSP | text) 
= P ( NSP) . Pnsp-w1 . Pnsp-play. 

In order for the filter to adapt to e-mail evolution and thus maintain its performance 
level, the filter must evolve. The user interacts with the system by prompting false 
positives and negatives so that the system learns incrementally from them, either after 
classification has just been done or periodically. The heuristic vocabulary is just the 
initial state of the system vocabulary when the Bayesian filter begins to operate. As 
the classifier system learns, the vocabulary is updated, in terms of the number of 
words and word-probability values for both types of words, heuristic and learned 
words, and the system learns based on user prompts after classifying with an 
interactive interface.  

2.3   Integrated Content Classification  

An e-mail message can be seen as a text document composed of three separate parts: 
the sender, the subject, and the body of the message. Most content-based e-mail 
classifier systems analyse all of the parts as a single vector of words. 

The design and development of the JUNKER classifier system is based on the 
assumption that in most cases a user can detect unsolicited e-mail just by looking at 
the sender and subject parts of the message. Accordingly, the system has been 
conceived to analyse and classify each part of the message separately. The final 
category of the message is the weighted integration of the resulting classifications for 
each part. 

Since Bayesian filters are known to yield successful results, the classifier system 
applies a Bayesian filter to each part of the message. Each part of the message has its 
own vocabulary, which is initially the same as the heuristic vocabulary for the subject 
and body parts and is empty for the sender part. As the system learns and evolves, the 
various vocabularies are updated in terms of the number of words and word 
probabilities associated with the spam and non-spam categories. 

When a new message is received, the system composes a word vector associated 
with each part of the message. Next, the filter computes the Psp and Pnsp 
probabilities for every vector by consulting the corresponding vocabulary. Any words 
in the message that are included in a vocabulary take on the probabilities assigned 
within the vocabulary. The remaining words are not considered, because they do not 
provide any useful information about the e-mail category. 

In order to generate the minimum number of false positives, once the Psp and Pnsp 
probabilities have been computed for each part of the message, the system evaluates 
the distance between these two probability values and labels a message part as spam 
whenever this distance is greater than an empirically determined threshold, as follows 
in equation: 

Distancei (Psp (parti) | Pnsp (parti)) > u1 ⇒ Category (parti) = spam (1) 
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Thus, the system creates a bias in order to avoid generating false positives. After 
the system has analysed and computed the distance between the spam and non-spam 
categories for all three parts of the message, it computes the final category of the 
message by weighting the distances of all of the parts, defined as: 

Distance (Psp (email) | Pnsp (email)) = (∑i  wi * Distancei) / 3 (2) 

The sender and the subject of a message may provide the user with the most 
obvious clues as to the intention behind the message. This factor is taken into account 
in the final overall distance, because w1 and w2 take higher values than w3 by default.  

Since the bias against generating false positives is included at all of the system 
decision points, the system only classifies a message as spam when the overall 
distance is above a global threshold termed “filter confidence”. The user can 
interactively modify the filter confidence. 

3   Intelligent Management of Vocabularies and Resources 

Once the system has classified incoming messages and the user has been informed of 
the resulting classification, the user can note the system errors, in real time or 
periodically, using a friendly interface. The interface also allows the user to remove 
correctly classified e-mail from the filter domain. 

The properties of the system allow carrying out an intelligent vocabulary 
management to prevent an exhaustive increase in vocabulary. On the one hand, 
vocabulary upgrades do not include the new words contained in correctly classified 
and removed e-mail from the filter domain. The reason why such e-mail is correctly 
classified is that the words that are present in messages and vocabularies alike are 
enough to categorize the e-mail into its target class. Although increasing the 
vocabulary size may provide a filter with a greater capacity to discriminate, very large 
vocabularies require more classification time and are accordingly less efficient. 

On the other hand, when the system has to learn from misclassified e-mails, the 
invalid words in these e-mails, which match some rule of the knowledge base and are 
identified as heuristic words, are not added to the vocabulary. Instead, the system 
updates the spam and non-spam probabilities of the heuristic words in the vocabulary 
that has been found in the e-mail.  

The system hybrid behaviour based on filtering origin and content lies in applying 
the Bayesian filter to the sender part of the message first of all. If the filter finds the 
sender in its vocabulary, the message is directly classified as non-spam, and the 
system stops filtering the remaining two parts of the message. If the sender is not 
found, the system goes on to analyse the content of the subject and body parts of the 
message. The method used to integrate the classifications of all three parts by giving 
priority to the sender classification prevents the system from wasting processing 
resources on classifying e-mail and thereby increases its efficiency. 

3.1   Updating the Sender, Subject, and Body Vocabularies  

The Bayesian filter begins with an empty vocabulary in the sender part. The system 
initially classifies this part of the incoming messages into the non-spam category. The 
integrated classification of the three message parts is what finally categorizes e-mail 
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as spam or non-spam. When the user accepts the classification made by the system, 
the system stores only the address of the senders of non-spam e-mail whose non-spam 
probability is greater than its spam probability in the sender vocabulary. 

When the filter has to learn from the misclassifications pointed out to it by the user, 
the system stores only the senders of false positives, i.e., the senders of e-mails 
classified as spam that are actually non-spam. The senders of false negatives, i.e., the 
senders of spam that is erroneously assigned to the non-spam category, are ignored, 
because the majority of unsolicited e-mail hardly ever comes from the same senders 
twice. Thus, as the system operates over time, the system builds the vocabulary of the 
sender part using the list of the trusted senders, or white list, which is processed by 
the Bayesian filter the same as the other two message parts. The initial subject and 
body vocabularies are formed by the heuristic words, and the system begins to 
classify these parts of the messages by searching for the words in the vocabularies. 
When the system has to learn from misclassifications highlighted by the user, these 
vocabularies are upgraded with the words from the misclassified messages, including 
false positives and negatives. These new words receive the values of the spam and 
non-spam probabilities that the system sets for them by default. 

Both the correctly classified messages and the new words from misclassified 
messages prompt the filter to update the probabilities for the entire vocabularies of 
both parts, so that the vocabularies contain the system’s current knowledge. 

4   Empirical Evaluation 

JUNKER was evaluated on two different set of messages. The first one, LingSpam 
[1], is composed of 2,412 legitimate messages and 481 spam messages received by 
LingSpam authors during a given period of time. The messages in LingSpam 
collection were pre-processed by removing the “from” part, applying a stop list, 
stemming the words, and removing all the invalid words from a morphological 
viewpoint. The corpus was split by LingSpam authors into 10 folds in order to apply a 
10-fold cross validation. The second corpus, SpamAssassin Corpus [19], is composed 
of 4,149 legitimate messages and 1,896 spam messages that were collected from 
individual e-mail boxes.  

The SpamAssassin corpus was not pre-processed like LingSpam although all the e-
mails came from different senders. In spite of the fact that both corpora were collected 
from real users, they do not represent the current, actual situation of the users’ mail 
inboxes, since these e-mails were somehow pre-processed and nearly all the noise had 
been removed. Thus, JUNKER is not able to test some of its most novel properties on 
these e-mail collections. Anyway, the system presented in this paper obtained good 
results on both corpora, as shown in Fig. 1 a), b), c) and d). 

In [3] several techniques, ranging from Naïve Bayes to Support Vector Machines 
and Genetic Programming, were evaluated on the LingSpam corpus and the results 
obtained were nearly 99.5% recall and nearly 81% precision when classifying e-mails 
in the spam class. The same paper showed that if the corpus is not stemmed and stop 
listed, the precision in the spam class improves. The classification performance of a 
modified and fine-tuned Naïve Bayes algorithm evaluated on the SpamAssassin 
corpus was nearly 99.9% recall and 95% precision in the spam class [24].  
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Fig. 1. JUNKER results: a) Non-Spam category on SpamAssassin Corpus, b) Spam category on 
SpamAssassin Corpus, c) Non-Spam category on LingSpam Corpus, d) Spam category on 
LingSpam Corpus, for different threshold values, and e) Spam recall and f) Non-Spam 
precision on real usage during a period of time 

JUNKER has been also checked on real usage, by dealing with the e-mails 
received by the authors of this paper at real-time during a period of time. The initial 
heuristic vocabulary of the system consisted of 5 heuristic words. The evolution of 
JUNKER using a distance threshold of 0.3 has been evaluated in two ways: 1) the 
system only learned from misclassifications for 9 weeks, and 2) the system learned 
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from both correctly and misclassified e-mails for the next 7 weeks (see results in Fig. 
1 e) and f)). The relation between the increase of the number of received e-mails and 
the size of the vocabularies is logarithmic-like. The increase of the vocabulary is 
smoother when the system only learns from misclassifications. 

5   Conclusion 

JUNKER works as a customized filter by analysing the e-mail messages of every user 
individually. It is an effective system, not only for avoiding the creation of false 
positives, but also for filtering. Its main advantage is that it slows down spammer 
attempts to fool the filter. Its good performance is reached without a training stage 
that uses e-mail that has first been received by the user. This classification 
performance is easier to achieve because of integrating the classifications of the three 
parts of each message and because of the homogeneous processing of these parts by a 
single Bayesian filter. The system procedure for evaluating the sender part first allows 
the system to give high performance in terms of resource management and in terms of 
response time for classifying and learning from errors.  

The system features an easy, friendly interface that provides the user with a way of 
highlighting misclassifications and guiding the system evolution, based on the e-mail 
the user receives. JUNKER has been designed for client-side operation. However, 
thanks to its underlying inner nature, it does allow for straightforward expansion to 
multiple-user support. 

References 

1. Androutsopoulos, I., Paliouras, G., Karkaletsis, G., Sakkis, G., Spyropoulos, C., 
Stamatopoulos, P.: Learning to filter spam e-mail: A comparison of a  naive bayesian and a 
memory-based approach. Workshop on Machine Learning and Textual Information 
Access, 4th European Conference on Principles and  Practice of Knowledge Discovery in 
Databases (2000) 

2. Androutsopoulos, I., Koutsias, J., Chandrinos, K. V., Paliouras, G., Spyropoulos, C. D.: 
An Evaluation of Naive Bayesian Anti-Spam Filtering.  Proc. of the workshop on Machine 
Learning in the New Information Age, 11th European Conference on Machine Learning 
(ECML) (2000) 9-17  

3. Carreras X., Márquez L.: Boosting Trees for Anti-Spam Email Filtering. In: Mitkov, R., 
Angelova, G., Bontcheva, K., Nicolov, N., Nikolov, N. (eds.). Proceedings of RANLP-01, 
4th International Conference on Recent Advances in Natural Language Processing. Tzigov 
Chark, BG (2001) 58-64 

4. Cohen, W.: Learning rules that classify e-mail. AAAI Spring Symposium on Machine 
Learning in Information Access (1996) 

5. Commission of the European Communities: Communication from the Commission to the 
European Parliament, the Council, the European Economic and Social Committee of the 
Regions on unsolicited commercial communications or ‘spam’, Brussels (2004) 

6. Cunningham, P., Nowlan, N., Delany, S.J., Haahr M.: A Case-Based Approach to Spam 
Filtering that Can Track Concept Drift. Technical Report at Trinity College, TCD-CS-
2003-16, Dublin (2003) 



788 M.D. del Castillo and J.I. Serrano 

7. Daelemans, W., Zavrel, J., van der Sloot, K., van den  Bosch, A.: TiMBL: Tilburg 
Memory-Based Learner - version 4.0 Reference Guide (2001) 

8. Dupont, P.: Inductive and Statistical Learning of Formal Grammars. Technical Report, 
research talk, Department of Ingenerie Informatique, Universite Catholique de Louvain 
(2002) 

9. Drucker, H., Wu, D., Vapnik, V. N.: Support Vector Machines for Spam Categorization, 
IEEE Transactions on Neural Networks, 10(5) (1999) 

10. Graham, P.: A plan for spam.  (2002), http://www.paulgraham.com/spam.html 
11. Graham, P.: Better Bayesian Filtering. Proc. of  Spam Conference 2003, MIT Media Lab.,  

Cambridge (2003) 
12. Mertz, D.: Spam Filtering Techniques. Six approaches to eliminating unwanted e-mail. 

Gnosis Software Inc. (2002) 
13. Michalsky R.S.: A theory and methodology of inductive learning. In: Michalsky R.S., 

Carbonell J.G., and Mitchell T.M. (eds.): Machine Learning: An Artificial Intelligence 
Approach. Springer-Verlag (1983) 83-134 

14. Mitchell, T.M.: Machine Learning. McGraw-Hill (1997) 
15. Pyzor, http://pyzor.sourceforge.net 
16. Randazzese, V. A.: ChoiceMail Eases Antispam Software Use While Effectively Figthing 

Off Unwanted E-mail Traffic. CRN (2004) 
17. Rulot, H.: ECGI. Un algoritmo de Inferencia Gramatical mediante Corrección de Errores. 

Phd Thesis, Facultad de Ciencias Físicas, Universidad de Valencia (1992) 
18. Sergeant, M.: Internet-Level Spam Detection and SpamAssassin 2.50. Proceedings of 

Spam Conference 2003, MIT Media Lab. Cambridge (2003) http://spamassassin.org 
19. http://www.spamassassin.apache.org 
20. Tagged Message Delivery Agent Homepage, http://tmda.net 
21. Teredesai, A., Dawara, S.: Junk Mail, a Bane to Messaging. Technical Report of STARE 

Project, Rochester Institute of Technology, http://www.cs.rit.edu/~sgd9494/STARE.htm, 
(2003) 

22. Vinther, M.: Junk Detection using neural networks. MeeSoft Technical Report (2002) 
http://logicnet.dk/reports/JunkDetection/JunkDetection.htm 

23. Vipul’s Razor, http://razor.sourceforge.net 
24. Yerazunis, W. S.: The Spam-Filtering Accuracy Plateau at 99,9% Accuracy and How to 

Get Past It. Proceedings of MIT Spam Conference (2004) 



E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 789 – 797, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Topological Tree Clustering of Web Search Results 

Richard T. Freeman 

Capgemini, Business Information Management 
No. 1 Forge End, Woking, Surrey, GU21 6DB  

United Kingdom 
richard.freeman@capgemini.com 

http://www.rfreeman.net 

Abstract. In the knowledge economy taxonomy generation, information 
retrieval and portals in intelligent enterprises need to be dynamically adaptive to 
changes in their enterprise content. To remain competitive and efficient, this has 
to be done without exclusively relying on knowledge workers to update 
taxonomies or manually label documents. This paper briefly reviews existing 
visualisation methods used in presenting search results retrieved from a web 
search engine. A method, termed topological tree, that could be use to 
automatically organise large sets of documents retrieved from any type of 
search, is presented. The retrieved results, organised using an online version of 
the topological tree method, are compared to the visual representation of a web 
search engine that uses a document clustering algorithm. A discussion is made 
on the criterions of representing hierarchical relationships, having visual 
scalability, presenting underlying topics extracted from the document set, and 
providing a clear view of the connections between topics. The topological tree 
has been found to be a superior representation in all cases and well suited for 
organising web content. 

Keywords: Information retrieval, document clustering, search engine, self 
organizing maps, topological tree, information access, faceted classification, 
guided navigation, taxonomy generation, neural networks, post retrieval 
clustering, taxonomy generation, enterprise portals, enterprise content 
management, enterprise search, information management. 

1   Introduction 

The rapidly growing volume of electronic content is leading to an information 
overload. On the Internet, the use of web search engines is critical to finding and 
retrieving relevant content. Despite the numerous advances in information 
visualisation [1], the most popular way of presenting search results still remain ranked 
lists. In this format, the user generally never looks beyond the first three pages, after 
which they will rather lengthen their search query by adding more terms or refine the 
initial query [2]. Although ranking mechanisms help order the web pages in terms of 
their relevance to the users query (e.g. Google1), they do not provide any guide as to 
the overall themes described in the web pages or their relationships. Some efforts 
                                                           
1 http://www.google.com/ 
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have been made to provide different visual representation of the search results, such 
as suggesting keywords to refine the search (e.g. Webcrawler2), representing a graph 
view of the relations between pages (e.g. Kartoo3) or clustering the results 
(Vivisimo4). A major review of the methods and algorithms can be found in [3] [4]. 

This paper deals with methods that organise documents (retrieved by a web search 
engine) into automatically extracted topics. A method which clusters web pages 
dynamically, whilst creating a topology between them in a tree view, is presented in 
this paper. The topological tree method, first introduced by the author [3], is 
enhanced through weighting terms depending on their relation to the query term and 
making the algorithm function efficiently with dynamic datasets. Results and 
discussions confirm that the topological tree representation can be used to provide a 
user with a more intuitive and natural representation for browsing documents and 
discovering their underlying topics.   

2   Visual Representation of Retrieved Content 

2.1   The Importance of Clustering and Topology 

In information access systems, the major visual representations are Self-Organising 
Maps (SOMs), binary or n-way trees, graphs, and ranked lists. In some cases a 
combination of these representations can be used. This section describes the 
limitations of these methods, and illustrates the benefits of using the topological tree 
structure.  

Clustering algorithms can be used to sort content into categories which are 
discovered automatically based on a similarity criterion. Its typical output 
representation is a binary tree or generic n-way tree. n being the number of nodes at 
each level, value which can be fixed or dynamic at each level in the tree. Binary trees 
quickly become too deep as each level only has two nodes; this representation has 
been used for retrieval rather than browsing. n-way trees are typically generated using 
partitioning algorithms (e.g. k-means), or can be manually constructed such as with 
social bookmarks (e.g. Del.icio.us5) and web directories (e.g. Dmoz6). Web 
directories are particularly beneficial to users who are not familiar with the topics and 
their relations. However, even if some show cross links with related topics, they do 
not show the relations between topics at the same level, rather the topics are sorted 
alphabetically or by popularity. Other search engines such as Vivisimo do cluster 
results, however at each level in the tree there is always a category “other topics” 
where many document are clustered to. In addition, as with the other n-way trees, 
there is no relationship between the topics at each level. 

Another important trend in industry is the taxonomy generator packages, e.g. 
Autonomy / Verity Thematic Mapping [5]. These allow the construction of topic 
hierarchies that can be used for browsing or classification (matching a new document 

                                                           
2 http://www.webcrawler.com/ 
3 http://www.kartoo.com/ 
4 http://www.vivisimo.com/ 
5 http://del.icio.us/ 
6 http://www.dmoz.org/ 
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to existing topics). However they are out of the scope of this document, as they are 
generally constructed offline and / or manually by subject matter experts. As with 
other tree representations, these taxonomies rarely represent the relationships between 
the topics at any one level, i.e. only the hierarchical relations and limited cross links 
are shown. 

Graph representations or SOMs can be used to compensate for this lack of 
topology in these tree representations or taxonomies. Graphs can represent hyperlinks, 
relationships or links between topics. A web example of a graph generated 
representation is Kartoo. Other knowledge representations such as Topic Maps (e.g. 
Omnigator7), can also be represented as graph structures. Although they do capture 
the inter topic / document relations, the major drawback is that they cannot scale 
easily, i.e. the more nodes / links are added the less legible it becomes. SOMs 
typically have a 2-dimensional grid structure which adapts to the content space and 
the number of nodes need not change to represent the underlying number of topics. 
The SOM-based methods have two distinct properties over other methods, namely 
non-linear dimensionality reduction and topology preservation. The non-linear 
projection property ensures that the input space is mapped onto a lower dimensional 
space with minimum information distortion. The topology preserving clustering 
enables documents that are similar to be located closely on the map. However one the 
major weakness of 2-dimensional SOMs, is it is difficult to navigate between different 
levels of detail. Hierarchical variants of the SOM, such as the Growing Hierarchical 
SOM [6] have been developed for this purpose; however only one map can be shown 
at any time and their size is sensitive to fixed parameters. In addition, tables or 
complex graphics are required to represent the 2-dimensional maps efficiently. 

The topological tree method, first proposed by the author [3], compensates for all 
these factors by exploiting a simple tree view structure to represent both hierarchical 
and topological relationships between topics. Previous work undertaken by the author 
focused on clustering a fixed set of documents. This paper deals with the clustering of 
search results of multi author / non-uniform documents with different formatting and 
content. The topological tree can be used to combine the tree structure with that of the 
topology inherent in SOMs. The tree structure allows a user to visualise different 
levels of detail and hierarchical relationships. The topology, a novel feature specific 
to the topological trees and SOMs, additionally allows the viewing of the 
relationships between the topics. Fig. 1 clearly shows the difference between having a 
topology and not having one. On the left, the topics appear to be randomly placed, but 
on the right they naturally flow downward as economics, microeconomics, finance, 
biology, and anatomy making it more intuitive and natural to the user. 

 

Fig. 1. – k-mean with no topology (left) and root level in the topological tree (right) 
                                                           
7 http://www.ontopia.net/omnigator/models/index.jsp 
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3   The Topological Tree Method 

3.1   Overview of the Method 

There are a number of essential steps in the method: 

1. The user enters a query term into the local web application, and selects the 
search options and search engine. 

2. The application submits the query term to the search engine and crawls the 
returned results. 

3. Each page is indexed and transformed into a document vector. 
4. Feature selection and term weighting is performed on the vector. 
5. The documents are organised in a growing chain (see section 0). 
6. Each chain is labelled and added to the topological tree, if further child 

chains are required (see section 0) return to 4. 
7. The user is presented with the resulting generated topological tree. 

3.2   Text Pre-processing 

Text pre-processing is essential to any search or retrieval system, since the quality of 
the terms will have an impact on the results. There are generally three steps, the 
indexing, feature selection and term weighting. In the first step of indexing, the 
HTML is parsed and extracted terms are transformed into vector forms to allow fast 
mathematical comparisons. The second step involves selecting the most relevant 
terms. This feature selection is required to reduce the number of terms and select the 
most discriminative terms. The terms that are not frequent or too frequent can be 
discarded, as they do not help find common patterns in the document set.  

In the third step, the remaining terms are weighted to give more mathematical 
importance to potentially more significant terms. The keyword query term, as well as 
their context, can be considered more relevant to the search; hence these are weighted 
more heavily in the document vectors. In essence the terms in the web metadata, title, 
search engine snippet (distinct excerpt from retrieval results), and context of the query 
are all weighted more heavily since these are likely to be most significant. In the 
growing chain, these weighted document vectors are used to compute similarities to a 
node’s weight vector via a dot product. 

3.3   Growing Chains and Topological Tree Method 

SOMs are generally associated with 2-dimensional structures that help visualise 
clusters and their relationships in a topology. However, equally 1-dimensional chains 
can also be used. The topological tree method uses 1-dimensional chains where each 
node may spawn a child chain. The number of nodes in each chain is guided by an 
independent validation criterion. The algorithm used to grow the 1-dimensional SOM 
is termed growing chain (GC) and shares growing properties with the growing grid 
(used in the GH-SOM [6]) and growing SOM variants, but is more suited for 1-
dimension.  
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As with the SOM, there are two major steps in the GC algorithm: the search for the 
best matching unit and the update of the winner and its neighbouring nodes. At time t, 
an input document vector x is mapped to a chain consisting of n nodes with a weight 
vector w. The best matching unit c(x) is the node with the maximum dot product 
amongst nodes j and document vector x(t),  

{ }( ) arg max ( ( ), ) ,     1, 2,...dot j
j

c S t j n= =x x w  (1) 

where n is the current number of nodes. Once the winner node c(x) is found the 
neighbouring weights are updated using, 
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where ( )tα  is the monotonically decreasing learning rate and , ( ) ( )j c xh t the 

neighbourhood function, typically a Gaussian kernel. When the learning has stabilised 
for the current number of nodes n, the entropy of the chain is recorded and a new 
node is inserted next to the node with the highest number of wins. The weights of the 
new node are initialised by interpolating or extrapolating existing nodes weight 
values. New nodes are added until nmax nodes are reached which corresponds to the 
maximum allowable chain size. Finally the validation criterion, the entropy-based 
Bayesian Information Criterion that penalises complexity, gives the optimum number 
of nodes per chain as:  

max
1

1 1
arg min ( ) log , 2,..,

2

n

j j
n j

m H C n m n n
m

τ
=

⎧ ⎫
= ⋅ + =⎨ ⎬

⎩ ⎭
∑  (3) 

where m is the number of documents, n the current number of nodes in the chain, 
H(Cj) is the total normalised and weighted sum of entropies for cluster Cj. 

Then in the hierarchical expansion process, each node in the chain is tested to 
determine if it will spawn a child chain. This is performed using several tests. The 
first test counts the number of document clustered to that node to see if it is less than a 
fixed threshold. The next test analyses the vocabulary present in those documents to 
determine if there is a sufficient number of terms. The final test uses cluster tendency 
method. It aims to test if a set of documents contains random documents with no or 
few relations or if there are strong underlying clusters[7]. If any of these tests fail for 
a particular node, then it does not spawn a child chain and becomes a leaf node in the 
final topological tree representation. 

Finally each node in the chain is labelled using the most representative terms of the 
node’s weight and its frequency. Once the chain is labelled, then it is added to the 
current topological tree structure. If further hierarchical expansions in its child chains 
are required, then the process is repeated for each of the child chains, otherwise the 
process is terminated and the results presented to the user. The full pre-processing and 
topological tree method is shown in Fig. 2. 
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Fig. 2. The Topological Tree Method. (a) The search engine is queried, the pages are returned 
and crawled by the Web Application. (b) An inverted index is generated from the retrieved 
documents. (c) The closed loop represents the necessary processing for each growing chain in 
the topological tree. It is grown using an independent validation procedure that estimates the 
optimum number of nodes that maximise the information value. (d) Once the topological tree is 
complete it is exported to XML.  

4   Results and Discussions 

The dataset was dynamically generated from a search query. The query was “cookie”; 
other queries were also tested but omitted for space considerations. The Vivisimo 
tree, shown in Fig. 3, was generated by directly submitting the same query to the 
search engine and taking a sample snapshot of the tree. Fig. 4 shows the topological 
tree that was generated from running a Google query and crawling the returned 
ranked listing. 

4.1   Comparison 

Although Vivisimo uses meaningful pre-crafted labels compared to the topological 
tree, it suffers from the fact that the number of categories tends to grow large at root 
level and this number seems arbitrary. In addition the relations between topics at each 
level are ambiguous (only the hierarchical relations are represented) and many 
documents remain unclassified as “other topics”. In comparison, the topological tree 
representation appears more intuitive and natural to the user, as closely related topics 
are located close to one another in each chain. Each chain does not grow to a large 
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number of nodes, as this number is guided by an independent validation criterion that 
penalises complexity. In addition hierarchical relations between a parent node and 
child chain help abstract different levels of detail. 

 

Fig. 3. – A partial snapshot of a tree 
generated using Vivisimo on the 
query “cookies”. Clearly the tree 
becomes confusing as the web and 
edible cookies ordering is 
intermingled at the same level in the 
tree, making it less understandable  

 

Fig. 4. – A topological tree generated from the pages 
retrieved using the query “cookies”. Clearly the 
topology ensures that the web cookies and edible 
cookies are separated. From top to bottom the main 
theme of edible cookies, cookie recipes, cookies sales, 
web cookies in browsers, and data stored in cookies 
can be observed making it visually intuitive. 

4.2   Discussion 

There are four important criteria for creating an effective browsing experience of 
documents and topics: 

1. Hierarchical Representation: the topics need to show different levels of detail 
simultaneously. This is especially true when the number of topics is large, 
e.g. the Dewey decimal classification or web directories. 

2. Scalability: the ability to view a large number of topics and documents in the 
same window. 

3. Visualise key topics and their related documents: key topics should be easily 
be discernable using a label and documents should be shown to belong to 
one of more of them. 

4. Visualise key relationships: the ability to visualise the relationships between 
different topics as well as the connections between documents. 
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Table 1 compares the differences between visualisation methods based on these 
four criteria. It shows that only the topological tree meets all hierarchical, scalability, 
major topics and topology visual criterions required for efficient browsing. 

Table 1. Comparison of the differing automatically generated representations for organising 
documents 

 1. Hierarchical 
Representation 

2. Scalability 3. Visualise  
key topics 

4. View documents / topics 
connections 

SOM N Y Y Y 
GH-SOM N1 Y Y Y 
Binary tree Y2 Y2 N N 
n-way tree Y Y Y N 
Graph View N N Y Y 
Ranked List N N N N 
Topological Tree Y Y Y Y 

1 only one map can be shown at any one time. 
2 not efficiently as there are two nodes per level leading to a deep structure. 

5   Conclusion and Future Work 

A topological tree is a tree view structure that does not require complex 2-
dimensional graphics or tables such as used in SOMs or graphs. Yet it can 
complement current faceted classification solutions (e.g. guided navigation used in 
Endeca), by showing the key relationships between extracted topics thus helping 
reveal previously unknown associations automatically. It also helps make a tree 
structure appear more intuitive, i.e. related topics are located close to one another in 
the tree. This topology can be thought of as a graph representation that has been 
optimised into a tree view, where only the strongest relationships between topics are 
preserved. Through building on top of existing search engines, the topological tree 
method benefits from pre-filtered content where it only needs to organise a relevant 
subset of the content. This paper has shown that the topological tree can be built on 
top of a typical web search engine and produce an insightful overview of the 
underlying topics contained in the top ranking web pages. Future work could look at 
extracting and combining knowledge from web directories and social networks, with 
results returned from a web search engine, into a topological tree.  
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Abstract. Due to the discarded attributes, the effectual condition class-
es of the decision rules are highly different. To provide a unified evaluative
measure, the derivation of each rule is depicted by the reduced attributes
with a layered manner. Therefore, the inconsistency is divided into two
primary categories in terms of the reduced attributes. We introduce the
notion of joint membership function wrt. the effectual joint attributes,
and a classification method extended from the default decision generation
framework is proposed to handle the inconsistency.

1 Introduction

Classification in rough set theory [1] is mainly composed of two components:
feature extraction and decision synthesis. Many researches focus on the con-
struction of classification algorithm, such as probabilistic method [2], decision
trees[3] and parameterized rule inducing method [4]. The purpose of these meth-
ods is to generate rules with high precision and simple expression. In view of
the comprehensiveness and conciseness of the training rules, many discernibility
matrices based rule extracting methods [5] concerning both approximate induc-
ing and accurate decision are proposed to classify the objects previously unseen.
We would like to point out the dynamic reduct [6], variable thresholds based
hierarchical classifier [7]. The synthesis methods place emphasis on how to ef-
ficiently resolve the conflicts of training rules for the test objects, such as the
stable coverings based synthesis [6], hierarchical classifier [7] and lower frequency
first synthesis [8].

This paper, based on the default rule extracting framework [5], analyzes the
conflicts [9] with two categories of inconsistent rules, and a synthesis stratagem
with the notion of joint membership function is proposed to resolve the incon-
sistency [10]. In the sequel, a report from our experiments with the medical data
sets is given to indicate the availability of our classification method.

2 Rough Set Preliminaries

The starting point of rough set based data analysis is an information system
denoted by IS, which is a pair A(U, A) [1]. An IS is a decision system when the
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attributes A can be further classified into disjoint sets of condition attributes
C and decision attributes D. With every subset of attributes B ⊆ A in A, the
indiscernibility relation denoted by IND(B) is defined as follows:

IND(B) = {(x, y) ∈ U × U |∀a∈B, (a(x) = a(y))}. (1)

By U/IND(B) we indicate the set of all equivalence classes in IND(B).
Two objects x, y ∈ U with equation (1) held are indistinguishable from each
other. In other words, each object in the universe can be expressed by its own
equivalence class Ei ∈ U/IND(B). For a set of objects X ⊆ U , based on
U/IND(B), the lower and upper approximations denoted by BX and BX are
∪{E ∈ U/IND(B)|E ⊆ X} and {E ⊆ U/IND(B)|E

⋂
X �= ∅} respectively. For

an information system A(U, A), the discernibility matrix denoted by MD(A) is
expressed as an n × n matrix {mD(i, j)}, where n = |U/IND(A)| and

mD(i, j) = {a ∈ A|∀i,j=1,2...n, (a(Ei) �= a(Ej))}, (2)

which implies the set of attributes of A which can distinguish between the two
classes Ei, Ej ∈ U/IND(A). For a decision system A(U, C ∪ {d}), the relative
discernibility matrix M ′

D(A) is composed of m′
D(i, j) = ∅ if d(Ei) = d(Ej) and

m′
D(i, j) = mD(i, j)\{d}, otherwise.
Following this, a unique boolean variable a is associated with each attribute

a, and mD(i, j) is transformed from mD(i, j) in terms of a. Therefore, the dis-
cernibility function of the attribute set A in an information system A(U, A) is
defined by:

f(A) = ∧
i,j∈{1...n}

∨mD(Ei, Ej), (3)

where n= |U/IND(A)|, and the relative discernibility function f ′(C) in A(U, C∪
{d}) is constructed from M

′
D(A) like equation (3). Similarly, for n= |U/IND(C)|,

the local discernibility function of any Ei ∈ U/IND(C) is given as:

f ′(Ei, C) = ∧
j∈{1...n}

∨m′
D(Ei, Ej). (4)

For A(U, A), a dispensable attribute a of A implies IND(A) = IND(A\{a}),
and its counterpart called the indispensable has an opposite implication. A reduct
of A denoted by RED(A) is a minimal set of attributes A′ ⊆ A so that all
attributes a ∈ A\A′ are dispensable, namely IND(A′) = IND(A). For A(U, C∪
{d}), the relative reducts RED(C, d) of C to d are judged by f ′(C) similarly with
the determination of f(A) on RED(A) [6]. Accordingly, we entitle an attribute
(set) CCut ⊆ C relatively indispensable to d iff ∀c∈CCut ∨ c can construct a
conjunct of f ′(C), and the prime implicants of f ′(Ei, C) is utilized to determine
the local reduct of a condition class Ei in A. For X ⊆ U and B ⊆ A, the rough
membership function of X with respect to any class Ei ∈ U/IND(B) is

μB(Ei, X) =
|Ei ∩ X |

|Ei|
, 0 ≤ μB(Ei, X) ≤ 1. (5)
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3 Rule Extracting from Training Tables

Though not entirely correct wrt. the classical rule extracting methods [1, 4, 7],
the default rule extracting framework in [5] provides at lest two advantages,
namely simplicity and generalization. Therefore, we will use this framework as
a basis to validate our research under a restriction of vast rules generation.

For a given training table A(U, C ∪ {d}), taking the prime implicants of
f ′(Ei, C) of each class Ei ∈ U/IND(C) for the predecessor while regarding
the prime implicants of d of each {Xj ∈ U/IND({d}) | Ei ∩Xj �= ∅} as the suc-
cessor, all the simpler rules can be expressed as R : Des(Ei, C) → Des(Xj, {d})
with μC(Ei, Xj) no less than a filtering threshold μtr. By introducing an iterative
reduct stratagem, thereby, new training rules by deserting the relatively indis-
pensable attributes are generated as much as possible to handle test objects.
Accepting A and a given threshold μtr as the input, the primary extracting
framework can be described as the following four steps:

Step 1. INIT (Ψ). Calculate U/IND(C), U/IND({d}) and M ′
D(A). For ∀Ei ∈

U/IND (C), calculate f ′(Ei, C) and make a rule R : Des(Ei, C) →
Des(Xj , {d})|μC(Ei, Xj) for ∀Xj ∈ U/IND(d) if μC(Ei, Xj) ≥ μtr. Let
CPr = C and goto Step 4.

Step 2. Exit if ISEND(Ψ); let A′(U, C′ ⋃{d}) equal to NEXT (Ψ) and let
CPr = C′. Calculate U/IND(CPr) and M ′

D(A′).
Step 3. For any E(k,CP r) ∈ U/IND(CPr), calculate f ′(Ei, CPr) and generate

a rule Δ : Des(E(k,CP r), CPr) → Des(Xj, {d}) |μCPr (E(k,CP r), Xj)) for each
Xj ∈ U/IND(d) if μC(E(k,CP r), Xj)≥μtr, while the blocks to this rule F :
Des(Ei, CPr) → ¬Des(Xj , {d}) are made if ∀Ei∈U/IND(C), Ei ⊆ E(k,CP r) ∧
Ei ∩ Xj = ∅.

Step 4. Calculate f ′(CPr). For each attribute set CCut emerging in the
conjuncts of f ′(CPr), select the projections C′

Pr = CPr\CCut, then
INSERT (Ψ) with A′(U, C′

Pr ∪ {d}). Goto step2.

Where the cursor queue Ψ composed of all the subtable A′ has four main opera-
tions {INIT ; INSERT ; ISEND; NEXT }. Different from the classical queue,
ISEND judges if the cursor is pointing to a NULL subtable, and NEXT is
utilized to get the subtable pointed by cursor and move the cursor to the next

Table 1. An illustrative example

V a b c d
E1 1 2 3 1 (50×)
E2 1 2 1 2 (5×)
E3 2 2 3 2 (30×)
E4 2 3 3 2 (10×)
E5,1 3 5 1 3 (4×)
E5,2 3 3 1 4 (1×) Fig. 1. Flow graph of reduct
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subtable. To elucidate the generation of the rule set(denoted by RUL(A)), an
illustrative sample displayed in table 1 results from having observed a total of
one hundred objects that were classified according to the condition attributes
C = {a, b, c} and decision attributes {d}. Furthermore, the decision classification
followed with the cardinality of each U/IND(C∪{d}) is represented as D = {d}.

The real line with the executing sequence number in figure 1 illustrates the
projection order of the default algorithm on Table 1, and the dashed denotes
the duplicate projection prevented by the cursor queue. The node represents
condition attribute set derived from the corresponding projection. Furthermore,
the partial relation exists in the nodes which are in different layers and connected
by the bidirectional line.

4 Inconsistency Classifying Based on Reduced Layer

The default decision generation method [5] extracts the rules measure up to a
membership threshold as much as possible, also, it employs the membership as
the interface to resolve the synthesis of the training rules for the test objects.
Unfortunately, the conflict of the decision generation can not be resolved com-
pletely under this framework. To parse the causation of the conflict, a notion of
reduced layer is defined recursively as follows:

Definition 1. For a given training decision table A(U, C ∪ {d}), the reduced
layer L of each subtable A′(U, C′ ∪ {d}) ∈ Ψ denoted by L(A′) is

– 0 iff IND(C) = IND(C′);
– k+1 iff ∃A′′(U,C′′∪{d})∈Ψ , L(A′′) = k ∧ C′′\C′ ∈ CON(f ′(C ′′)).

Where CON(f ′(C′′)) accepts the attribute sets emerging in all the conjuncts of
f ′(C ′′) as its elements, and each element corresponding to a conjunct in f ′(C ′′)
includes all the attributes emerging in this conjunct. We call A′′ the parent of
A′ (i.e A′′PA′) iff C′′\C′ ∈ CON(f ′(C′′)). Simultaneously, P is used to depict
the partial relation between C′′ and C′. If A1PA2 and A2PA3, due to the
transitivity of ⊆, subtable A1 is called the forefathers of A3 (i.e. A1FA3 or
C1FC3). From the above, obviously, the original table A(U, C ∪{d}) is with the
reduced layer 0. Any subtable A′(U, C′∪{d}) in Ψ with reduced layer larger than
0 is homogenous with A except for C′ ⊆ C, where C′ is called reduced attributes.
Let us now assume that the considered original table had no condition attributes
with the same equivalence classes, i.e. ∀c1,c2∈C , IND/{c1} �= IND/{c2}, and it
is commonly satisfied in the large-scale environments.

Proposition 1. For two reduced attributes C′′ and C′ which belong to A′′ and
A′ respectively, U/IND(C ′) ⊆ U/IND(C′′) exists iff C′′FC′, namely A′′FA′.

When considering the necessity, due to the transitivity of relation P among
all the middle subtables between A′ and A′′, U/IND(C′) ⊆ U/IND(C′′) can
be easily proven. When considering the sufficiency, we suppose there exists an-
other subtable B(U, B ∪ {d}) with L(B) = L(A′′) ∧ BFA′ held, and due to the
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greedy manner of the default rule extracting framework discussed in [5], we as-
sert U/IND(B) = U/IND(C ′′); also because both B and A′′ root in the original
table A with several indispensable attributes deserted, B = C′′ can be obtained.
And thus C′′FC′ and A′′FA′ are proven.

As discussed in section 3, a set of rules with the form of rk : Pred(rk) →
Succ(rk)|μ(rk) can be generated by applying the four steps to a given training
table A(U, C ∩ {d}). For the universe W , each object u ∈ W can be classified
to a decision class CLS(Succ(rk)) iff any attribute a ∈ A emerging in Pred(rk)
is supported by u, and it’s denoted by Mat(rk, u) : ∀a∈A, a(Pred(rk)) �= ∅ →
a(u) = a(Pred(rk)). Therefore, the inconsistency consists in RUL(A) iff

∃ri,rj∈RUL(A), Mat(ri, u) ∧ Mat(rj , u) ∧ CLS(Succ(ri)) �= CLS(Succ(rj)), (6)

where Mat(ri, u) denotes Pred(ri) is supported by u, and CLS(Succ(ri)) de-
notes the decision class determined by Succ(ri). Therefore, RUL(A) is inconsis-
tent due to the existence of any ri, rj ∈ RUL(A) with both ∀a∈A, a(Pred(ri)) �=
∅ ∧ a(Pred(rj)) �= ∅ → a(Pred(ri) = a(Pred(rj))) and CLS(Succ(ri)) �=
CLS(Succ(rj)) held. To distinguish the rules derived from different subtables,
each r ∈ RUL(A) is expressed by Des(Er

i , Cr) → Des(Xj, {d}), where Des(Er
i ,

Cr) implies Pred(r) comprising the local reduct of Er
i in subtable Ar(U, Cr ∪

{d}). Based on the correlative notions of reduced layer, the inconsistency among
the rules can be divided into two cases according to their condition class.

Corollary 1. For two inconsistent rule r1 and r2 derived respectively from Ar1

and Ar2 , suppose L(Ar2) ≥ L(Ar1), we shall say that this inconsistency is:
{

inherited iff Cr2 ⊆ Cr1 , (7a)
varietal iff Cr2 �⊆ Cr1 . (7b)

The inherited inconsistency can be ulteriorly divided into two cases, i.e.
L(Ar2) = L(Ar1) → Cr2 = Cr1 and L(Ar2) > L(Ar1) → Cr2 ⊂ Cr1 , and the
varietal inconsistency has two similar cases. In figure 1, the consistency between
the rules from node II and the rules from node IV belongs to the inherited,
and the consistency arising from node III and node IV is varietal. With little
consideration of the difference among the subtables, the rule certainty is
converted into the original table oriented evaluation measures which are based
on the cardinality to achieve high-frequency rule.

5 Methods of Inconsistency Handling

In this paper, to complement the default decision generation method, we mainly
discuss the inconsistency from different layers and suppose L(Ar2) > L(Ar1). For
two inconsistent rules r1 : Des(Er1

i1
, Cr1)→Des(Xj1 , {d}) and r2 : Des(Er2

i2
, Cr2)

→ Des(Xj2 , {d}), if Cr2 ⊂ Cr1 exists, it’s obvious that the condition classes
could hold either Er1

i1
⊂ Er2

i2
or Er1

i1
∩ Er2

i2
= ∅. Being comparable with the

condition class determined by r1, the effectual set covered by r2 is only composed
of the classes which leads to Succ(r2) while belonging to U/IND(Cr1), namely:
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ES(Er2
i2

, Cr1) = {Er1
i ∈ IND/Cr1 |Er1

i ∩ Xj2 �= ∅ ∧ Er1
i ⊆ Er2

i2
}. (8)

When measuring the rules r1 and r2 with the relation Cr2 ⊂ Cr1 held, due to
the desertion of the relatively indispensable attributes Cr1\Cr2 , the condition
classes in U/IND(Cr1) which could not lead to the decision Succ(r2) are taken
into account, and it may depress the rule r2. Hence, for disposing the inherited
inconsistency, the notion of joint membership function can be determined by the
cardinality-based evaluation measure of the effectual set.

Definition 2. For two inconsistent rules r1, r2 with Cr2 ⊂ Cr1 held, the joint
membership function of r2 with respect to Cr1 is defined as:

μCr1 (Er2
i2

, Xj2) =

∑
Ek∈ES(Er2

i2
,Cr1 ) |Ek ∩ Xj2 |

∑
Ek∈ES(Er2

i2
,Cr1 ) |Ek| , 0 ≤ μCr1 (Er2 , Xj2) ≤ 1. (9)

Where the denominator denotes the cardinality of the effectual set for r2 under
the condition attributes Cr1 , and the numerator denotes the cardinality of the
objects which support r2. Clearly, one can perceive that the rough membership
function is a special case of the joint membership function, i.e. μCr1 (Er2

i2
, Xj2) =

μCr2 (Er2
i2

, Xj2)) iff Cr1 = Cr2 .
When considering the varietal inconsistency, for the above two rules r1 and

r2, Cr2 �⊆ Cr1 comes into existence as discussed in corollary 1. Similarly with the
analysis of the inherited case, it can be divided into two subcases, i.e. L(Ar2) =
L(Ar1) → Cr2 �= Cr1 and L(Ar2) > L(Ar1) → Cr2 �⊂ Cr1 . In figure 1, one may
conclude the inconsistent rules from node II and node III to be the former and
the ones from III and IV the latter. Due to the necessity of proposition 1, the
condition attribute set Cr1 ∪ Cr2 is the forefather of the both subset, denoted
by (Cr1 ∪ Cr2)FCr1 and (Cr1 ∪ Cr2)FCr2 . Therefore, Cr1 ∪ Cr2 can be utilized
to evaluate the rule certainty, and called by the effectual joint attributes.

Proposition 2. For two inconsistent rules r1, r2 with L(Ar2) = L(Ar1) →
Cr2 �= Cr1 held, we shall say that the rule certainty can be evaluated by the
joint membership function μCr1∪Cr2 (Er1

i1
, Xj1) and μCr1∪Cr2 (Er2

i2
, Xj2).

It’s obvious that Cr1 = Cr1 ∪ Cr2 iff Cr2 ⊆ Cr1 , thus proposition 2 provides
a unified evaluative condition attributes for the both rules, and the both cate-
gories of inconsistency can be disposed by choosing the rules with higher joint
membership function. All the above accounts for the inconsistency between two
rules, but when two rules r1, r2 are consistent with both the predecessor and the
successor (denoted by r1Cst r2), i.e. ∀a∈A, a(Pred(r1)) �= ∅∧a(Pred(r2)) �= ∅ →
a(Pred(r1) = a(Pred(r2))∧CLS(Succ(r1)) = CLS(Succ(r2)), to compete with
any r3 ∈ RUL(A) which is inconsistent with (by r3Inc r1) the both rules, all
the consistent pairs of each rule must be treated like the inconsistent pairs for
obtaining the most credible rule. To achieve the forementioned, the rule is con-
structed by a header followed with an array of consistent rule descriptions and
an array of inconsistent rule descriptions, and the header include six members:
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Idt : Rule : Block : Strength : Layer : Pds : CstArray : IncArray. (10)

For any ra ∈ RUL(A), the symbol Idt denotes the identifier of ra and
Strength(ra) = |Era

ia
∩ Xja | denotes the cardinality of the ra supported objects.

Layer denotes the reduced layer of Ar
a. Pts points to the ra related decision sub-

table in the cursor queue Ψ , and ra is also pointed by its related subtable. Each
element in the last two arrays is composed of an identifier Idt(rb) and a pair
of joint membership function value (μCra∪Crb (Era

ia
, Xja), μCra∪Crb (Erb

ib
, Xjb

)), in
which CstArray records all the consistent rules to ra and IncArray includes all
the inconsistent ones. To achieve the four members and the two arrays, two main
modifications are made on the rule extracting phase:

+ Step 2. Add a layer marker in A′, and the four members are obtained from
Step 2.

+ Step 3. Following Step 3, according to the established subtables in Ψ , each
generated rule is fetched to be compared with ra. Following this, as discussed
in definition 2:
join Idt(rb) : (μCra∪Crb (Era

ia
, Xja), μCra∪Crb (Erb

ib
, Xjb

)) into CstArray if
raCst rb;
join Idt(rb) : (μCra∪Crb (Era

ia
, Xja), μCra∪Crb (Erb

ib
, Xjb

)) into IncArray if
raInc rb.

From the above, + Step 3 implies that the both arrays only record the cor-
responding rules which are generated from the subtable with the reduced layer
smaller than Ara . Due to the reflexivity of both Cst and Inc, this can reduce
the complexity of extracting and synthesis. From all above, we assert the time
and space complexity of reduced attributes oriented rule extracting algorithm
are of order O(n4 · m2) and O(n · m + m2), respectively. According to the above
structures, suppose several rules M = (r1...rk) are supported by a test object u,
then the most credible rule can be obtained by:

1. Classify ∀ra ∈ M into several (suppose it’s K) consistent subsets according
to Xja .

2. For each consistent subset, with a dimidiate manner, chose the rule with the
maximal joint membership value by CstArray; if the result is not unique,
chose the rule with the largest Strength, and M ′ = (r1...rK) is obtained.

3. For ∀ra, rb ∈ M ′, with a dimidiate manner, chose the one with the maximal
joint membership value by IncArray; if the result is not unique, chose the
rule with the largest Strength, and the most credible rule for u is found.

In 2 and 3, for comparing rules pairs, fetch the CstArray or IncArray of the
rule with the larger Layer. The random selection is applied if both the joint
membership value and Strength of any pair are the same.

6 Computational Experiments

To indicate the validity of our method, three medical data from the UCI Machine
Learning Repository are used in our experiments. Let us notice that the data
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sets used in our experiments are assumed to be complete. To achieve this, except
the Lymphography dataset, the medical data were slightly modified by:

1. Remove the attribute of which more than 1/3 values are missing, which is the
fifth attribute in the Primary tumor with 155 missing values out of 339 ones.

2. The other 79 missing values in the total 234 missing ones are selected in the
corresponding value domain with a statistic manner: in each decision class,
choose the most arisen value of the attribute. 9 missing values in the above
79 ones are from the Breast cancer, and the rest 70 ones originate from the
Primary tumor.

To insure the comparability, 10 fold cross-validation reclassification technique
was performed. And in order to indicate the availability of our Reduced At-
tributed oriented Rule Generation method, three synthesis methods based on
vast rules generation algorithm [5] are given for comparison. In which, Std is
the standard discernibility applying a random rule selection to the rules with
equal membership, HFF uses the high frequency first strategy of inconsistenct
rule-choosing and LFF is it’s opposite. Moreover, we consult two popular rough
sets based rule induction systems, i.e. new version of LERS (New LERS) and the
classification coefficient oriented synthesis system based on the object-oriented
programming library (RSES-lib). For the purpose of comparison, the member-
ship value threshold for Std, HFF, LFF and RARG are all 0.55 and the coefficient
threshold for RSES-lib is 0.75, which are quoted by the corresponding authors.

Table 2. Computational result with the medical datasets

Lymphography Breast cancer Primary tumor
Rule Error rate Rule Error rate Rule Error rate

Algorithm number Train Test number Train Test number Train Test
New LERS 984 0.000 0.233 1163 0.063 0.342 8576 0.245 0.671
RSES-lib 427 0.000 0.195 756 0.152 0.277 6352 0.136 0.687
Std 1321 0.000 0.320 2357 0.060 0.361 7045 0.175 0.764
HFF 1321 0.000 0.267 2357 0.042 0.338 7045 0.147 0.742
LFF 1321 0.000 0.341 2357 0.245 0.470 7045 0.360 0.720
RARG 1321 0.000 0.207 2357 0.051 0.292 7045 0.125 0.598

As shown in table 2, since HFF refined the default decision generation frame-
work, its performance exceeds the later in all the three datasets. Due to the
different granularity distribution of both classes, LFF works well in the first
and the third datasets while falling across a sharply decrease in the breast can-
cer dataset. Because RARG provides a unified evaluation criterion for conflicts,
with the irrelevant condition classes filtered, it guarantees the decision with the
largest ratio of the sustaining decision objects to the effectual condition objects.
For the tested objects, it refers to the most accordant rule with respect to other
conflict ones. Therefore, RARG is particularly outstanding in the applications
with voluminous inconsistency, such as the third dataset displayed in the result.
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In conclusion, RARG takes on a comparatively high performance in the above
four methods. The results also show that RARG is comparable with the other
two systems, and especially, it exceeds them in the Primary tumor dataset.
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Abstract. Since cluster analysis in data mining often deals with large-scale 
high-dimensional data with masking variables, it is important to remove non-
contributing variables for accurate cluster recovery and also for proper interpre-
tation of clustering results. Although the weights obtained by variable weight-
ing methods can be used for the purpose of variable selection (or, elimination), 
they alone hardly provide a clear guide on selecting variables for subsequent 
analysis. In addition, variable selection and variable weighting are highly inter-
related with the choice on the number of clusters. In this paper, we propose a 
non-parametric data clustering method, based on the W-k-means type cluster-
ing, for an automated and joint decision on selecting variables, determining 
variable weights, and deciding the number of clusters. Conclusions are drawn 
from computational experiments with random data and real-life data. 

1   Introduction 

In [24], variable weighting is described as a generalization of variable selection. Al-
though it is possible to use the weighting results for the variable selection with human 
interface, the variable weighting itself does not provide any specific guide on which 
variables should remain in a subsequent analysis. Moreover, many variable selection 
methods, when used in the first stage of cluster analysis, may lose vital information 
[12], [13]. A different approach of discriminant analysis, which requires prior knowl-
edge of the classes, is widely accepted in the context of cluster recovery [21], [23]. In 
this approach, however, both the variable selection and the variable weighting are 
heavily dependant on the choice of an important parameter, the number of clusters. 
The results on the variable selection and variable weighting may vary erratically, de-
pending on the choice of the number of clusters. 

The purpose of this paper is to propose a non-parametric clustering method for  
simultaneously deciding the number of clusters, determining variable weights, and  
                                                           
* This work was supported by the Korea Research Foundation Grant (KRF-2003-041-

D00629). 
**   Corresponding author. 
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selecting contributory variables to include in the analysis, based on the weighted  
K-means algorithm. While many studies have introduced clustering indices to  
compute the number of clusters [20], little attention has been given to the combined 
problem of selecting variables with respect to the computed variable weights and  
determining the number of clusters. 

A handful number of variable weighting methods deal with weighting and cluster-
ing problems jointly, rather than clearly separating the two tasks. The concept under-
lying these algorithms is to assign larger weights to contributory variables. Under this 
strategy for variable weights, the true cluster structure need not be assumed before-
hand. Using this concept, [5] proposed SYNCLUS as a new clustering procedure, 
which combined K-means clustering [16] with a weighting method that used stress-
type measures relevant to the amount of data in each clusters. The performance of 
SYNCLUS, however, was not encouraging [7]. 

An optimal variable weighting algorithm for hierarchical clustering, based on ul-
trametricity, was proposed in [6]. The method was later extended to additive tree 
structures [4] and it was further extended to the K-means clustering [17]. The optimal 
variable weighting (OVW) model of [17] used the subjective maximum limit for vari-
able weights to avoid trivial solutions, which occurred due to the linearity of the ob-
jective function of variable weights. In [10], the W-k-means clustering method was 
proposed, in which the subjective maximum limit on variable weights was no longer 
needed. However, the combined problem of selecting variables and also determining 
the number of clusters simultaneously has not been explicitly addressed in the previ-
ous studies, despite variable selection and variable weights are determined as a conse-
quence of the choice on the number of clusters. 

In this paper, we present a non-parametric clustering method, in which the number 
of clusters, variable selection, and variable weights are not known a priori. The 
method incorporates the existing W-k-means clustering and cluster validity index, 
which selects the best number of clusters and variables in compliance with the com-
puted variable weights. Finally, the results of computational experiments with ran-
domly-generated and real-life data are provided with some conclusions. 

2   The Existing Methods 

The W-k-means clustering model deals with classifying n objects into distinct m clus-
ters and simultaneously computing weights w={w1,w2,…,wp} for p variables. The n × 
p object-by-variable data matrix O is used to represent n measurements on p vari-
ables. The binary decision variable xik indicates that object i belongs to group k and 
the continuous decision variable wl represents the attribute weight for variable l. Indi-
ces i and j denote objects, and k and l denote group and variable indices, respectively. 
The following notation is used throughout this paper. 

ilo  : observed value of object i in variable l, 

ijld  : distance between object i and j in variable l, 

kn  : the number of objects in the kth group, 

S  : the within-group sum-of-squares, WGSS, ∑= =
p
l lSS 1  
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lS  : WGSS computed by using attribute l only,  

T  : the total sum-of-squares, TSS, 

lT  : TSS obtained by using attribute l only. 

2.1   The W-k-Means Clustering Method 

In the W-k-means model of [10], variable weights were automatically computed when 
the number of clusters is given as a parameter. The model can be reformulated as 

∑∑ ∑ ⋅∑=
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where )( jlilijl ood −=  and ∑= =
n
i ikk xn 1 . 

The objective function (1) represents the weighted WGSS of all pairs of objects. 
Constraint (2) forces an object to belong to exactly one group. Constraint (3) excludes 
the trivial solution of zero weights for all p dimensions. The above formulation corre-
sponds to the case when β of wl

β in the original formulation of [10] is set to 2. Thus, 
the optimal weight for given partition x  is obtained as 1

1
1* )( −

=
−∑= p

i ill SSw . 

2.2   The Pseudo F-Statistic 

When the number of clusters, k, is not known a priori, the W-k-means algorithm 
could be used to find the correct number of clusters by an exhaustive search on differ-
ent values of k for kmin≤k≤kmax, where kmin and kmax are the lower and upper bounds, re-
spectively. The search would try to maximize or minimize a specific validity index.  

The Calinski-Harabasz [2] pseudo F-statistic (CH) is a cluster validity index for 
determining the number of clusters in homogeneous clustering. In the simulation stud-
ies of [20], it is reported that CH performed the best for hierarchical clustering algo-
rithms with multivariate normal data sets. Besides its superior computational per-
formance, CH is intuitively appealing for characterizing the quality of the true cluster 
structure because internal cohesion and external isolation are both well represented.  

Despite the advantages, CH may not identify the correct number of clusters for 
data with noisy dimensions (see the simulation results in section 4.2), because it does 
not explicitly consider variable weights to remove noisy variables. It is possible to in-
corporate weights directly in computing distances T and S of CH as in Eq. (5). How-
ever, such an approach would produce poor results because, without a user-supplied 
upper bound on the variable weight, it would result in one-dimensional solutions.  

)1/()()1),(/)(()( −−⋅−= kknwkSwTkWCH  (5) 
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In [3], an improved index of CH, MCH, was proposed to incorporate variable se-
lection and also to handle data with noisy variables. CH is replaced with MCH in the 
clustering procedure, where indicator variables ul‘s represent variable selection. When 
the number of clusters is given as k, MCH(k, u) is defined as 

( ) ( )1/1/),(
11

−−⋅⎟
⎠
⎞⎜

⎝
⎛ −∑∑=

==
kknuSuTukMCH

p

l
ll

p

l
ll  (6) 

In Eq. (6), the indicator variable ul represents whether variable l is selected or not, and 
it is determined by Eq. (7) below.  
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where CHl
-
 is the CH value for the within-group sum-of-squares S for all but dimen-

sion l, i.e. 
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and 

)()( −− += CHsCHaα .  

where a(CH -) and s(CH -) denote the average and the standard deviation of CHl
-
, l=1, 

…, p, respectively. Thus, a(CH -) represents the average loss (gain) of information 
when each dimension is removed. 

3   The Non-parametric Algorithm 

The W-k-means method unified with MCH as a cluster validity index solves auto-
matically and simultaneously four problems with reciprocal relationship, variable 
weighting, variable selection, determining the number of clusters, and clustering.  

The algorithm for the non-parametric clustering method implements the W-
k-means algorithm iteratively within a specified range of the number of clusters, and 
calculates MCH values for the partition with the minimum S at each number of clus-
ters. Finally, the algorithm selects the partition with the maximum MCH value as the 
best solution. Thus, MCH determines the number of clusters with relevant variables 
for computing the number of clusters from the output of the W-k-means algorithm.  

In the algorithm, twenty initial centers, which are randomly generated among data 
objects, are used for each run of W-k-means. Moreover, equal weight of 1/p is used as 
initial variable weights rather than a multiple number of random initial weights as 
used in [10]. The proposed algorithm employs the general sequential strategy in [8], 
[22] and uses the maximum number of clusters, m. We note that a small number for 
m, compared to the number of data points, is preferred in data mining [1], [9].The 
complete algorithm is given in Fig. 1 below: 
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For k=2,3,…,m do { 
Generate 20 sets of random initial cluster centers. 
For i=1,2,…,20 do { 

Initialize variable weights to 1/p. 
While (any improvements in S(w)) { 

Run K-means with given weights and ith initial center. 
Compute variable weights from the resulting partition of W-
k-means, using the closed form solution. 

} EndWhile 
} EndFor i 

        Select the best solution Pi with the minimum S(w) i = 1,2,…,20. 
Determine ul by using Eq (7). 
Compute MCH for the W-k-means solution Pi using ul. 

} EndFor k 
Select the best solution Pki with the maximum MCH among k=2,3,…,m. 
Output the selected partition and the variable weights. 

Fig. 1. The algorithm of the W-k-means with MCH 

4   Computational Experiments 

4.1   Description of Data 

To test the performance of the proposed method, we conducted computational ex-
periments with two different artificial data sets and two real-life data sets. The first ar-
tificial data set is the synthetic data set considered by [4]. The second artificial data 
set was randomly generated by using the algorithm for generating artificial test clus-
ters for a simulation study of [19] as in [20]. The real-life data sets were obtained 
from the UCI Repository of Machine Learning Databases at [http://www.ics.uci.edu/ 
~mlearn/MLRepository]. 

In the experiment with the second artificial data set, four factors, corresponding to 
the number of clusters, the number of dimensions, the density levels, and the number 
of objects, formed a four-way factorial design. With choices of two to five clusters 
and of four-, six-, and eight-dimensional Euclidean spaces in the problem generation, 
the factorial design considered 144 cells. Moreover, three replicates were generated 
for each cell. Therefore, 432 datasets were produced for each error condition, result-
ing in 2,160 datasets over five different error conditions. 

The first error type considered was error-free data; the second included 20% addi-
tional data points, which were outliers; the third involved perturbation of the error-
free coordinate values with a mean of zero and a standard deviation corresponding to 
the cluster and dimension of each point; and the fourth and fifth error types involved 
the addition of one and three random noise dimensions, respectively, to the basic set 
of variables. Moreover, the data generated by the Milligan’s algorithm were standard-
ized using a sample range in preparing the simulation datasets. 

The performance of the Non-parametric Clustering method (NC) was compared 
with OVW and equal weighted K-means with CH (K-CH). In the comparison, the 
original OVW code of [17] was used without modification and with the parameters 
given in their paper, i.e., the variable weight limit was set to 0.7 and the number of 
runs was set to 10. To replicate the OVW simulation results, we used the K-means 
code of [14] without modification and with the same twenty random starts. Moreover, 
the maximum number of clusters, m, for W-k-means was set to twenty. 
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4.2   Computational Results 

De Soete’s data in [4] has a predefined structure: first two dimensions separate objects 
into three clusters and the other two dimensions are random noise with uniform distri-
bution. The three clusters are {1,2,3,4},{5,6,7,8}, and {9,10,11,12}. NC identified ex-
actly the three clusters, but OVW and K-CH partitioned the data into two subgroups, 
{1,2,3,4,9,10,11,12} and {5,6,7,8}.  

In the experiment with the second artificial data set, the effectiveness of the non-
parametric method NC was measured against those of OVW and K-CH, based on the 
corrected Rand Index (CRI), which measures similarity between two partitions of an 
object set [11]. Maximum value 1.0 of CRI indicates perfect match of the two parti-
tions and value 0.0 indicates matches at the chance level. 

Table 1. Mean values of the corrected Rand Index for OVW, K-CH, and NC 

No of No of OVW K-CH NC OVW K-CH NC OVW K-CH NC OVW K-CH NC OVW K-CH NC OVW K-CH NC OVW K-CH NC
obj. var.

50 4 0.723 0.904 0.966 0.624 0.770 0.837 0.679 0.888 0.894 0.738 0.642 0.968 0.735 0.703 0.880 0.700 0.782 0.909 1.3 0.5 1.4
50 6 0.831 0.963 0.979 0.635 0.819 0.818 0.750 0.931 0.966 0.872 0.777 0.958 0.890 0.801 0.971 0.795 0.858 0.939 1.5 0.6 1.7
50 8 0.837 0.973 0.974 0.652 0.751 0.856 0.811 0.964 0.958 0.872 0.891 0.952 0.873 0.885 0.948 0.809 0.893 0.938 1.8 0.7 2

100 4 0.757 0.900 0.984 0.655 0.772 0.794 0.733 0.898 0.899 0.758 0.594 0.965 0.805 0.585 0.865 0.742 0.750 0.901 2.3 1.0 3.8
100 6 0.857 0.969 0.991 0.765 0.878 0.892 0.761 0.973 0.958 0.872 0.826 0.995 0.929 0.801 0.983 0.837 0.889 0.964 3.1 1.3 4.8
100 8 0.871 0.986 0.987 0.748 0.865 0.886 0.841 0.984 0.964 0.912 0.946 0.986 0.895 0.898 0.983 0.853 0.936 0.961 4 1.6 6.0

150 4 0.817 0.880 0.921 0.714 0.836 0.851 0.796 0.910 0.920 0.794 0.659 0.929 0.823 0.695 0.863 0.789 0.796 0.897 3.4 1.9 7.0
150 6 0.810 0.955 0.948 0.760 0.832 0.879 0.805 0.926 0.939 0.907 0.739 0.968 0.937 0.746 0.978 0.844 0.840 0.943 4.9 2.4 9.4
150 8 0.922 0.961 0.991 0.760 0.840 0.878 0.871 0.953 0.955 0.891 0.856 0.990 0.849 0.827 0.965 0.859 0.887 0.956 5.9 3.1 11.6

200 4 0.785 0.921 0.897 0.704 0.806 0.830 0.809 0.893 0.878 0.835 0.642 0.948 0.801 0.665 0.853 0.787 0.786 0.881 5.0 2.7 11.3
200 6 0.792 0.988 0.988 0.755 0.884 0.893 0.754 0.975 0.963 0.847 0.819 0.962 0.936 0.890 0.972 0.817 0.911 0.956 7.3 3.8 14.9
200 8 0.879 0.992 0.992 0.789 0.890 0.905 0.849 0.991 0.989 0.883 0.874 0.981 0.882 0.917 0.972 0.856 0.933 0.968 8.9 5.0 18.8

0.823 0.949 0.968 0.713 0.829 0.860 0.788 0.940 0.940 0.848 0.772 0.967 0.863 0.785 0.936 0.807 0.855 0.934 4.1 2.0 7.7Average

Error-free Outliers Error-perturbed Average CPU Time1 noise dim. 3 noise dim. Average

 

Table 1 summarizes the simulation results for OVW, NC, and K-CH for the non-
parametric case in terms of the mean values of CRI; NC outperforms OVW and K-
CH in every case for every error condition. The average computation time for each 
method is also included in the last three columns of the table. Fig. 2 shows the gross 
mean value of the three algorithms for different numbers of objects and dimensions. 
The figure shows the consistency in the performance of NC over OVW and K-CH. In 
all computation, a Pentium IV PC with a 3.0-GHz CPU and 256 MB RAM is used in 
the time estimation. 

Table 2 summarizes the results of the experiments with Iris and Breast cancer data 
[18]. In it, the number of computed clusters and CRI value are given for different 
number of initial random centers in each method. The overall performance of NC is 
better than or comparable to that of K-CH and OVW for 200 initial random centers. 
Although the performance of NC and OVW seems to be more sensitive to the choice 
of initial centers than that of K-CH for Iris data set, Table 2 shows that their results 
could potentially be further improved with a larger number of initial random centers.  
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Fig. 2. Mean values of CRI for the non-parametric method 

Table 2. Experiment results with real life datasets 

Data

20 100 200 20 100 200 20 100 200 20 100 200 20 100 200 20 100 200
no. of cl. 3 3 3 3 3 3 4 4 3 3 3 3 2 2 2 2 2 2
CRI 0.716 0.886 0.886 0.716 0.716 0.716 0.663 0.663 0.886 0.627 0.627 0.627 0.847 0.847 0.847 0.830 0.830 0.830

BREAST CANCER DATA
no. of init.

centers
OVW K-CH NC OVW K-CH NC

IRIS DATA

 

5   Summary and Future Works 

In this paper, we presented a non-parametric method to solve simultaneously four 
problems with reciprocal relationship, variable weighting, variable selection, deter-
mining the number of clusters, and clustering. The method selects variables comply-
ing with the computed variable weights in proportion to their contribution to the resul-
tant clustering. 

The results of the Monte Carlo studies of the algorithm showed that the proposed 
method outperformed both OVW and K-CH, but results with the real-life data tested 
introduced a need for further study on determining the proper number of initial cen-
ters. Furthermore, the efficiency of the proposed algorithm for large-scale datasets us-
ing vector-parallel computing remains to be investigated. 
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Abstract. The definition of a model should contain something more than purely 
conceptual development. Its discriminatory characteristics should harbour, in 
practice, the intention to uncover unknown opportunities in times of 
globalization. Quantification of the intangible value of the service sector must 
become another management strategy; thereby consolidating the wealth of each 
company and gearing up -just like in a mechanism- the variables that can 
predict the value of these environments which are abound in opportunities, 
something that has been hardly considered until lately. The rest of this paper 
deals with the development of M6PROK (Model of the Six Profitability Stages 
of Knowledge) using an artificial neural architecture. M6PROK is a mirror in 
which companies can look at themselves and whose reflection should provide a 
basis for the solution of issues concerning the profitability that knowledge 
brings about and the awareness of this, as well as supporting decision-making 
processes to consolidate business strategies. 

Keywords: Knowledge management, intangibility, profitability, neuronal 
networks. 

1   Knowledge Management: Repercussion in the Managerial 
World 

Knowledge has meant an enormous contest for companies. It represents an 
extraordinary challenge for human beings, and its acquisition is sought out with a 
view to improving and developing our thought structures. The most innovative 
approach has been the suggestion to manage as well as to assign a value to it by the 
organizations.  

We can thus appreciate the mutations that companies have undergone over the last 
few hundred of years, moving from being solely concerned with their survival to 
valuing a series of other factors, such as the development of their workers’ potential 
and abilities, the sustained growth of new economies, the co-existence of professional 
and personal values, the centralization of needs, and the renewal of training or the 
valuation of the learning processes and knowledge management. It is therefore the 
precise and detailed review carried out by [1] what becomes the most accurate 
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justification to the assertion: “Why is it that it has taken so long for knowledge to be 
considered as a key strategic factor!” 

The sector which is the object of this research, the “service sector” provides it with 
flavour. Here, knowledge management has no boundaries, as its use is not only 
limited to large firms where the volume of work, invoicing and its payroll are 
overwhelming, but also to small environments and on occasions, traditional family 
businesses. The following section unveils how learning influences knowledge and 
what connotations it has for the service sector regarding knowledge. 

2   Modeling Knowledge Using M6PROK 

The objective that we have set out with this maxim is to prove, in accordance with the 
aforementioned parameters, the value of acquiring -or not acquiring- knowledge in 
PYMES and therefore, the transformation that these can experience in relation to the 
measurement of the intangible value generated, applying a model of our own creation 
called "Model of the Six Profitability Stages of Knowledge" (M6PROK). 

All too often, the introduction of a model consists simply of presenting a graphical 
logic of the same without mentioning anything but its most outstanding qualities. 
However in this presentation, we consider modelling knowledge by examining each 
stage of its creation, the justification for which is based in the effect that each level 
has in the companies. Thus, the architecture of this model is structured in a matrix 
setting using four intangibility measurement ratios [2] that share two relevant 
characteristics; one is that their selection has a direct relationship with the cost factor, 
and, two, that they are caused by the lack of knowledge. These four ratios define the 
four axes on which the model is based on and on which results are determined. 

The M6PROK is structured in a matrix setting and the way it works follows a route 
that is referred to as outside-in, which puts together not only the environment and 
structure of the company, but also its economic characteristics. In relation to the first, 
the relevance of the thematic index -which is the relationship between the number of 
times that knowledge that belongs to a specific category is used and its economical 
repercussion on the company- and of the state of knowledge -the definition of which 
takes into account the situation that the sector is facing in relation to the learning 
capacity and the generation of new knowledge- which give rise to the so-called 
external matrix. 

On the other hand, the cost of knowledge has been considered -the suggestion of a 
cost that derives from activities focused on the acquisition of the same- performance 
costs calculated on the basis of knowledge acquisition -and the cost of non-
knowledge- conceptualized as the cost deriving from insufficient awareness of 
concepts that pertain to the sector- which configure the internal matrix. 

It should be added that its design and structure were drawn from a second stage in 
which the matrix of the model was divided into four areas to reflect the situation of 
each company in relation to its knowledge, according to the different thematic 
indexes, and the relevance of each of these. The naming of each area in the matrix 
corresponds to a combination of factors and circumstances, and they are: control area 
(outlined in green), critical situation area (outlined in red), inflection area (outlined in 
blue) and growth area (outlined in orange). The restructuring of the profitability levels 
of knowledge takes place under these. Fig. 1 shows the combination of the two stages 
in the chosen grouping and the exchange of values between the variables in order to 
create the basic operational and intangibility measurement structure.  
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Fig. 1. Flow Diagram of the Sequence for the Handling of Information in the M6PROK Model 

3   Handling of Information and Display of the Profitability Stages 

Having presented the sequence of matrix restructuring, the operational handling of the 
model takes place. All the knowledge of each activity (that is already located in one 
of the parcels of the model due to the fact that the information provides both the 
relevance of the knowledge and its status) is displayed, rating each one of them 
according to its knowledge and non-knowledge evaluation. 

At this point, it is now possible to use a tool called the Matrix of Grouped Data, the 
structure of which allows the regrouping of all the activities and knowledge in order 
of equality between two of its parameters which are the cost of knowledge and of 
non-knowledge. Fig. 2 depicts schematically and in synthesis the handling of 
information and the sequential procedures that must be followed. 

The results obtained from the use of the model lead to a series of conclusions that 
underline the causes and their corresponding effects and the need for the necessary 
steps for knowledge to be a source of growth and continuous improvement. In this 
regard, the output of the model is profitability at very short-term that leads into an 
immediate profit gain once the company acquires specific knowledge. 

In second place is the short-term profitability, noting that in this case the 
acquisition of knowledge continues to be profitable, but that the return on the 
investment is not as immediate as in the previous case. A sure bet is the medium-term 
profitability, in the sense that knowledge is being gained without urgency, allowing 
for it to be profitable in a relatively short period of time. 

A very advantageous situation occurs if the company involves itself in long-term 
profitability, as this places the company in a better situation when it comes to its 
knowledge status, so that, regardless of the frequency of the demand for its services, it 
will always be prepared to undertake the projects that are presented to it. Therefore, in 
principle, the acquisition of knowledge continues to be a profitable exercise, although 
the results will only be seen in a longer period of time. 
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When a company reaches strategic profitability [3], it should consider the position 
that there are situations in which the benefits of the extra acquired knowledge are not 
always directly reflected in the balance sheet, with the understanding that, in this 
regard, its growth will be a reflection of the good image that it offer its clients, to be 
able to offer services that were not considered before or simply by eliminating 
obsolete knowledge and acquiring flourishing knowledge. 

On the last stage, the non-profitability stage, mainly because of its innovative 
concept, its relevance and repercussions, given that it warns the companies that not 
always investing in knowledge is going to guarantee a return on the investment. Until 
now, it has always been intuitively known that training is a positive and profitable 
practice, but from the investigation using M6PROK, it has been demonstrated that 
this is not always the case, as there are a series of concepts that do not contribute to 
the company’s profitability, and therefore, it is not recommended to acquire them. 

With these premises, we can observe how the evolution of this research has gone 
through different phases until it reached the concretion of a stratified form for all the 
knowledge that is used in the service sector, using three concepts of outstanding 
importance, which are: learning, management of knowledge in the service sector and 
the viable quantification of the intangible value that lies in these environments. 
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Fig. 2. Sequence of the Treatment of the Information in the M6PROK 

4   Neural Network Methodology for the M6PROK Model 

A multiple-layer model is going to be considered for predicting the State of the 
Knowledge about a specific subject inside one company (SK), studying three 
parameters: the Cost of acquiring that knowledge (CK-Cost of Knowledge), how 
many looses the company will have due to not having full domain of the knowledge 
(CNK-Cost of Non Knowledge) and the relevance of that concrete knowledge (RTI-
Relevance of the Thematic Index). 

For this study, it will be used a multiple-layer perceptron with one hidden layer, 
where n will be the number of input variables (CK, CNK and RTI, so n=3), and m the 



 A Closed Model for Measuring Intangible Assets 819 

number of neurons in the hidden layer (according to the different stages of 
Profitability of the Knowledge, PROK (see Fig. 1), so m=9). On the output layer, only 
one neuron is considered. The selected program language was PASCAL, and the 
compilator was Delphi (version 5) from Borland. A schematic representation is shown 
in Fig. 3 [4]. 
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Fig. 3. Neural network architecture 

The network reads input values (CK, CNK and RTI) and propagates from one layer 
to another until the output is produced (SK). Then, weights are sequentially numbered 
such that the weights that link the input layer with the first neuron of the hidden layer 
range from w1 to wn where their bias term is wn+1.  

The network reads an input vector e = (ej) and the information propagates from one 
layer to another until output s is produced. Thus, the input information of each 
neuron, k = 1, .., m, of the hidden layer is given by: 

zk = ∑
=

++−+ +
n

j
jjnknk eww

1
)1)(1()1(  ,                                        (1) 

and the output neuron receives the following data:  
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where ak are the outputs from the hidden neurons. In our example, a sigmoid function 
(ak) is used as a transfer function for the hidden layer and an identity function (s) is 
used for the output neuron. Thus, 
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ak = 
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As the M6PROK Model was developed together with the help of many experts 
working for several service companies, the purpose of this NN algorithm is to use this 
work to extrapolate the results to all different sectors. This is a sample of using NN in 
order to support the Human Resources Department inside a firm to develop a sensible 
Training Policy. Even, it allows comparing the impact of different Training Policy 
between companies that work in different environments or sectors. 

4.1   The Training Problem of the Neural Network 

Prior to start with the training of the net, the values of each variables of the input 
vectors are normalized between -1 (the lowest value in the training set) and +1 (the 
highest) for the training stage; the output values are also normalized between 0.8 and 
+0.8 [5]. 

There are several methods for training this neural net model in the literature. 
Algorithms based on gradient descent, such as the back-propagation method [6], [7], 
[8] and [9], but they have some limitations. They convergence to poor local optimal 
and are dependent on the initial solution. In addition, they are not applicable to 
network models that use transfer functions for which derivatives cannot be calculated. 
On the other hand, Genetic Algorithms have been highlighted in works such as [10], 
[11], [12], [13], [14] and [15].  

In this work a Memetic Algorithm [16] for the training of this neural network 
model is selected. One aspect to take into account is that due to the type of transfer 
functions used, these methods only seek weight values in the hidden layer. Those in 
the output layer are obtained by the least squares method, ensuring good results [5]. 

Usually a subset of values are used for training the net and some subsets (test 
subsets) are used for checking that “trained” net performs well. In the original 
M6PROK Model there were used 2.779 values (all the different Knowledge inside the 
electric companies working in the service sector). From the NN study, a subset of 
1.379 of them were selected as the training set, and 10 subsets of 140 values each 
were taken as test sets. The next table summarizes the results (success ratio = 
percentage of “good predictions”) obtained by the net. 

Table 1. Summary of Results 

 SUCCESS RAT. 
TRAINING SET 75,1 
TEST SETS  

Minimum 70,4 
Mean 71,2 
Maximum 72,1 



 A Closed Model for Measuring Intangible Assets 821 

Therefore it can be diagnosed where the service sector companies should invest 
their training budgets, in order to get the most out from their money. 

5   Conclusions 

This paper started explaining how learning is configured as the root that feeds creative 
minds. Without learning, creativity does not exist; neither does critical formulations, 
deviations in the generation of explicit ideas or originality. Learning is, therefore, [17] 
a measurement of the organizational value, although, considering that it is people who 
develop it and make it productive. 

Nowadays, the service sector environment is prone to achieve good management of 
its intellectual assets. M6PROK provides a response to this need. This management 
strategy tool places the service sector in an advantage position against non-structured 
companies, by allowing these to set in operation the model’s own capabilities and the 
body of knowledge developed for all the structures that make it up, be it the clients, 
workers, technicians, the competition and the lack of quality. In turn, and as a 
consequence of the use of the model, six levels of profitability become apparent (very 
short-term profitability, short-term profitability, medium-term profitability, long-term 
profitability, strategic profitability and non-profitability) providing enough 
information for a company to take corrective measures depending on the results of the 
four variables that make up the model.  

According to the results, knowledge management is not merely a theoretical 
concept: it establishes a practical framework that can quantify the market value that 
lies on small and medium companies, allowing them to analyze and direct their efforts 
towards operational excellence. 
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Abstract. Combining audio and image processing for understanding video con-
tent has several benefits when compared to using each modality on their own. 
For the task of context and activity recognition in video sequences, it is impor-
tant to explore both data streams to gather relevant information. In this paper 
we describe a video context and activity recognition model. Our work extracts a 
range of audio and visual features, followed by feature reduction and informa-
tion fusion. We show that combining audio with video based decision making 
improves the quality of context and activity recognition in videos by 4% over 
audio data and 18% over image data. 

1   Introduction 

The objective of this paper is to develop an automated feature extraction and classifi-
cation scheme that discriminates between different activities in audiovisual se-
quences. These activities captured in unconstrained videos include the recognition of 
a vehicle driving past, a person clapping his/hers hands, a person opening, going 
through and closing a door, a person walking, a person talking, a train going past, a 
person typing at a keyboard [9]. These activities can be recognized both using audio 
[9] and visual classifiers but we show that their recognition is greatly enhanced by in-
formation fusion across these two modalities. This problem is unique in the literature; 
most work using both modalities has limited itself to human computer interaction or 
person recognition and verification [13]. We analyze the combination methods for 
fusing audio-visual decisions and evaluate a number of audio and video features to 
determine which are best suited for the task. Integration of different modalities for 
video information classification can enhance system performance through the coop-
eration and interaction between dissimilar data sources. This integration can take 
many forms as proposed by Martin et al. [11], e.g. transfer, equivalence, specializa-
tion, redundancy and complementarity. Several approaches to audio and video fusion 
have been suggested in the literature. These can be classified into three main groups: 
data fusion, feature fusion and decision fusion [15] (Figure 1). Data fusion is rarely 
found in multi-modal systems because raw data is usually incompatible. Audio is 
represented by one-dimensional high frequency data whereas video is organized in 
two-dimensional frames over time at a much lower rate. There are issues when syn-
chronizing both sources, as well as the fact that video only represents the space cov-
ered by the camera frustum. As a result, in this paper, we concentrate on decision  
fusion and feature fusion. 
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Fig. 1. Fusion levels: Data fusion; Feature fusion; Decision fusion 

This paper is organized as follows: Section 2 describes the problem and data col-
lection in detail. Section 3 provides an overview of features extracted and used in the 
classification stage (discussed in Section 4) and finally, in Section 5, the results are 
interpreted and further work is proposed. 

2   Problem Domain 

Our work tackles the problem of identifying activities or events that are commonly 
present in natural and highly unconstrained videos of day-to-day situations. Since the 
problem domain is very broad, a limited number of classes has been selected to repre-
sent situations where both audio and video cues are present. The following activities 
form distinct classes for recognition: 

• Class 1c : Car - a vehicle driving past; 

• Class 2c : Clap – a person clapping his/hers hands; 

• Class 3c : Door – a person opening, going through and closing a door; 

• Class 4c : Step – a person walking; 

• Class 5c : Talk – a person talking; 

• Class 6c : Train – a train going past; 

• Class 7c : Type – a person typing at a keyboard. 

The samples of the above seven different activities were collected using a digital 
video camera. The only constraint is the fact that only one (at most two in some cases, 
e.g. two hands clapping or person+door) objects have spatial movement in the scene. 
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Each of these sample video clips was later reduced to 8 seconds in length. The audio 
signal was extracted and saved in a mono, uncompressed PCM .wav file, sampled at 
44.1 kHz at 16 bits. One of the major problems with audio analysis is the presence of 
background noise. We decided not to perform any preprocessing to remove such noise 
because of the risks involved with affecting the signal of interest and the difficulty in 
modeling the differences between the signal of interest and other signals. The data-
base used contained 30 samples (videos) per class - a total of 210 samples (videos).  

A preliminary visual inspection of the audio files shows that the signals across these 
seven classes are not totally distinguishable. The ‘clap’, ‘step’ and ‘type’ class signals 
are periodic and regular, whereas ‘train’ and ‘car’ are loud and noisier. The class ‘talk’ 
is more erratic, and because speaking can be done both indoors and outdoors, some of 
the samples are noisier than others. However, some classes have similar characteristics. 
For example, the ‘step’ and ‘door’ classes are similar because both ‘door’ clips have 
stepping sounds. ‘Car’ and ‘train’ videos are similar because they contain vehicles that 
are present in an outdoor environment and contain higher ambient sounds.  

In video, visual features can be extracted on object motion, texture, colour and 
shape to recognize them and understand their behaviour. A preliminary inspection of 
the videos show that visual features are not very robust given the changes in illumina-
tion, variability in object viewpoint and different instances of the same object, unpre-
dictable object motion, changes in skin tone, and so on. As a result, the identification 
of objects and their activities based on visual information alone is highly challenging. 
In the next section we describe the audio and visual features extracted from videos 
and discuss their correlation. 

3   Feature Extraction 

3.1   Audio Features 

Signal and audio processing are mature fields with several well-established, reliable 
techniques. We computed several popular audio features to be included in our ma-
chine learning system. These included: 

Bandwidth Features BW (a1 - a90) [7] – This includes the width between two fre-
quency bands 1f and 2f over the whole signal. For the purpose of this work, it repre-

sents the width of the smallest frequency band within which a signal can fit. This uses 
the frequency centroid value of each time component to deduce its value. 

FCVC4 (a91) [7] – Frequency Component of the Volume Contour around 4Hz. 
FQC (a92-a181) [7] – Frequency Centroid. This feature represents the clarity of the 

signal by evaluating the centre of each frequency domain obtained by the Fourier 
transform and the magnitude information. 

Gabor (a182-a545) [3] – The Gabor function is widely used as a filter and as a basis 
function for de-correlation. For this study, the signals were Gabor filtered and then the 
corresponding main LPC coefficients were used as features for classification. 

HPS (a546-a674) [5] – Harmonic Product Spectrum is a methodology employed to 
approximate fundamental frequency f0. 

LPC (a675-a1029) [3] – Linear Predictive Coefficients exploit the auto-correlated 
characteristics of the input waveform by estimating the value of the current sample 
using a linear combination of the previous samples. 
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MFCC (a1030-a2049) [1] – The Mel Frequency Cepstral Coefficients emphasize the 
lower frequencies which are perceptually more meaningful in speech. 

Power (a2050-a2089) [8] – The power spectrum is the energy present in the signal’s 
Fourier transform. 

Silence and VDR (a2090, a2091) [8] – based on the Volume Contour (VC – divide the 
signal into overlapping frames and take the Root Mean Square of the signal magni-
tude within each frame). Silence reports the ratio between the period of time with low 
VC and the time with high VC. VDR corresponds to VC range. 

HER features – the High Energy Region uses the spectrogram of the audio signal. 
It is defined by the highest energy peak, together with the left and right thresholds de-
fined as a fraction of that peak. Several features are computed within this region as 
defined below: 

• Area (a2092) – The energy area within the HER: ( : f
f

f spec energy Aω
ω∈

∀ ∈ = ∑ , 

where f is a frame, ω  is frequency and Aω  the corresponding Fourier coeffi-

cient); 
• Average Distance (a2093) between peaks. This is achieved by finding other high 

energy peaks and computing their average temporal distance. 
• Duration (a2094) – The duration of the HER. 
• Spectogram Moment (a2095) –  
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and (.)d is the Euclidean distance. 

• Peak value itself (a2096); 
• In addition, we also compute the previous features within this region (sBW, 

sFCVC4, sFQC,s Gabor, sHPS, sLPC, sMFCC and sPower) (a2097-a2234). 

3.2   Visual Features 

For recognizing activities we can obtain cues from both the object itself and its mo-
tion behavior. Image object segmentation is a research area on its own and not the fo-
cus of this work. In our study the objects were segmented by motion based region 
clustering. A number of well-established image processing features were computed to 
reflect the object’s colour, texture and shape characteristics as described below: 

Colour Spaces (v1-v108) – statistics (mean, standard deviation, skewness, kurtosis, 
entropy and energy) of each channel of the RGB, rgb, YIQ, HSI, TSL and LCH col-
our spaces. 

Laws Masks (v109-v558) [6] – the RGB channels were convoluted with 5x5 Laws 
masks to enhance texture structure and the same statistics were produced. 

Colour Moments (v559-v563) [12] – invariant to illumination and viewpoint, these 
features are commonly used in characterizing object colour and to some extent shape 
(we used feature set G from [12]). 

Wavelet (v564-v707) [16] – we computed statistics on the coefficients resulting from 
discrete wavelet decomposition to 3 levels using Daubechies basis functions. 
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Ellipse fitting (v708-v717) [2] – Least Squares Ellipse fitting of the mask allow the 
extraction of some shape features (ratio between major and minor axis, angle, ellipse 
coefficients and the ratio between number of pixels inside and outside the ellipse). 

To describe object movement, we performed Fourier phase motion compensation 
[17] to stabilize the background and then processed the sequence with a KLT tracker 
[10] (v718-v740). The 10 tracked points displaying most movement through the sequence 
are selected for feature extraction. We compute the global magnitude of displacement, 
average displacement and the first DFT components in the x and y directions. 

4   Experimental Setup 

All experiments were performed by randomly dividing the data set into separate train-
ing and data sets with 15 samples for each class in the training set and the same 
amount in test set. Hence, there are 105 samples in training and 105 samples in test 
set. We perform feature selection to reduce the number of discriminatory features. 
This is important for several reasons. We need to avoid the curse of dimensionality 
and select a number of features that are relevant and reduce redundancy. It can also 
provide evidence that selecting features from both modalities is beneficial (as dis-
cussed later). For this purpose, we use the Sequential Forward Floating Selection 
(SFFS) algorithm [14].  The measure of separability used for SFFS was the success 
rate of a leave-one-out kNN classifier using the training data. 

Once the appropriate features are selected, in order to study the benefit of combin-
ing both modalities, we compare the performance of different systems using the same 
classification setup. The kNN classifier was chosen for all experiments. All experi-
ments were performed on a selection of 35 features using SFFS and used k = 7 for the 
kNN classifier. 

Figure 2 shows the correlation matrix in a graphical form for the entire 2974 fea-
ture set (740 video + 2234 audio). Each pixel represents a correlation value and rows 
and columns of pixels (left to right, top to bottom) index the features in ascending or-
der. Brighter areas denote high correlation. The matrix presents a block diagonal 
structure, suggesting some dependency between features of each set and, more  
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Fig. 2. Correlation matrix of video and audio features 
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importantly, low correlation between features of different modalities. This is the 
property we intend to explore – that by selecting features from different sets, the rec-
ognition rate will improve. This figure shows that there are several regions of high 
image intensity confirming that there is high correlation amongst features and suffi-
cient scope for removing redundant features.  

4.1   Classification Results Based on Audio Only 

The application of SFFS feature selection methodology on audio features alone 
yielded the following features: Gabor [a251]; LPC [a750, a763, a759, a731]; MFCC [a1105, 
a1492, a1390, a1063, a1528]; Power [a2075, a2073, a2071, a2054]; Silence [a2099]; sFCVC4 
[a2098]; sMFCC [a2195, a2187]; sPower [a2234, a2232, a2231, a2230, a2229, a2229, a2218, a2233, 
a2228, a2223, a2222, a2221, a2220, a2219, a2213, a2208, a2204, a2200]. Using these features for 
testing, we obtain the following confusion matrix and a success rate of 65% (Table 1). 

Table 1. Confusion matrix for 7NN test using audio features 

Audio car clap door step talk train type
car 12 0 0 2 0 0 1 
clap 0 12 0 1 0 0 2 
door 0 1 9 1 1 0 3 
step 0 0 6 4 1 0 4 
talk 3 0 0 0 11 0 1 
train 2 0 0 0 0 13 0 
type 0 2 2 2 1 0 8 

4.2   Classification Results Based on Video Only  

The application of SFFS feature selection methodology on visual features alone 
yielded the following features: rgb [v26, v27]; YIQ [v48]; HIS [v66]; TSL [v73, v77, v85, 
v78]; LCH [v108, v91]; LMM [v359, v481, v196, v329, v114]; Wavelet [v590, v681, v689, v669, 
v664, v663, v641, v699]; Shape [v712, v709]; KLT [v718, v738, v732, v740, v739, v733, v729, v736, 
v735, v737]. These features produced a success rate of 78% as shown in Table 2. 

Table 2. Confusion matrix for 7NN test using video features 

Video car clap door step talk train type
car 12 1 0 0 0 2 0 
clap 1 11 0 0 3 0 0 
door 0 2 12 1 0 0 0 
step 0 1 6 5 2 0 1 
talk 0 1 0 0 14 0 0 
train 1 0 0 0 0 14 0 
type 0 0 0 0 1 0 14
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4.3   Classification Results Based on Audio and Video Decision Level Fusion 

There are several approaches to combining classifier decisions. Kittler et al. [4] ex-
plored a variety of rules based on the a posteriori probabilities modeled by each clas-
sifier. Based on their work, we take the outputs of the classifiers used in section 5.1 
and 5.2 and use the sum rule (which exhibited good efficiency and is robust to errors). 
The success rate achieved was 83%, an increase of 5% and 18% over video and audio 
alone, respectively. 

Table 3. Confusion matrix for 7NN test using decision fusion 

Audio car clap door step talk train type
car 14 0 0 0 0 1 0 
clap 0 14 0 1 0 0 0 
door 0 2 11 1 0 0 1 
step 0 0 5 6 1 0 3 
talk 1 0 0 0 14 0 0 
train 1 0 0 0 0 14 0 
type 0 0 0 1 0 0 14 

4.4   Feature Level Fusion of Audio and Video 

The application of SFFS feature selection methodology on audio and video features 
together yielded the following features: RGB [v4]; LMM [v193]; Wavelet [v671, v593, 
v567, v575]; KLT [v718]; Gabor [a182]; LPC [a675]; MFCC [a1177, a1921]; Power [a2087, 
a2078, a2086, a2080, a2063, a2055, a2054]; sPower [a2231, a2219, a2204, a2199, a2234, a2233, a2232, 
a2220, a2201, a2200, a2229, a2202, a2198, a2221, a2213, a2212, a2207]. As expected, features from 
both modalities were selected, indicating that there are advantages in exploring their 
interaction. Furthermore, the classification success rate on the test set improved to 
82% (table 4), which is a similar performance increase to the decision fusion model. It 
is noteworthy to mention that while in the decision fusion model we select 35 features 
for each modality, the feature fusion model also uses only 35 features. Therefore, we 
obtain similar results with half the information with feature fusion model.  

Table 4. Confusion matrix for 7NN test using feature fusion 

Video+Audio car clap door step talk train type
car 14 1 0 0 0 0 0 
clap 0 15 0 0 0 0 0 
door 1 0 13 1 0 0 0 
step 0 2 6 4 1 0 0 
talk 0 0 1 1 13 0 0 
train 0 0 0 0 0 15 0 
type 0 0 0 3 0 0 12 
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Finally, we need to mention the fact that all models exhibit some confusion be-
tween the classes ‘door’ and ‘step’. This is due to the presence of people walking with 
the objective of opening the door. There is no simple solution to this problem unless 
further semantic information is used in our model.  

5   Conclusion 

In this paper we have performed exhaustive experimentation to demonstrate that au-
dio-visual information can be effectively combined for robust classification of activi-
ties in unconstrained video sequences. We have performed detailed analysis on a large 
number of videos by extracting a large number of features. Our results show that sub-
stantial classification gains are possible both using feature and decision level fusion. 
This process is very important to the future of autonomous systems (e.g. robots) that 
will need to understand scene context and object activity recognition by combing au-
dio and visual cues. Our future work needs to explore the proposed context on a very 
large video benchmark and improve upon object detection. We also need to address 
the problems of object occlusion, viewpoint, illumination changes and improved data 
pre-processing. 
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Abstract. Context recognition in indoor and outdoor surroundings is an impor-
tant area of research for the development of autonomous systems. This work 
describes an approach to the classification of audio signals found in both indoor 
and outdoor environments. Several audio features are extracted from raw sig-
nals. We analyze the relevance and importance of these features and use that in-
formation to design a multi-stage classifier architecture. Our results show that 
the multi-stage classification scheme is superior than a single stage classifier 
and it generates an 80% success rate on a 7 class problem. 

1   Introduction 

The human auditory system is very good at differentiating in what we hear, as well as 
filtering background noise. However, the classification of audio signals is not a trivial 
problem. Auditory scene analysis has been widely studied [4]. This is a challenging 
area of research, because sounds can be highly variable, mixed, distorted and noisy. 
Audio analysis has been used in a number of applications including automatic speaker 
recognition [3], musical genre classification [17][20], speech recognition [14], blind 
source separation (BSS) and independent component analysis (ICA) [2]. Features 
used include time-domain and frequency-domain features [9]. Time-domain features 
include techniques such as zero-crossing rate [20] and LPC [5] and frequency domain 
methods include MFCC. Some of these features are described in more detail in sec-
tion 2. A number of classifiers have been experimented with for audio classification. 
These include kNN and rule based systems [12] Neural Networks [16], Support Vec-
tor Machines [20] and Gaussian Mixture Models [21]. 

The objective of our project is to develop an automated feature extraction and clas-
sification scheme that recognizes different audio signals. We propose the use of a 
multi-stage classifier architecture. We aim to evaluate a number of audio features and 
determine which features are best suited for the task. The paper is organized as fol-
lows: Section 2 describes the problem and data collection aspects in detail. Section 3 
provides an overview of features extracted and used in the classification stage, which 
is presented in section 4. Finally, in section 5, the results are commented and further 
work is proposed. 

2   Problem Domain 

The audio signals come from the following activities and form distinct classes for 
recognition. 
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Class 1c : Car - a vehicle driving past; 

Class 2c : Clap – a person clapping his/hers hands; 

Class 3c : Door – a person opening, going through and closing a door; 

Class 4c : Step – a person walking; 

Class 5c : Talk – a person talking; 

Class 6c : Train – a train going past; 

Class 7c : Type – a person typing at a keyboard. 

The samples of the above seven different activities were collected using a digital 
video camera, taking care that only one activity is present in each sequence (in a prac-
tical application, different audio sources would initially be separated  using tech-
niques such as BSS). Each of these sample video clips was later reduced to 8 seconds 
in length. As the clips have both video and audio signal, the audio signal was ex-
tracted and saved in a mono, uncompressed PCM .wav file, sampled at 44.1 kHz at 16 
bits. One of the major problems with audio analysis is the presence of background 
noise. We decided not to perform any preprocessing to remove such noise because of 
the risks involved with affecting the signal(s) of interest and the difficulty in modeling 
the differences between the signal of interest and other signals. The database used 
contained 30 samples per class and a total of 210 samples. We try to maximize the va-
lidity of this work by using leave-one-out techniques to estimate success rates on dif-
ferent disjoint training and test sets. 

A preliminary glance at the wave files (Figure 1) shows that the signals across 
these seven classes are not easily distinguishable. The ‘clap’, ‘step’ and ‘type’ class 
signals are periodic and regular, whereas ‘train’ and ‘car’ are loud and noisier. The 
class ‘talk’ is more erratic, and because speaking can be done both indoors and out-
doors, some of the samples are noisier than others. Also, some classes have similar 
characteristics. For example, the ‘step’ and ‘door’ classes are similar because ‘door’ 
clips have stepping sounds. ‘Car’ and ‘train’ are similar because they are both vehi-
cles and exist in an outdoor environment producing higher ambient sounds. 

a) Car b) Clap

c) Door d) Step

e) Talk f) Train

g) Type

a) Car b) Clap

c) Door d) Step

e) Talk f) Train

g) Type  

Fig. 1. Spectrograms of one sample of each class 
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3   Audio Analysis 

Signal and audio processing are mature fields with many well-established, reliable 
techniques. We explored several popular audio features to determine whether they can 
be included in our machine learning system. These included:  

• High Energy Region (HER) 
In the real world, the loudest sound attracts the most attention. A simple way to iden-
tify a loud sound is to use the spectrogram of the audio signal (spec), and first com-

pute the sum of the magnitude of each frame ( : f
f

f spec energy Aω
ω∈

∀ ∈ = ∑ , 

where f is a frame, ω  is frequency and Aω  the corresponding Fourier coefficient) is 

a measure of its corresponding energy. 
The HER is defined by the highest energy peak, together with the left and right 

thresholds defined as a fraction of that peak (Figure 1). 
From the HER, several features can be computed: 

− The peak value itself (Peak); 

− The duration of the HER (Duration): r lt t− , where rt  is the time associated with 

the region’s right threshold and lt  the left threshold; 

− The energy area (Area): ∑
∈HERf

fenergy  

− HER spectrogram moment: )),
,

,((|| μ
ω

ωω∑
∈

×
HERf

fdA , where (.)d is the Euclid-

ean distance and 
⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

∈∈
= )(),( ωμ meanfmean

HERfHERf
; 

− Average distance between peaks: this is achieved by finding other high energy 
peaks and computing their average temporal distance. 
The HER information was also used sub-sequentially to the remaining features, 

which were computed both for the whole period of 8 seconds signal and within the 
HER duration period. 
• Volume Dynamic Range (VDR) 
The Volume Contour reports the loudness of the signal in a given time [10]. It corre-
sponds to the Volume Contour range. 
• Mel Frequency Cepstral Coefficients (MFCC) 
The Mel Frequency Cepstral Coefficients emphasize the lower frequencies which are 
perceptually more meaningful in speech [1]. 
• Linear Predictive Coefficients (LPC) 
Linear Predictive Coefficients exploit the auto-correlated characteristics of the input 
waveform by estimating the value of the current sample using a linear combination of 
the previous samples [5]. 
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Fig. 2. Example of High Energy Region determination for samples of ‘car’ and ‘talk’ respectively 

• Gabor Mask 
The Gabor function is widely used as a filter and as a basis function for de-
correlation. For this study, the signals were Gabor filtered and then the corresponding 
main LPC coefficients were used as features for classification [5]. 
• Wavelets 
Wavelets, like Fourier transform, convert the time domain information into the fre-
quency domain, splitting signals into component frequencies but varying the time-
frequency resolution [8].  
• Frequency Centroid (FQC) 
This feature represents the clarity of the signal by evaluating the centre of each fre-
quency domain obtained by the Fourier transform and the magnitude information [9]. 
• Bandwidth (BW) 
This includes the width between two frequency bands 1f and 2f over the whole sig-

nal. For the purpose of this work, it represents the width of the smallest frequency 
band within which a signal can fit. This uses the frequency centroid value of each time 
component to deduce its value [9]. 
• Harmonic Product Spectrum (HPS) 
Harmonic Product Spectrum is a methodology employed to approximate fundamental 
frequency f0 [8]. 
• Frequency Component of the Volume Contour around 4Hz (FCVC4) 
Frequency Component of the Volume Contour around 4Hz [9]. 

4   Classification Scheme  

With regards to the classification process, several issues need to be addressed with re-
gards to the amount of data and the features extracted. First, some feature vectors, such 
as MFCC and LPC have a large size nearly equal to the magnitude of the original raw 
audio data. In such cases, to reduce the corresponding dimensionality, only compo-
nents associated with the most significant information (i.e. lower frequencies) were 
used. Second, feature selection is important to reduce the ratio of features to samples, 
and also use only discriminatory features. This is important because several features 
might be correlated, i.e. there is irrelevant data, and because a lower dimensional input 
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vector simplifies the classification setup. Finally, a preliminary analysis of the system 
performance using a knn classifier using all features extracted, showed a high degree of 
confusion between all seven classes. 

The last two issues can be tackled by using a multi-stage classifier architecture 
[15]. This approach breaks down a complex decision-making process into several 
simpler decision stages, with the benefit that the result is easier to interpret and it is 
possible to discard unnecessary data in the design phase. Feature selection was per-
formed by analyzing the success rates when each of the features is used individually 
for classification as shown in table 1 and confusion matrices (table 2) generated by 
the Sequential Forward Selection (SFS) algorithm [6] using a 7 class kNN classifier. 
The results of table 2 are clearly not good enough for a reliable system, although most 
of them are better than random class prediction (14.3%). The best results are obtained 
using LPC, MFCC and Gabor features. 

Table 1. Success Rates for different features with a KNN classifier 

Feature SR Feature SR Feature SR 

Peak 36% VDR (whole clip) 29% Peak + Area 36% 

Area 36% LPC (whole clip) 57% 
Peak + Average Dis-

tance 
54% 

Average Dis-
tance 

27% MFCC (whole clip) 57% Peak + Duration 57% 

Duration 53% Wavelet 21% Peak + Moment 38% 

Moment 50% 
LPC + Gabor (whole 

clip) 
57% 

Average Distance + 
Duration 

46% 

HPS (HER) 53% HPS (whole clip) 14% 
Area + Average Dis-

tance 
54% 

Frequency Cen-
troid (HER) 

38% 
Frequency Centroid 

(whole clip) 
39% 

Average Distance + 
Moment 

32% 

Bandwidth 
(HER) 

35% Bandwidth (whole clip) 14% Area + Moment 39% 

FCVC4 (HER) 40% FCVC4 (whole clip) 39% Duration + Moment 59% 

LPC (HER) 60% HPS + BW 44% Area + Duration 56% 

MFCC (HER) 60% LPC + MFCC 58% 
Duration + Peak + 

Area 
54% 

Gabor (HER) 65% LPC + MFCC + HPS 60% HPS + FQC + BW 58% 

From the confusion matrices in table 2 certain observations can be made. Although 
the area feature only produces 36% global accuracy, it does not confuse the ‘clap’ 
class and the ‘type’ class like the others do. With the Duration and Moment features, a 
relatively high (59% rate) can be achieved, as a result of good classification of ‘car’ 
and ‘train’, even though, some samples of the two classes are confused with each 
other. This feature also shows confusion between ‘clap’ and ‘type’ which the area fea-
ture does not. 
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Table 2. Confusion matrices for Area and Duration+Moment features after SFFS. Average 
result of area classifier is 36% and duration+ moment classifier 59%. 

Area       36%
Duration + 
Moment 

      59%

 car clap door step talk train type  car clapdoorstep talk train type 
car 0.33 0 0.16 0.10 0.20 0.13 0.06 Car 0.76 0 0 0 0 0.23 0 
clap 0.13 0.43 0 0.03 0 0.40 0 Clap 0 0.800.03 0 0.03 0 0.13 
door 0.16 0 0.36 0.13 0.16 0.03 0.13 Door 0 0 0.460.260.130.06 0.06 
step 0.06 0.03 0.20 0.33 0.20 0.03 0.13 Step 0 0.030.100.33 10 0.10 0.10 
talk 0.16 0 0.23 0.03 0.23 0.03 0.30 Talk 0 0 0.160.230.50 0 0.10 
train 0.13 0.26 0 0 0.03 0.56 0 Train 0.100.030.030.060.100.66 0 
Type 0.03 0 0.20 10 0.16 0 0.26 Type 0.030.130.100.030.100.03 0.56 
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Fig. 3. Measure of variability for a) Duration and b) first Gabor+LPC component 

Examining feature variability is an additional method of determining which fea-
tures are good candidates to separate certain classes or groups of classes. Figure 3 
shows an example of data variability for 2 features. These graphs display correspond-
ing feature data points together with error bars representing 1-standard deviation 
variation. In the case of HER Duration, it is possible to conclude that generally, ‘car’ 
and ‘train’ exhibit longer HER regions. This suggests that this feature might be a good 
discriminator between these and other activities. A similar situation is observed for 
classes ‘clap’ and ‘type’ when examining the first Gabor+LPC component. After ana-
lyzing such results using other features as well, we gather the necessary information 
required to explore a multi-level binary kNN classifier. The architecture of our classi-
fier uses a series of singular classification blocks, each using a set of features that 
proved efficient when dealing with different groupings of the original data. e.g. in the 
final design, the first step is to discriminate the ‘car’ class from all other classes using 
a set of 3 types of features. 

The structure of the classifier was built following the methodology defined below: 

1. For each class, find a combination of feature vectors (with a limit of 3 vectors) that 
separates it from the rest.  

2. For the remaining classes, group the classes in pairs and repeat step 1 for each 
group. 
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3. For each discriminated group, find a combination of feature vectors that separates 
those two classes between each other. 

4. Join them into a complete system. 

The final system is shown in Figure 4. At each level a binary decision is made, e.g. 
at the first level a “car vs. not car” decision is made. The “not car” data consists of all 
six other classes. At the second level, a decision of “train vs. not train” is made, where 
the “not train” class consists of the remaining five more classes. For each binary clas-
sification a different set of features are used as shown. The results are compared with 
a simple kNN classifier using the same reduced set of features (table 3). The benefits 
of using such architecture are clear. Most classes achieve a better success rate than the 
one obtained with the single-stage classifier. However, an interesting observation can 
be made for the results of the ‘step’ class. In the multi-stage architecture its detection 
rate is lower. Furthermore, it is no longer confused with the class ‘door’ (as we 
pointed in section 2) but instead confused with ‘talk’ and ‘clap’. This odd disparity is 
due to errors in earlier stages of classification (in this case, stages 3 and 4). Once a 
sample is misclassified, it will be presented to stages that model completely unrelated 
distributions, producing unpredicted results. It is therefore important to analyze such 
situations in detail in future studies and handle such erroneous stages.  

Table 3. Success Rate and Confusion Matrices of the Multi-stage and Single-stage classifiers. 
Average result of multi-stage classifier is 80% and single stage classifier 70%. 

Multi
-stage 

      80
% 

One-
Stage

      70% 

 car clap door step talk train type  car clap door step talk train type 
car 0.90 0 0.03 0 0.06 0 0 Car 0.93 0 0 0 0 0 0.06 
clap 0 0.86 0 0.06 0 0 0.06 Clap 0 0.66 0.03 0 0 0 0.30 
door 0.06 0 0.73 0.03 0.10 0 0.06 Door 0 0 0.53 0.30 0 0 0.16 
step 0 0.10 0.06 0.50 0.20 0 0.13 Step 0 0 0.16 0.63 0.03 0 0.16 
talk 0 0 0.16 0 0.83 0 0 Talk 0.03 0 0 0.06 0.70 0 0.20 
train 0.10 0 0 0 0.03 0.86 0 Train 0.33 0 0 0 0.03 0.63 0 
type 0 0.03 0.03 0 0.03 0 0.90 Type 0 0.03 0 0.06 0 0 0.90 
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Fig. 4. The multi-stage classifier for audio classification 
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5   Conclusion 

Our work is intended to recognize every day activities based on audio signals alone. 
In this paper a number of different audio techniques were investigated and applied as 
feature extractors and a multi-stage classification method was used and compared 
with a single stage system. After employing a wide range of audio feature extraction 
schemes, a simple empirical feature selection process was used to determine the most 
discriminatory features. The benefits of using a multi-stage architecture are quite ap-
parent. By performing a series of binary decisions improves the subsequent stages of 
classification and the overall recognition rate. Each classification step also becomes 
simpler as it processes a limited number of features and classes. Although our multi-
stage architecture paradigm is useful, it can be very sensitive to errors, especially in 
early stages of classification. When designing these systems, it is very important to 
detect situations that might affect subsequent performance. In future, our audio-based 
classification scheme can be used with the development of autonomous systems that 
use both audio and video cues to recognize their environment. The multi-stage classi-
fication scheme will present in such scenarios advantage not only for improved rec-
ognition accuracy but will also be quicker when only binary decisions are needed to 
recognize specific classes. 
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Abstract. The problem of similarity search in time series database has
attracted a lot of interest in the data mining field. DTW(Dynamic Time
Warping) is a robust distance measure function for time series, which
can handle time shifting and scaling. The main defect of DTW lies in
its relatively high computational complexity of similarity search. In this
paper, we develop a simple but efficient approximation technique for
DTW to speed up the search process. Our method is based on a variation
of the traditional histograms of the time series. This method can work
with a time linear with the size of the database. In our experiment, we
proved that the proposed technique is efficient and produces few false
dismissals in most applications.

1 Introduction

Time series data has composed of a large portion of the current data being used,
naturally similarity search in time series data set becomes an important issue.
The size of the time series data set is extremely large in many applications, thus
how to speed up the search process on time series has attracted a lot of research
interest. In the past many searching methods have been developed to tackle the
problem and most of them are focused on the Euclidean distance function. Given
two time series X and Y , the Euclidean distance function requires the two time
series be of the same length, e.g., n . The Euclidean distance is defined as follows:

D(X, Y ) =

√
√
√
√

n∑

i=1

(X [i] − Y [i])2

Euclidean distance function is widely used in many applications and also is
very efficient in the measurement of equal-length time series. But it can not
handle the condition when there is a time shifting and scaling in time series, i.e.,
Euclidean distance can not measure the distance between time series of different
length. Another shortcoming of Euclidean distance is that it is sensitive to noise.

Dynamic Time Warping distance (DTW) is introduced to time series field
to solve the problem of time shift and scaling. DTW allows time series to be
stretched or compressed along the axis thus it is efficient to measure time series of
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different length or sampled at different rates. Time warping is a generalization of
classical algorithms for comparing discrete sequences to sequences of continuous
values[3]. Instead of treating the elements of time series independently as the
Euclidean distance does, DTW searches for a minimal value from the global
point of view. This feature of DTW provides a more accurate result. More details
about DTW will be introduced in Section 2.

The defect of DTW is that it has a relatively high computational complexity
O(mn), where m and n are the length of the two time series being compared.
Then sequential scanning in the search process is not feasible given a large time
series data set. Most of the existing query techniques have a poor performance
in the DTW field or can not be used at all for they are designed for Euclidean
distance. In this paper, we introduce a simple but efficient approximation method
which can be applied in the query search based on DTW distance. The method is
based on a variation of the traditional histograms of the time series. It considers
both the value distribution and position of the elements in the time series, which
are relative to the DTW distance. The variation of histograms is defined as
Binary Histograms. With Binary Histograms we can prune most false candidates
at a low cost. The proposed method can be constructed and revised easily, and
it also provides a high efficiency in the search process.

The rest of the paper is organized as follows: In Section 2 we will have a review
of the DTW distance function and the query methods for DTW. The Binary
Histograms is introduced in Section 3. Section 4 gives an overall description of
the proposed method and the search process. Several experiments to evaluate
the performance of the novel approximation technique is conducted in Section
5, which show the advantage of our proposed method. Section 6 provides the
conclusions and suggestions for further work.

2 Related Work

2.1 Dynamic Time Warping Distance

Dynamic Time Warping first appeared in the language recognition field. It is
introduced to handle with time shifting and scaling in time series. In order to
find the minimal difference of two time series being compared, DTW maps each
element of a time series to one or more elements of another time series.

Definition 1. Dynamic Time Warping Distance: Given two time series
X and Y of length m and n, respectively. X = {X1, X2, ..., Xm} and Y =
{Y1, Y2, ..., Yn}. The DTW distance is defined as follows:

Dtw(X, Y ) =
√

Dbase(X, Y )2 + minD(X, Y )2

Dbase(X, Y ) = |X [1] − Y [1]|

minD(X, Y ) = min

⎧
⎨

⎩

Dtw(X [1..m], Y [2...n])
Dtw(X [2..m], Y [1...n])
Dtw(X [2..m], Y [2...n])
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In the above definition, X [1] means the first element of time series X . X [i...n]
denotes a subsequence of X containing the elements from i to n. Given two time
series X and Y , Dtw(X, Y ) can easily be calculated with a dynamic programming
technique. DTW is used to find the best possible alignment between two time
series. This feature of DTW makes it more reasonable and efficient in real-world
applications.

2.2 Current Methods

Since DTW employs a dynamic programming algorithm, it works with a time
complexity of O(MN), where M and N is the two time series being compared.
This heavy computation cost makes it impossible to do sequential scanning in the
similarity search based on DTW distance. Several technique has been developed
to speed the query process for DTW distance.

Discrete Fourier Transform (DFT)[1] is used to reduce the dimensionality
of time series. In [2,4], time series are transformed into frequency domain and
mapped into multi-dimensional points which are indexed by an R-tree. The two
methods are both based on Euclidean distance and thus can not be applied to
DTW directly. Yi et al.developed a lower bounding approach for DTW[6]. They
use the lower bounding distance to get a small candidate set and then evaluate
the real DTW distance. Kim et al. proposed another index technique for DTW[7].
Hsul employed a suffix tree to index the DTW[8]. The index structure is efficient
but the space cost of the index is too high.

3 The Approximation Method

We propose a simple but efficient approximation technique to speed up the sim-
ilarity search based on DTW. We develop a new histograms, defined as Binary
Histograms, to represent time series.

3.1 Traditional Histograms

A time series is defined as a sequence of real values, each sample at a specific
time. X = {X1, X2, ..., Xn} is a time series with n elements. The traditional his-
tograms of time series is defined as follows: Select the maximum and minimum
element from the given time series X , denoted as Xmax and Xmin, respectively.
The range [Xmin, Xmax] can be divided into m equal size sub-regions, called
histogram bins. The histograms H can be constructed by counting the number
of data points hi that are located in each histogram bins: H = [H1, H2, ..., Hm].
Traditional histograms has been used a lot in the similarity search based on Eu-
clidean distance. If the Euclidean distance between two time series is as small as
0, the two time series must has the same histograms. Generally, if the Euclidean
distance of two time series is under a specified threshold(usually a small value),
the two time series must has similar histograms. This feature of histograms
makes it possible to conduct approximation in Euclidean space.
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3.2 Binary Histograms

In our method, the traditional histograms described above is not employed.
Though the traditional histograms can approximate the Euclidean distance well
at a certain degree, it has a poor performance when used to approximate the
DTW distance. Considering the DTW calculating process, one element of a
time series may be mapped to several elements of another time series. Thus
the traditional histograms cannot approximate the DTW distance. Even when
the DTW distance between two time series is 0, they may have quite different
histograms. Take two time series X = {3, 3, 3, 5, 5, 8, 8, 8, 8} and Y = {3, 5, 8}
for example. Dividing the range [3,8] into 3 equal-size subregions [3, 4], [5, 6]and
[7, 8], their histograms are hX={3, 2, 4} and hY ={1, 1, 1}. Though Dtw(X, Y )=0,
hX and hY are totally different. Then the challenge is how to improve the ap-
proximation ability of histograms in DTW space. Since the computation com-
plexity of DTW is relatively high, if the histograms can be used as in the Eu-
clidean space, the overall performance of DTW similarity search will be enhanced
greatly.

We develop a new form of histograms from the traditional histograms. The
new histograms has considered the special calculation process of the DTW and
is suitable to be used as an approximation tool.

As mentioned above, in the DTW calculating process, one element of a time
series may be mapped to several elements of another time series. Thus the num-
ber of elements in a specified sub-region [Xj−1, Xj ] is no longer important, since
a great number of elements and a single element may have the same impact
on the value of the DTW distance. We neglect the exact number of elements
in a specified sub-region [Xj−1, Xj], but focus on whether there exists such ele-
ment. This modification of traditional histograms makes it more reasonable and
accurate in the approximation of DTW distance.

Given a time series X = {X1, X2, ..., Xn}, the first step is to divide the range
[Xmin, Xmax] into m equal size sub-regions, which is the same as in the tra-
ditional histograms. For every sub-region [Xj−1, Xj ], its corresponding value is
Hj in the histogram H = [H1, H2, ..., Hm]. In our definition, Hj = 1 if and only
if there exists at least one Xi in the sub-region [Xj−1, Xj], where Xi is the el-
ement of the given time series X . If there is no Xi in the sub-range [Xj−1, Xj ],
then Hj = 0. The construction algorithm of binary histograms is shown in
Figure.3.

The new histograms we developed is defined as Binary Histograms since it
only contains the binary value 0 and 1. In the rest of this paper, it is denoted as
Bh for short. Compared with the traditional histograms, Bh has a more powerful
approximation ability in DTW space. Still considering the above two time series
X = {3, 3, 3, 5, 5, 8, 8, 8, 8} and Y = {3, 5, 8}, while Dtw(X, Y ) = 0, their binary
histograms are BhX = {1, 1, 1} and BhY = {1, 1, 1}. The binary histograms of
two time series will be similar if their DTW distance is small enough. This nice
feature of binary histograms makes it possible to be used in the similarity search
based on DTW.
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BinaryHistogramsConstruction(X, int n, BinH) {
/*X=the time series from which binary histograms is constructed;

n=the number of sub-regions in the binaryhistograms;
BinH=the binary histograms with n elements;*/
for all elements BinH[i] in Binh

BinH[i]=0;
/*initialization of the binary histograms*/
min=X[1]; max=X[1];
for all elements X[i] in time series X

{if(X[i]>max) max=X[i];
if(X[i]<min) min=X[i];

} /*find the minimal and maximal element of X*/
size=(max-min)/n;
/* the length of each sub-regions*/
for all elements X[i] in time series X

/ int index=(X[i]-min)/size;
if(BinH[index]==0) BinH[index]=1;
/
return Binh;

}

Fig. 1. The Binary Histograms Construction Process

4 The Search Process Based on Binary Histograms

4.1 Binary Histograms Construction for Time Series Data Set

For all the time series in the data set, they share the same sub-region partition to
construct their histograms. The problem is that several outliers will influence the
sub-region partition greatly. Thus we have to first analyze the value distribution
of all the elements in the time series data set and eliminate several outliers when
choose the minimal and maximal value in the data set. After this process, we con-
struct a binary histogram for each of the time series in the data set using the con-
struction algorithm proposed above. The only difference is that we no longer ex-
tract the min and max elements from each time series. Instead, every time series
have the same min and max elements which are extract from the whole data set.

After all the binary histograms have been constructed, we define the number
of 1 in each binary histograms as the Size of Binary Histograms. Then sort
all the time series by the size of their corresponding binary time series. This
structure will be of great help in the search process.

4.2 Similarity Search Process

The similarity search process using binary time series is a tradeoff between the
time cost and recall of the query. With the help of binary histograms, the
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efficiency of the similarity search is improved greatly with little loss of recall.
When one query time series is coming, the search process can be described as
follow:

– Step.1 Construct the binary histograms of the query time series.
– Step.2 Calculate the size of the binary histograms constructed in Step.1,

denoted as Squery.
– Step.3 For all the time series with a binary histograms whose size is within

a specified threshold from Squery , add them to the candidate set.
– Step.4 For all the time series in the candidate set, validate them by calcu-

lating the true DTW distance between them and the query time series.

5 Experiment Evaluation

In this section, we conducted several experiments to evaluate the accuracy and
efficiency of our proposed technique. The data sets we use is SP500 stock data.
This data contains information about 500 companies for about 250 days.

5.1 Approximation Ability of Binary Histograms

The reason we can employ binary histograms in the DTW similarity search is
based on such fact: when the two time series have a small DTW distance, they
must have similar or even the same binary histograms. In this experiment , we
show the approximation ability of binary histograms.

Table 1. Approximation Ability of Binary Histograms

�������DTW
EOBH

0 1 2 3 4 5 6 7 total

100 1477 1642 253 8 1 0 0 0 3381
150 2853 3849 1060 158 16 0 0 0 7936
200 4146 6059 2240 529 91 6 0 0 13701

In the above table, we show the relationship between the DTW distance and
binary histograms. We find 3381 pairs of time series in the data set whose DTW
distance is less than 100. For each pair of time series, we divide them into 50 sub-
regions and construct the binary histograms. We calculate the distance between
the two corresponding histograms with the Euclidean distance function. From
the first of the table, we can see that 1477 pairs of similar time series have the
same binary histograms. For most similar time series, the Euclidean distance
between their binary histograms is no less than 2. If the threshold is specified
to be 200, there are 13701 pairs of time series in the data set and he binary
histograms also approximate the DTW distance well.
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5.2 Precision and Recall

Precision and recall are the two most important factor we should consider in
the similarity process. In our binary histograms based approach, we conduct
the validation in the last step, so we have 100% precision. In this experiment,
we select 500 time series from the data set as the query time series. For each
query time series, we conduct range queries on the data set and average the
results.

Table 2. Precision and Recall

Threshold Recall
50 100%
100 99.7%
150 97.8%
200 90.8%

Above show the recall of the query results. When the specified threshold is
not so large, we can get a considerably high recall. The recall declines as the
threshold grows. As discussed in previous section, our approach is a tradeoff
between efficiency and the recall of the results. From this experiment, we can
see the loss of recall is absolutely acceptable in most cases.

5.3 Time Cost

In this experiment, we evaluate the time cost of our proposed technique. Time
cost of the search process is influenced by the structure of the histograms. In
Fig.4, we show the relationship between the time cost and the number of sub-
regions of each binary histograms. Our technique is compared with the naive
method which conduct sequential scanning on the data set. From the figure

Fig. 2. The alignment of measurements by DTW
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we can see our technique outperforms the naive method greatly. The time cost
declines as the sub-regions in each binary histograms grows. This is because the
approximation ability of binary histograms will improve if the number of sub-
regions grows. Thus the candidate set in each query process will be smaller and
the overall time cost benefits.

6 Conclusion

In this paper, we develop a novel approximation technique for DTW distance
in time series data set. The method is easy to implement and have a nice per-
formance in the search process on time series database. The proposed binary
histograms have a nice approximate performance on the DTW distance. The
similarity search process in DTW data set can be greatly improved with our
method, as have shown in our experiment.

Acknowledgment

The work was supported by the NSFC 60403021 and the National Basic Research
Program of China 2004CB719400.

References

1. R.Agrawal, C.Faloutsos, and A.N.Swami.: Efficient similarity serach in sequence
database. Proc. Conf.of Foundations of Data Organization and Algorithms. (1993)

2. R.Agrawal, K.I.Lin, H.S.Sawhney, and K.Shim.: Fast Similarity in the presence of
noise, scaling, and translation in time-series databases.In the VLDB Journal. (1995)

3. Sanghyun Park, Wesley W. Chu, Jeehee Yoon, and Jungim Won.: Similarity search
of time-warped subsequences via a suffix tree. Information Systems, Volume 28,
Issue 7 (2003)

4. K.Chakrabarti, M.N.Garofalakis, R.Rastogi, and K.Shim.: Approximate Query Pro-
cessing Using Wavelets. In The VLDB Journal. (2000)

5. T.Kahveei and A.Singh.:Variable Length Queries for Time Series Data. In Proc. of
The ICDE. (2001)

6. Selina Chu, Eamonn Keogh, David Hart.,and Michael Pazzani.:Iterative deepening
dynamic time warping for time series.In Proc 2 SIAM International Conference on
Data Mining.

7. Byoung-Kee Yi, H.V. Jagadish, Christos Faloutsos.:Efficient Retrieval of Similar
Time Sequences Under Time Warping.In Proceedings of the 14th International Con-
ference on Data Engineering (1998)

8. Sang-Wook Kim, Sanghyun Park.An Index-Based Approach for Similarity Search
Supporting Time Warping in Large Sequence Databases.In ICDE (2001)



Regression Analisys of Segmented Parametric
Software Cost Estimation Models Using

Recursive Clustering Tool

M. Garre1, M.A. Sicilia1, J.J. Cuadrado1, and M. Charro2
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Abstract. Parametric software effort estimation models rely on the
availability of historical project databases from which estimation models
are derived. In the case of large project databases with data coming from
heterogeneous sources, a single mathematical model cannot properly cap-
ture the diverse nature of the projects under consideration. Clustering al-
gorithms can be used to segment the project database, obtaining several
segmented models. In this paper, a new tool is presented, Recursive Clus-
tering Tool, which implements the EM algorithm to cluster the projects,
and allows use different regression curves to fit the different segmented
models. This different approaches will be compared to each other and
with respect to the parametric model that is not segmented. The results
allows conclude that depending on the arrangement and characteristics
of the given clusters, one regression approach or another must be used,
and in general, the segmented model improve the unsegmented one.

Keywords: Software Engineering, Effort estimation, Segmented parame-
tric model, Recursive Clustering Tool (RCT), Clustering, EM algorithm.

1 Introduction

Segmented parametric software estimation models has been used against not seg-
mented, in a variety of works. Concretely J.J. Cuadrado [1] show the influence of
cost drivers, CASET (Use of Case Tools) and METHO (Use of a Methodology),
on estimation effort using segmented parametric models. In the work of M. Garre
[2], a recursive process is described to obtain a set of segments that shows more
homogeneous characteristics than previously. Finally the same author, compares
the two models (segmented and not segmented) in [3]. These works are based in
the use of the EM algorithm [7,5,4], which has been integrated into a software
tool: “Recursive Clustering Tool” (RCT).

Segmented parametric estimation models have arisen in contrast to not seg-
mented, due to the use of heterogeneous historical projects databases on the
estimation process. For example the projects database ISBSG (International

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 849–858, 2006.
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Software Benchmarking Standards Group1) contains information about 2028
projects, which have been collected from a variety of organizations during the last
decade. One important aspect of the process of deriving models from databases
is the heterogeneity of data. Heteroscedasticity (i.e. non–uniform variance) is
known to be a problem affecting data sets that combine data from heteroge-
neous sources [8]. When using such databases, traditional application of curve
regression algorithms to derive a single mathematical model results in poor ad-
justment to data and subsequent potential high deviations. This is due to the
fact that a single model can not capture the diversity of distributions of different
segments of the database points.

Serge Oligny et. al [9] use the ISBSG version 4 to obtain a empirical time-
prediction model, based on effort. The relation between time and effort are estab-
lished by means of regression analysis. The most important aspect of this work
is that it uses three estimation models. One to the 208 mainframe projects, the
other to the 65 mid-range projects, and the last one to the 39 pc projects. The
authors distinguish between the different development platforms used to get the
model, obtaining a relation for each one of the groups. This study can be con-
sidered as supporting evidence for the segmentation approach described in this
paper, even though the partitioning of the data is carried out without using a
clustering algorithm.

Clustering is a suitable technique that has been used to segment the project
database in different clusters. The projects clusters obtained this way show more
homogeneous characteristics than others not clusterized. After that, a set of
parametrics models are gotten, one for each cluster. This models are calibrated
using curve regression analysis.

Parametric estimation techniques are nowadays widely used to measure and/
or estimate the cost associated to software development [6]. The Parametric Es-
timating Handbook (PEH) [10] defines parametric estimation as “a technique
employing one or more cost estimating relationships (CERs) and associated
mathematical relationships and logic”. Parametric techniques are based on iden-
tifying significant CERs that obtain numerical estimates from main cost drivers
that are known to affect the effort or time spent in development. Parametrics
uses the few important parameters that have the most significant cost impact
on the software being estimated.

This paper presents several curve regression approaches, and it shows the
results gotten using this curves into the segmented parametric model.

In order to support the development and posterior evaluation of the para-
metric segmented model, a new tool have been created. This tool, RCT, will be
described in Section 3.

The rest of this paper is structured as follows. In Section 2, the different curve
regression approaches are provided. Section 3 briefly describes the Recursive
Clustering Tool. Section 4 provides the discussion and the empirical evaluation
of the approaches carried out. Finally, conclusions and future research directions
are described in Section 5.

1 http://www.isbsg.org/
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2 Curve Regression Approaches

Regression analysis research the relation between two o more variables. In
this paper, work effort and function points are related, using a power function:

e = A0 · fpA1 (1)

or a linear function:
e = A0 + A1 · fp (2)

where e is the dependent variable work effort, A0 and A1 are founded parameters,
and fp is the independent variable function points.

The model can be linealized to do power function regression analysis more
simple. For example, this function could be linealized like this:

e′ = log(e), fp′ = log(fp) (3)

getting the lineal form:
e′ = log(A0) + A1 · fp′ (4)

using it to make all the operations. A double logarithmic transformation of the
effort and function points are made. It is named in RCT, Linear log-log Plot
regression.

Some times the formula 1 is directly solved, using complex numeric algorithms,
specifically the Levenberg-Marquardt [11] is used. This approach is named in
RCT Non-Linear Power.

To make a linear regression like formula 2, the traditional methods are used.
In RCT the word Linear represents this.

The regression curve of the model is obtained using a set of pairs (e1, fp1),
. . . (en, fpn). The more close are the points to the curve the more accurate it
will be. According to least squares principle, the curve accuracy depends on the
vertical distances (deviation) between the points and the curve. The fit quality
measure is the sum squares of this deviations. The best curve regression has the
minimum sum squares.

The least squares method is widely used, although when outliers appears, it
is necessary to treat them. There are two possibility:

1. One possibility would be to leave out this points. This would be correct if
this dates come from registry or experimental errors.

2. Other possibility would be to assign less weight to the extreme points than
least squares, like least absolute deviation does. This method is developed
through an iterative process.

In this paper, the second approach is used.

3 Recursive Clustering Tool

In this section a brief description of the RCT will be carried out. The only
objective is to show the characteristics directly related to the present work.
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First, the clustering process of the training data will be shown, resulting in a
set of segments. Second, the different approaches of regression analysis will be
described. Last, the full report for the test data is provided.

In figure 1 the main window of RCT can be seen.

Fig. 1. Principal window of RCT

3.1 Creation of Clusters

The first step consist on separate the training and test data. It can be done by
means of the option Build → Separate Test Instances. Now the training data are
clusterized, clicking on Build → Create Clusters.

There are several options and parameters to the clustering process using the
EM algorithm, for example:
1. Select the desired attributes
2. Build the mixture model [12] selecting the probability density function that

best represents the points. For example normal, log-normal or t-student dis-
tribution

3. It is posible to select the number of splits for cross validation in opposite to
the Minimum Description Length [13] criterion, to get the optimum number
of clusters

4. Besides is posible to establish the maximum number of clusters or the max-
imum number of iterations in EM algorithm, etc.

When this has been done, the clustering process begins, and the obtained
segments must be modeled.

3.2 Regression Analysis

For each one of the segments it is necessary make regression analysis.
RCT provides five different approaches to get the segments curve regression:
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Linear (least-absolute-deviation). Uses the formula 2 to fit the points to
the curve, and the least absolute deviation to minimize the estimated error.
It is appropriate when there is a strong lineal dependency between the two
variables e and fp, and the points are scattered.

Linear (least-squares). The points fitting are made using the formula 2, and
the least squares method is used to minimize the estimated error. It is ap-
propriate when there is a strong lineal dependency between the two variables
e and fp, and the points are not too much scattered.

Linear log-log Plot (least-absolute-deviation). Uses the formula 1 to fit
the software projects. It is linealized by means of double logarithmic trans-
formation, formulas 3 and 4. Besides, uses least absolute deviation to mini-
mize points deviation. It is appropriate when there is not a lineal dependency
between the two variables e and fp, and the points are scattered.

Linear log-log Plot (least-squares). It is the same as the one before, but
uses least squares to minimize the error.

Non-Linear Power (least-squares). It fits the points using formula 1 with-
out any transformation. This approach would make similar results to previ-
ous one.

All of these possibilities will allow to make a lot of different combinations,
with the target of getting the best fit of the given projects.

After select one of this approximations, we have one curve for each one of the
given clusters.

3.3 Curve and Full Test Report

There are two possibilities to test the segmented parametric model:

1. Get the MMRE and PRED values for the given curves of each one of the
clusters. An average value of all this values can be calculated. Option Build
→ Data Analysis of RCT.

2. Get the MMRE and PRED values for a set of test data instances. Option
Build → Full Test of RCT.

The first measure give us an idea of the predictive capacity of each one of the
curves, and the average values of MMRE and PRED give the predictive capacity
of all the curves. The second one give us the predictive capacity of the whole
model. Both measures will be used to evaluate the segmented parametric model.

4 Clustering and Evaluation of Process with RCT

This section can be divided into three subsections, the first one describes the
filtering process of the ISBSG-8 database, the second one provides the results of
the clustering process using different regression curves. The last one shows the
analysis of results.
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4.1 Data Preparation

The entire ISBSG-8 database containing information about 2028 projects was
used as the project database. The database contained attributes about size, ef-
fort and many other project characteristics. However, before applying clustering
techniques to the dataset, there are a number of issues to be taken into consid-
eration dealing with cleaning and data preparation.

An important attribute is the data quality rating that can take values from
A (where the submission satisfies all criteria for seemingly sound data) to D
(where the data has some fundamental shortcomings). According to ISBSG only
projects classified as A or B should be used for statistical analysis.

The first cleaning step was that of removing the projects with null or invalid
numerical values for the fields effort (“Summary Work Effort” in ISBSG-8) and
size (“Function Points”). Then, the projects with “Recording method” for total
effort other than “Staff hours” were removed. The reason for this is that the
other methods for recording were considered to be subject to subjectivity. For
example, “productive time” is a rather difficult magnitude to assess in a orga-
nizational context. Since size measurements were considered the main driver of
project effort, the database was further cleaned for homogeneity in this respect.
Concretely, the projects that used other size estimating method (“Derived count
approach”) than IFPUG, NESMA, Albretch or Dreger were removed, since they
represent smaller portions of the database. The differences between IFPUG and
NESMA methods are considered to have a negligible impact on the results of
function point counts [14]. Counts based on Albretch techniques were not re-
moved since in fact IFPUG is a revision of these techniques, similarly, the Dreger
method refers to the book [15], which is simply a guide to IFPUG counts.

Another question is the consistency of the attribute values. For example some
times the fields appear empty while some times appear with the value“don’t know”.
There are another cases in which the used language is COBOL 2 or COBOL II, it
is necessary give them the same value, because it is the same language.

After this, 1546 projects remains in the database, which will be used in the
next section.

4.2 Results of the Clustering Process

The clustering process is performed over 1246 projects, leaving 300 for test pur-
poses. All of then are randomly selected. The considered attributes are effort
and function points. The mixture model is made with a normal n-dimensional
distribution.

The objective is to compare the given results using the different regression
curves, getting which of them offers the best behaviour to the software projects
used.

After the first segmentation step using the effort and function points at-
tributes, the clusters of table 1 are given, describing the clusters properties,
as average, standard deviation, correlation coefficient, etc. The figure 2 shows
the graphical representation of this clusters, besides the test data that will be
used in the full test report.
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Fig. 2. Clusters given with RCT

Table 1. Properties of the clusters given with RCT

Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
N Projects 177 306 321 114 169 128 31
Probability 0,133 0,235 0,245 0,095 0,157 0,105 0,027
Average e 474,532 1257,227 2533,056 2892,66 7334,681 17849,586 46689,829
Average fp 75,4 135,429 269,177 846,109 406,073 1495,645 6159,518
Stand Dev e 252,233 614,618 1329,888 1646,118 3337,86 11052,253 38191,984
Stand Dev fp 29,352 57,965 119,354 368,016 198,57 801,413 5062,282
Correl coeff e-fp 0,1029 -0,2965 -0,4704 0,31 0,036 -0,1946 -0,3377

Next, tables 2, 3, 4, 5 and 6, provide the A0 and A1 constants for each one
of the different regression curve approach that implements RCT, besides the
MMRE and PRED(0,3) respective values. At the first column of each one of the
tables appear the values associated to all training projects, without clustering.

Finally, table 7 describes a comparative analysis among all regression approx-
imations. At the first column appear the MMRE and PRED(0,3) average pre-
dictive values, and at the second one appear the MMRE and PRED(0,3) model
predictive values. In each one of the rows appear a different type of regression
of the segmented and not segmented model.

Table 2. Linear Regression: Linear (least-absolute-deviation)

Training Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Projects

A0 1041,36 211,88 1813,016 4168,13 1734,26 7495,35 22657,5 66951,63
A1 3,606 2,9411 -4,2756 -5,7552 1,0772 0,7585 -4,0293 -3,7789
MMRE 1,68 1 0,53 0,7 0,9 0,26 0,93 21,5
PRED(0,3) 23,86% 44,06% 49,01% 50,46% 35,96% 61,53% 43,75% 41,93%
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Table 3. Linear Regression: Linear (least-squares)

Training Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Projects

A0 3578,98 421,44 1934,76 4440,94 1362,7 8215,8 24527,98 68741,06
A1 3,4611 0,5451 -4,6393 -6,5387 1,7117 0,193 -3,6314 -3,056
MMRE 4,11 1,07 0,56 0,69 0,93 0,28 1,13 24,29
PRED(0,3) 14,76% 40,67% 47,05% 51,09% 35,96% 60,35% 35,15% 38,7%

Table 4. Linear Regression by means of double logarithmic transformation: Linear
log-log Plot (least-absolute-deviation)

Training Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Projects

A0 38,94 88,23 7783,84 43563,99 245,83 6649,36 128378,68 5763486,49
A1 0,7343 0,3738 -0,3845 -0,5212 0,3554 0,0287 -0,2899 -0,6075
MMRE 1,58 0,96 0,55 0,74 0,9 0,26 0,95 15,1
PRED(0,3) 22,44% 45,19% 48,36% 46,72% 37,71% 61,53% 37,5% 32,25%

Table 5. Linear Regression by means of double logarithmic transformation: Linear
log-log Plot (least-squares)

Training Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Projects

A0 41 163,88 13797,4 111094,49 19,61 9062,12 248456,92 38312472,85
A1 0,7174 0,2012 -0,5187 -0,7112 0,7099 -0,0238 -0,3924 -0,8736
MMRE 1,52 0,9 0,51 0,64 0,78 0,26 0,86 12,62
PRED(0,3) 22,97% 38,41% 44,44% 40,8% 30,7% 59,17% 37,5% 25,8%

To get the average MMRE and PRED(0,3) values, the cluster 6 has not been
considered, because it holds not much projects and they are scattered.

4.3 Analysis of Results

In figure 2, the cluster 6 projects are very scattered, the function points range of
values is 1.000-20.000, that point out a difficult regression curve fitting. There
are other clusters that presents this characteristic, but less scattered.

Following with cluster 6, and watching tables 2, 3, 4, 5 and 6, we realize that
the MMRE values are very high, and the logarithmic transformation models
yield best values. The least absolute deviation method, supplies the best fit to
clusters with high level of dispersion, which give less weight to remote points. For
example in table 4, with least absolute deviation, PRED(0,3)=32,25% against
PRED(0,3)=25,8% for least squares in table 5.

Regarding to the average prediction values in table 7, any of the regression ap-
proaches provide similar values of MMRE and PRED(0,3). With respect to the
model prediction values, there is not much difference between the segmented and
not segmented parametric model, but there are differences between the regres-
sion approaches, the logarithmic transformation, with least absolute deviation,
supplies the best prediction behaviour. This can be due to this method work
very well for remote points, which are very abundant in the ISBSG database.
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Table 6. Exponential regression: Non-Linear Power (least-squares)

Training Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Projects

A0 207,15 316,53 5554,27 29443,88 74,36 8876,21 62584,75 683358,03
A1 0,5653 0,0892 -0,303 -0,4423 0,5405 -0,0115 -0,1678 -0,3147
MMRE 3,43 1,06 0,59 0,78 0,93 1,07 1,15 22,12
PRED(0,3) 18,05% 40,67% 48,69% 50,77% 35,08% 40,82% 38,28% 38,7%

Table 7. Comparative of the different regressions

Curves Average Prediction Model Prediction
MMRE PRED(0,3) MMRE PRED(0,3)

RCT. Linear (l.a.d.) 0,72 47,46% 3,94 21%
M. Not Segmented. Linear (l.a.d.) 1,68 23,86% 1,36 22%
RCT. Linear (l.s.) 0,77 45,04% 7,39 13%
M. Not Segmented. Linear (l.s.) 4,11 14,76% 3,48 13,34%
RCT. Linear log-log Plot (l.a.d.) 0,72 46,16% 32,89 23,33%
M. Not Segmented. Linear log-log Plot (l.a.d.) 1,58 22,44% 1,41 22,34%
RCT. Linear log-log Plot (l.s.) 0,65 41,8% 112,72 22%
M. Not Segmented. Linear log-log Plot (l.s.) 1,52 22,97% 1,33 23%
RCT. Non-Linear Power (l.s.) 0,93 42,38% 11,77 15,66%
M. Not Segmented. Non-Linear Power (l.s.) 3,43 18,05% 3,09 16%

The curves average prediction values are higher than model prediction values.
This can not be due to a bad selection of the data test because they are very
well distributed, figure 2.

Besides it can be seen that the segmented parametric model curves average
prediction values, improve the respective values for the not segmented models.

5 Conclusions and Future Research Directions

With the inception of several organizations such as ISBSG, there are a number of
repositories of project management data. The problem faced by project managers
is the large disparity of the their instances so that estimates using classical
techniques are not accurate. The use of clustering techniques using data mining
can be used to group instances from software engineering databases. In our
case, this was used to provide segmented models such that each cluster had an
associated estimation mathematical model, with five different posible regression
approaches. This has proven to be more accurate.

The comparison of using segmented parametric models with different regres-
sion approaches for each cluster, and the unsegmented model has resulted in
evidence that the parametric approach improve the curves average prediction
values of MMRE and PRED(0,3). In general, it is better to use the set of seg-
mented model curves provides by the cluster process, than use a unique curve
for all the database projects.

When we deal with a new problem, the best choice will be to use different
regression curves, depending on the form and characteristics of the given clusters.
It is a good idea to use different regression approaches, because all the clusters
have not the same characteristics.
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Further work will consist on using recursive clustering to improve, for example,
the cluster 6 behaviour, which have several scattered points. Recursive clustering
can be applied to improve the clusters obtained at one step of the clustering
process, getting other set of clusters of a lower level.
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Abstract. Attribute reduction is an important issue of data mining. It is gener-
ally regarded as a preprocessing phase that alleviates the curse of dimensional-
ity, though it also leads to classificatory analysis of decision tables. In this pa-
per, we propose an efficient algorithm TWI-SQUEEZE that can find a minimal 
(or irreducible) attribute subset, which preserves classificatory consistency after 
two scans of a decision table. Its worst-case computational complexity is ana-
lyzed. The outputs of the algorithm are two different kinds of classifiers. One is 
an IF-THEN rule system. The other is a decision tree.  

1   Introduction 

Concept learning and symbolic rule learning are defined as non-trivial extraction of 
potentially useful structural patterns from given symbolic data. As is well known, the 
traditional machine learning methods, such as version space, ID3, AQ11, CN2 etc., 
can handle such problems. The main part of these methods can be regarded as a proc-
ess of data reduction. That is, a process leading to a shorter attribute-value description 
of original data, which in the same time preserves initial classificatory consistency. 
Here consistency means: if two objects are different in their categorical labels, they 
should also be different in some of their features. Otherwise, these two objects cannot 
be determinately classified. Therefore, if object x determinately belongs to class y 
before reduction, x should still determinately belong to class y after reduction. Rough 
set theory [1-3], which is strict and elegant, aims to find the “maximum” reduction of 
the raw data. That is, finding a model as small as possible to fit the training samples 
best. Relative reduct (in the sequel we will use “reduct” instead), as defined by Paw-
lak, is a minimal (or irreducible) attribute subset that preserves initial classificatory 
consistency, and hence the ability to perform classifications as the whole attribute set 
does (this is a definition of reduct identical to the original one [4]). Finding a reduct is 
a basic and classical mathematical problem in rough set theory that serves as a jump-
ing-off point to reach other goals, such as finding good quality (approximate) reducts 
that can be used to classify unseen objects well. In this paper we present an algorithm, 
which can find a reduct efficiently. Rather than exploring the way of finding good 
quality (approximate) reducts, we concentrate ourselves on the core well-defined 
mathematical problem which was proposed by Pawlak. It means we look the problem 
as a problem of summarizing raw data, not as a generalization problem. Thus, we can 
focus on the soundness and computational complexity analyses of our algorithm, as 
other related works do. 
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Tabular knowledge systems are extensively studied and used for data mining. A 
data set is represented as a table, where each row represents an object, or an event. 
Every column represents an attribute that can be measured for each object. Decision 
table is a kind of tabular knowledge system. In decision table, there is a distinct at-
tribute, the value of which decides the category an object belongs to. We call this 
attribute as decision attribute, which is denoted by “d”. And we call other attributes as 
conditional attributes, the set of which is denoted by C. Assume there are tC attributes 
in C. We use the ith column in a table to represent Ci (Ci ∈C, 1 ≤ i ≤ tC) and use the 
(tC+1)th column to represent decision attribute d. 

Ct
C is called the rightmost condi-

tional attribute in decision table. If i<j, we say Ci is on the left side of Cj in the table. 
Formally, a decision table can be represented as KS=(U, C∪ {d}). Here U is a non-
empty finite set of objects called the universe. C is non-empty finite set of conditional 
attributes. C∩ {d}=φ . For any a∈C∪ {d}, a: U → Va, where Va is called the value 

set of a [4]. After sorting the rightmost column that is denoted by “d”, decision table 
is divided into rD groups according to the values of d. We call these groups as “D-
Region”. rD is the number of equivalence classes induced by decision attribute d.  

If two objects are regarded as different according to conditional attribute or deci-
sion attribute in a decision table, we say there is a demarcation between these two 
objects. If they are different according to both conditional attribute and decision at-
tribute, we say there is a relative demarcation between them. Furthermore, if one of 
these two objects is consistent with all the other objects, we say the relative demarca-
tion is valid. We’ve proved that reduction, including both attribute reduction and 
value reduction, is a process that preserves valid relative demarcations of the original 
decision table. 

Note that, in rough set literature, researchers used the word “discern” instead of 
“demarcate”. Whereas, the word “discern” has no proper corresponding noun. There-
fore, we use the word “demarcate” (vt.) and the word “demarcation” (n.) throughout 
this paper.  

We can see that the set of all valid relative demarcations is sufficient and necessary 
for preserving the consistency. The proof is simple. Our task is to find a reduct, which 
preserves all the valid relative demarcations of the original system, and any of its 
subset cannot do so. 

The rest of this paper is organized as follows. Section 2 introduces the ideas of an 
algorithm called TWI-SQUEEZE. The algorithm can find a reduct after two scans of 
a decision table, just like squeezing water from a sponge by pressing on two sides of 
it. Section 3 reports on the experimental results. Section 4 concludes.   

2   Attribute Reduction 

2.1   Squeezing a Reduct from Decision Table: An Example 

Imagine that conditional attributes are many distinctive robots working on a product 
line. Their tasks are to demarcate some objects. Our attribute reduction program as-
signs some of these robots, as few as possible, to finish their tasks. For any robot 
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working on the product line, its task, together with what it can demarcate, decides the 
task of next robot on the line. We should not represent (relative) demarcations made 
by a robot directly because space complexity will be a problem in large applications. 
Therefore, we represent task it has to face instead. And fortunately, there is a simple 
way that saves both space and time complexity. 

Assume every object has a serial number. Let {[a, b]i, [c, d]i, [e, f]k}
CR be the com-

pact representation of set {(x, y)| x∈[a, b] or [c, d], y∈[e, f]}. The subscript “i” in 
“[a, b]i” means [a, b] falls into D-Region i. That is, for any x∈[a, b], d(x)=i. Since it 
won’t cause confusion, we omit the superscript “CR” from now on. In this paper, [a, 
b], [c, d] and [e, f] are called segments.  

Here is a small example. Table 1 is a small decision table KS=(U, C∪ {d}), where 
C={C1, C2, C3, C4, C5}. There are 11 objects in the universe. We first sort them by the 
decision attribute d. And the set of demarcations induced by attribute d can be repre-
sented as {[1,5]0, [6,11]1}. We call it TD. Clearly, the set of all the (valid) relative 
demarcations is a subset of it. Any subset of TD is called a task. Note that a task can 
be represented in the compact form of a set of segments.  

Now we look at C5 and see which relative demarcations it can induce and which it 
cannot. To know it, we sort (or split) the segments in TD (that is [1,5] and [6,11]) by 
the values of attribute C5. The result can be seen on the right side of Table 1. It is 
clear that object x and y can be demarcated both by attribute C5 and d, for any 
x∈[1,2] and y∈[9,11]. In other words, {[1,2]0, [9,11]1} is a set of relative demarca-
tions. So is {[3,5]0, [6,8]1}.  

Assume we have an attribute list s_reduct. We want to make s_reduct be the super 
reduct which contains at least one reduct. Hence, we can put C5 into s_reduct because 
C5 can induce some relative demarcations. But the objects belonging to [1,2] cannot 
be demarcated from the objects belonging to [6,8] by C5. And the same is applicable 
to [3,5] and [9,11]. These pairs of objects need to be demarcated by other attributes. 
Hence, new task is formed: The first subtask is {[1,2]0, [6,8]1} and the second subtask 
is {[3,5]0, [9,11]1}. We use CT5 to denote this new task, a union of these two subtasks. 
In this paper, we also call CTi a cascade task since it decides CTi-1, together with 
attribute Ci-1. CTi is just the task faced by “robot” Ci-1 in our previous metaphor. 

Now we have to consider attribute C4 since CT5 φ≠ . The segments in CT5 are split 

according to the values of C4, which implies that CT4 ≠ CT5. In other words, C4 can 
induce some relative demarcations that cannot be induced by C5. Hence, we put C4 
into s_reduct. Clearly, {[1,2]0, [6,6]1} and {[3,3]0, [9,11]1} form a new cascade task, 
which can be represented as CT4. Note that CT3 = CT4. Thus, C3 is dispensable to {C4, 
C5} and can be skipped. Since CT2 ={[1,2]0, [6,6]1}≠CT3, we put C2 into the attribute 
list s_reduct.  

Because CT1=CT2, C1 is dispensable to {C2, C4, C5}. And in the same time we find 
that {[1,2]0, [6,6]1} are the demarcations that cannot be induced by the conditional 
attributes but can be induced by the decision attribute. It means that the objects 1, 2, 6 
cannot be assigned to one class determinately. We simply mark them by a special 
token “?”. For a segment [x, y], if any object z∈[x, y] is marked by “?”, we say the 
segment is marked. 

s_reduct, which contains at least one reduct, has three attributes: C2, C4, C5 (we can 
represent it simply by {2, 4, 5}). C2 can induce some valid relative demarcations that  
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Table 1. The table sorted in the firt scan (from right side of the table to its left side) 

C1 C2 C3 C4 C5 d 

0 1 0 0 0 0 
0 1 0 0 0 0 
1 0 1 0 1 0 
0 1 1 0 1 1 
1 1 1 0 1 1 
1 1 1 0 1 1 
1 0 1 1 0 1 
0 0 0 1 0 1 
0 1 0 0 0 1 
1 0 0 1 1 0 
0 0 0 1 1 0  

 Ad C1 C2 C3 C4 C5 d

?1 0 1 0 0 0 0 
?2 0 1 0 0 0 0 
3 1 0 1 0 1 0 
4 1 0 0 1 1 0 
5 0 0 0 1 1 0 
?6 0 1 0 0 0 1 
7 1 0 1 1 0 1 
8 0 0 0 1 0 1 
9 0 1 1 0 1 1 

10 1 1 1 0 1 1 
11 1 1 1 0 1 1  

cannot be induced by all the other conditional attributes because CT4 is not empty and 
it is not completely composed of marked segments. Therefore, C2 is indispensable to 
{C4, C5}. Include C2 into a reduct, which is empty initially. 

In the algorithm, we should resort to an auxiliary array called “Ad”, as shown in 
Table 2. The indices of the items of Ad are used in the first scan to form CTi. The 
items of Ad have two sorts of values: the values of one kind are the serial numbers 
used in the second scan to form CT'; those of the other kind are the “pointers”, i.e. the 
indices of objects of the original table, which are used to avoid movement of the ob-
jects in sorting (they haven’t been shown in table 1). Note that the serial numbers 
have no use in the first scan. They are set to be equal to the indices of the items of Ad 
at the beginning of the second scan. Ad can also be substituted by two ordinary one-
dimensional integer arrays, which is actually adopted in our implementation. 

Now, in the second scan, we scan the table from left to right, as shown in Table 2. 
A cascade task, which includes two subtasks T20'={[3,5]0, [7,8]1} and T21'= { ?

0[1, 2] , 
?
1[6,6] , [9,11]1}, are the set of relative demarcations that cannot be induced by attrib-

ute C2. (Here “2” in the subscript of T20' comes from C2. “0” in T20' means: For any 
object belonging to those segments of T20', “0” is its value measured on C2.) We use 
CT' to denote this task.  

To decide whether C4 is indispensable to other attributes in s_reduct or not, we 
need check CT'∩ CT5. If it is empty or completely composed of marked segments, C4 
is dispensable to other attributes because all the valid relative demarcations that can 
be induced by C4 can also be induced by C2 and C5. Otherwise, C4 is indispensable to 
other attributes and CT' will be split by C4 to form new CT'. In this case, CT'∩ CT5 is 

composed of marked segments ?
0[1, 2]  and ?

1[6,6] . Therefore, C4 is dispensable to 

other attributes and should not be included in the reduct. CT' remains unchanged. 
Since CT' is neither empty nor completely composed of marked segments, and 

there is no attribute that can induce the valid relative demarcations denoted compactly 
by CT' except C5, include C5 directly into the reduct.  

At last, we can obtain a reduct, {C2, C5}, in this way. This example has disclosed 
the basic ideas of algorithm TWI-SQUEEZE, which will be introduced in  
section 2.2. 

 

Sort 
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Table 2. The table sorted in the second scan (from left to right) 

Ad C2 C4 C5 d

3 0 0 1 0
4 0 1 1 0
5 0 1 1 0
?1 1 0 0 0
?2 1 0 0 0
7 0 1 0 1
8 0 1 0 1
?6 1 0 0 1
9 1 0 1 1
10 1 0 1 1
11 1 0 1 1

DT

C5=0
20T '

21T '

C5=1

d=1

C2=0 C2=1

C5=1 C5=0

d=1 d=0 d=0

 

 

Once a reduct is found, IF-THEN rules can be easily constructed by overlaying the 
reduct over the original decision table and reading off the values. Conditional attrib-
ute-value pairs of an object form a conjunction in the rule antecedent (“IF” part). And 
decision attribute-value pair forms the rule consequent (“THEN” part) [4]. For exam-
ple, we can draw rule “If C2=1 and C5=0 Then d=0” from table 2. Here, the value of d 
is decided by majority voting. 

Note that, when CT' is splitting, the algorithm is also creating a decision tree by 
adding links from a task to its children tasks and those segments that cannot form 
children tasks, as shown in table 2. This tree is in fact the decision tree shown in Fig. 
1 (a). In this case it is shorter than the tree created by ID3, which is shown in Fig. 1 
(b). It is not surprising because the algorithm uses the second scan to prune all dispen-
sable attributes, which may be useful due to the principle of Occam’s razor, although 
“short” does not always mean “good”. 

From the tree shown in Table 2, we can draw conclusions at any depth of the tree, 
because we have elements of both condition values and decision values at every node. 
For inconsistent rules, we can draw rules like “If C2=1 and C5=0 Then d=0 (2) or d=1 
(1)” instead of simply assigning most common values to their decision attribute val-
ues. The numbers in parentheses are the numbers of objects that match the rule. Vari-
ous frequency-related numerical quantities may be computed from these numbers. 
Concepts in disjunction form are useful in life. If they have a corresponding su-
perordinate level concept [8], we can also draw a more general rule by attribute-
oriented induction [9].  
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Fig. 1. Decision trees: (a) is produced by TWI-SQUEEZE; (b) is created by ID3 

Therefore, after attribute reduction, we obtain two different classifiers: one is a rule 
system and the other is a decision tree. As far as efficiency of classification is con-
cerned, decision tree is favorable, whereas rules are more understandable to people. 

We’ve briefly discussed the outputs of algorithm TWI-SQUEEZE and regard them 
as classifiers. However, it is not the main topic of this paper. What we are presenting 
is an efficient algorithm for attribute reduction, which is introduced more formally in 
the following section. 

2.2   Algorithm TWI-SQUEEZE 

Now we can understand why we need a data structure like the one in Fig. 2. In the 
algorithm to be proposed, cascade task CTi stores the relative demarcations needed to 
be induced by {C1, C2,

…, Ci -1}, since these demarcations cannot be induced by {Ci, 
Ci+1,

 …, Cp} (p=|C|=tC). |C| is the cardinality of set C. As have been shown in Fig. 2, 
CTi is composed of some sets, which are its subtasks. The elements of a subtask are 
segments. A segment is composed of first position of segment (addr_first), last posi-
tion of segment (addr_last), and a label denoting the D-Region it falls into, and a label 
denoting which subtask it belongs to. We can use segment to represent a task.  

In Fig. 2, the subtasks in CTi are linked as a list, which is clear and easy to be un-
derstood. The “5” appeared in subtask 1 is the number of segments in this subtask. 
This number must be larger than one. For any object belonging to these segments, “a” 
is its value measured on Ci. In fact, cascade tasks can be realized using two-dimension 
dynamic arrays, based on the STL.   

 

Fig. 2. Data structure of cascade task 
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At the beginning of the algorithm, objects will be sorted by decision attribute d. 
Assume the result is: { }1 2, ,

Dr
Seg Seg Seg" . Thus, TD is formed. These rD segments cor-

respond to rD D-Regions. rD is assumed to be larger than 1. These segments will be 
sorted according to the rightmost conditional attribute Cp. In other words, they are 
split and form some subsegments. Objects in a subsegment have the same value of Cp. 
All the subsegments that have a same value will be put together to form a new task (a 
set of segments). A cascade task split by some attribute will generate many new tasks, 
which are its children tasks. These children tasks form a new cascade task. We call 
these children tasks as the subtasks of this new cascade task. 

Below is a formal ADL description of the algorithm TWI-SQUEEZE (The parame-
ter after period is the output variable. The Knuth style notations are omitted). 

 

Algorithm R2L-SQUEEZE (KS, C. s_reduct) 
/* This subroutine finds a s_reduct. Assume |C| = tc.*/ 

(1) k←tc +1. 
(2) CTk←TD. s_reduct←{}. 

(3) WHILE CTk φ≠ DO 

(  IF k=1 THEN mark inconsistent objects and RETURN. 
Split CTk by Ck-1, forming CTk-1.  
IF CTk-1 ≠ CTk THEN s_reduct←s_reduct∪ { k-1}. 

        k←k-1. ) █  

Algorithm L2R-SQUEEZE (KS, s_reduct. reduct) 
/* This subroutine squeezes a reduct from s_reduct. */ 

(1) k←1.  
(2) CT'←TD. reduct←{}. 
(3)   WHILE CT' φ≠  AND it is not completely composed of marked segments DO 
       ( s←s_reduct[k].  /*Assume attribute s_reduct[i] is on the left side of s_reduct[j] in the 

table where i < j. */ 
IF k= length(s_reduct) THEN (reduct←reduct∪ {s}. RETURN.) 

t←s_reduct[k+1]. 

IF CT'∩ CTt φ≠  AND the intersection is not completely composed of marked segments 

THEN (reduct←reduct∪ {s}. Split CT' by Cs, forming new CT'.  
Add links. /*This step is used to form a tree*/ ) 

k←k +1. ) █  

Algorithm TWI-SQUEEZE (KS. reduct) 
/* The Main Part: find a reduct in decision table KS.*/ 

(1) Give the conditional attributes an order. /*The most important and/or costless attributes 
should be set on the right side of the table. The importance can be measured by many kinds 
of metrics. And the order can also be arbitrary */ 

(2) Sort the objects by decision attribute d, forming D-Regions. Assume the result is: 

{ }1 2, , ,
Dr

Seg Seg Seg" . TD is formed. It is a global variable that will be used in (3-4) 

(3) s_reduct←R2L-SQUEEZE (KS, C).   
(4) reduct←L2R-SQUEEZE(KS, s_reduct). █  
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All the algorithms that find one reduct depend (e.g. [10]) or implicitly depend on the 
order of attributes (e.g. [6]) they choose to deal with. A good order means a good re-
duct. By controlling the order of conditional attributes in table with some heuristic 
information such as entropy or Johnson’s strategy [6] or just a-priori, the algorithm can 
find a suboptimal reduct. Generally, good a-priori can lead to good quality approxi-
mate reduct [7]. Algorithm TWI-SQUEEZE can ensure that the approximate one is a 
real reduct. Moreover, the algorithm can find more reducts with some additional time.  

The main part of time needed in the algorithm is sorting. Assume the number of at-
tributes actually scanned by R2L-SQUEEZE is r and the number of objects in table is 
N, the sorting needs O(rNlnN) steps, where 1 ≤ r ≤ tC. Note that, we can use secondary 
sorting to subdue unsteadiness of sorting in L2R- SQUEEZE. 

The other part of time needed in the algorithm is counting the intersection of two 
cascade tasks, it needs only O(NlnN) steps. 

Hence, the worst-case time complexity of TWI-SQUEEZE is: O(rNlnN). 
In R2L-SQUEEZE, we keep all cascade tasks CTi (Ci∈s_reduct) in memory, tak-

ing a memory-resident view. In L2R-SQUEEZE, only one new cascade task CT' is 
needed. All these cascade tasks occupy O(rN) units. These are additional or auxiliary 
space. In the same time, we need only put a small fraction of the total table, the pro-
jection of one or more attributes of the table, into the memory. Thus only O(N) units 
are needed. Therefore the total space needed is O(rN). However, we can also do not 
maintain all cascade tasks CTi in the memory, but write these tasks to disk. From this 
disk-resident view, the algorithm needs only O(N) memory space, with some read-in 
and write-out disk operations.  

Let length(CTi) be the sum of sizes of segments in CTi  and assume length(CTi-1)/ 
length(CTi) ≤μ (0 ≤μ≤ 1) for any i∈[2, tC+1] in R2L-SQUEEZE, the worst-case 
time complexity of the algorithm is: 2

,log lnCO Min t N N
Nμ

⎛ ⎞⎛ ⎞×⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 since at most 2
, logCMin t

Nμ
⎛ ⎞
⎜ ⎟
⎝ ⎠

 

attributes need to be scanned. Generally, the algorithm works much better than it 
works in worst case. The previous fastest algorithm, let us called it NERS (the effi-
cient rough set algorithm of Nguyen Sinh Hoa and Nguyen Hung Son), which finds a 
reduct, needs to scan table tC times [6]. Its worst-case time complexity is O(tC

2NlnN).  

3   Experiments 

Experiments are performed on three data sets listed in Table 3. The results reflect the 
performance time (measured in seconds) of algorithms compared. These data sets 
come from the UCI Machine Learning Repository [11] where detailed descriptions of 
them can be found. The data set “Promoter Gene Sequences” includes 57 conditional 
attributes, one decision attribute and 106 objects; “Primate splice-junction gene se-
quences (DNA) with associated imperfect domain theory” has 60 plus one attributes 
and 3190 objects; and “Optical Recognition of Handwritten Digits” has 64 plus one 
attributes, which has 3823 objects. Note that we did not take the object names of the 
two molecular biology databases into account. 

We haven’t compare the classifier accuracy because the reducts found by these al-
gorithms happen to be the same. It is also worth mention that the reduct of the data set 
“Optical Recognition of Handwritten Digits” cannot be used directly to classify un-
seen objects. In this case, attribute reduction, as a data preprocessing method, should 
combine with other classification algorithms, such as kNN. 
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Table 3. Comparison of the efficiency of NERS, NERSA,TWI-SQUEEZE on classification 
tasks 

 

A factor that influences the efficiency of NERS significantly is movement of the 
objects in the sorting. To be fair, we added an ancillary array to NERS to avoid such 
movement. We call this improvement as NERSA. For the same sake, we avoid heu-
ristic search in these algorithms. These algorithms are implemented using C++. The 
experiment is taken on a computer with windows XP, Intel Pentium III 651 MHz 
processor and 384M memory. From the experiments, we can see that TWI-
SQUEEZE is a faster attribute reduction algorithm, compared with NERS and 
NERSA. Generally speaking, TWI-SQUEEZE can show its advantages in the face of 
a large number of attributes. But in our viewpoint, the more stringent limitation on 
data mining is memory. Maybe it is the reason for the infeasibility of the discernibil-
ity matrix based algorithms in face of large data sets [6] (they are still usable when 
the number of different elements of the matrix is moderate). And it is said that some 
algorithms from the embedded RSES library of ROSETTA are not applicable to 
decision tables larger than some predetermined size, currently 500 objects and 20 
attributes. Although NERS and NERSA have relieved this curse, they need put the 
whole table into the memory, which also imposes a demand on memory. As have 
been explained, TWI-SQUEEZE can avoid this problem by putting a column or 
several into the memory step by step, which makes it more suitable for the require-
ments of data mining.  

4   Conclusions 

We propose a simple and efficient algorithm TWI-SQUEEZE that finds one reduct. 
This algorithm finds one reduct instead of all for two reasons. On the one hand, find-
ing all reducts in huge database is proved to be NP-hard [5]. On the other hand, ex-
cessive reducts are unmanageable even for an expert.  

The outputs of the algorithm are two different style classifiers. One is a set of IF-
THEN rules. The other is a decision tree. It is an advantage of algorithm TWI-
SQUEEZE since other attribute reduction algorithms cannot do it. The other merit 
deserving some words is that the algorithm can relieve the curse of memory limitation 
by reading part of a data set into memory in every phase because it deals with a col-
umn of the table every time.  
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Abstract. This paper presents a conceptual based approach for improv-
ing a Web site content. Usually Web Usage Mining (WUM) techniques
study the visitors’ browsing behavior to obtain interesting knowledge.
However, most of the work in the area leave behind the semantic informa-
tion of web pages. We propose to combine the Concept-Based Knowledge
Discovery in Text with the visitors sessions to perform the personaliza-
tion task. This way, it is possible to obtain information about which are
the users’ goals when browsing a web site. Moreover, it is possible to
give better browsing recomendations and help managers improving the
content of their Web site. We test this idea on a real Web site to show
its effectiveness.

1 Introduction

The World Wide Web has became an important way to reach information on
almost any topic rapidly and effortlessly. Also, the Web has opened a new way
of doing businesses, i.e. amazon.com that is one of the most used examples.

One important issue is how to deal with an overwhelming amount of docu-
ments. Most of the better search engines like google, yahoo, altavista, among
others use algorithms based on keywords. However, when the web users perform
a searching task have some questions, ideas or goals in mind [4]. Similarly, when
a user finally reach a web site, she/he need to read the content in order to find if
this information is suitable to her/his needs or goals. These problems get worse
with the fast growing of the Web and forces to a new way of designing and
developing web sites [3] to give a better browsing experience to the visitors.

Improving the web site usability, structure and content to keep the visitors
interested on it is a challenging task [7]. Many techniques like Web Text Min-
ing (WTM), Web Structure Mining (WSM), Web Usage Mining (WUM), Web
Personalization (WP), etc. are used to help managers and web masters improve
a web site [1] or automatically giving an on-line recommendation directly to
the visitors. Many times when applying such techniques combined with keyword
based algorithms the semantics of the web pages is lost. We define concepts try-
ing to give a simple solution which consider this semantic factor. We show that
the resulting process better fit users’ needs and goals.
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The paper is organized as follows. Section 2, we show a short review about
related research work. Section 3 explains how to identify and define concepts and
how to apply the conceptual approach for web pages classification. Afterwards, in
Section 4, we show how to improve the WUM using the conceptual information.
Section 5, an experiment in a real-world case is presented. Finally, Section 6
presents the main conclusions and future work.

2 Related Work

There are more than one approach for improving the visitors’ browsing experi-
ence in a web site. Many researchers focus on text content improvements [9,10],
to do so they use a text preprocessing stage, sometimes a stemming process is
applied to reduce the number of features and obtain better results in the gener-
alization process which will applied later. Finally, the expert’s collaboration to
validate the results is always desirable.

Other researchers argue that in order to improve a Web Site we need to focus
on how the users browse on it. This is called Web Usage Mining (WUM) and
several works have been developed in this area, one example is Mobasher et al
[5,12]. However, other researchers realize that better web sites’ improvements re-
comendations can be obtained using a combination of visitors browsing behavior
plus the textual content of the pages visited, some examples are [8,11,13].

All these techniques probe their effectiveness to help improve sites’ usability.
However, non of them take into consideration the semantic information of the
web pages. Some authors realize this issue, and developed approaches aiming to
consider the semantics of documents when performing the mining technique. A
very good example is the Semantic Web Personalization System (SEWeP) [3],
this system use concepts defined on a domain taxonomy to obtain the semantics
of documents, afterwards, enhance the Web personalization process.

Other interesting work related with semantics but not with personalization is
the one developed by Chau et al. in [2]. She is focused in the semantics from mul-
tilingual documents written in Chinese and English. She uses fuzzy logic to define
concepts and afterwards she run a Fuzzy K-Means algorithm to filter the multilin-
gual documents in topics regardless of the language. Afterwards, a Self Organizing
Map (SOM) is used to obtain a topic-oriented multilingual text classification.

In our case, we intended to use the concept-based knowledge discovery in text
proposed by Loh et al. in [4] to improve the WUM process. In his proposal Fuzzy
Logic is used in order to define concepts which express the semantics of docu-
ments. Then he applied a fuzzy reasoning model to classify the documents into
its concepts. Finally the application of statistical techniques allow to discover
interesting patterns in concept distribution.

3 Conceptual Approach for Web Pages Classification

To begin with the conceptual approach we need to understand the meaning of
the word “concept”. From a Spanish dictionary a “concept” is an “idea, opinion
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or thought”, from WordNet 2.0 is “an abstract or general idea inferred or derived
from specific instances”. Both definitions show the ambiguity and subjectivity
of the word. Also, they show the inference capacity which humans have for
performing different tasks.

3.1 Identification and Definition of Concepts

We worked with the web site of the Faculty of Sciences Physics and Mathematics
of the University of Chile. Identification of concepts was performed with sites’
expert help. This way was possible to establish a set of concepts which can be
important for the visitors of the site as shown in Table 1.

Table 1. Small sample of concepts identified for the site in Spanish

CONCEPTOS CONCEPTS
ACTIVIDADES EVALUATIVAS EVALUATIVE ACTIVITIES
SERVICIOS GENERALES GENERAL SERVICES
SERVICIOS PERSONALES PERSONAL SERVICES
ACTIVIDADES EXTRAPROGRAMATICAS EXTRACURRICULAR ACTIVITIES
CALENDARIO DE PRUEBAS TEST SCHEDULE

Note that we don’t use all possible concepts, just the most important to the
visitors based on the expert criteria. Afterwards, we need to define these concepts
by a coherent combination of words [3,4]. To do so, we used a synonyms dictio-
nary to extract words to characterize each concept also we use quasi-synonyms. A
quasi-synonym from the dictionary is “a term in a controlled vocabulary, such as
a thesaurus, that is treated as if it means the same thing as another term”. For ex-
ample. In the case of “Personal services” we consider words like “agenda” or “u-
agenda” which is the name of the agenda system for the students and professors
of the Faculty. Other example is the incorporation of the word “U-Cursos” that is
the name of the portal for all courses in the Faculty. This contains all the classes
documents (.ppt, .doc, etc), bibliography and many other useful information.

3.2 Fuzzy Logic for Pages Classification

We decided to apply the Fuzzy Reasoning model proposed by Loh et al. [4]. To
characterize the documents of the web site. This solution is based in the idea that
we need to gather the relation between the concepts and the documents which
can be represented as a fuzzy composition, shown in Eq.(1). In that expression
the terms [Concepts×Terms] and [Terms×Words] are fuzzy relations, therefore
matrices. The operator ◦ represent the compositional rule of inference according
to Nakanishi et al. [6]. From this point we call “terms” to the special words that
represent a concept and “words” to any word in a document like a web page.

[Concepts × Words] = [Concepts × Terms] ◦ [Terms × Words] (1)

In order to apply the expression in Eq.(1) we defined a list of concepts and
terms that represent these concepts in the previous section. However, we still
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Table 2. A column extracted from the compositional matrix [Concepts × Words]

URL: http://escuela.ing.uchile.cl/servicios.htm
ACTIVIDADES EVALUATIVAS => 0
SERVICIOS GENERALES => 0.707106781187
SERVICIOS PERSONALES => 0.424264068712
REGLAMENTACION => 0
INFORMACION GENERAL ESCUELA INGENERIA => 0.707106781187
CLASES => 0
CALENDARIO DE PRUEBAS => 0
....

need to set up the membership values for this relation. Once again we use the
experts’ knowledge to define this values (direct method with one expert).

We used a simple model that use relative words frequency on each document
to deffine the second fuzzy relation [Terms × Words]. The documents were
preprocessed to eliminate the HTML and JavaScript code and using a stop word
list we also erased words that are not important. We intended to keep nouns,
adjectives and verbs. At this point we decided to not use stemming process to
maintain the words intact and compare it with its synonyms and quasi-synonyms
without problems of having one stem and more than one possible word.

After applying the compositional rule of inference we obtain the [Concepts ×
Words] matrix were each row is a concept and each column is a web page and
each value in the matrix represent the degree of possibility of a concept to be
represented in a web page (i.e. the membership value of the composition shown
in Eq.(1)). Therefore, we achieved a Conceptual based classification for each web
page on the site. An example is shown in Table 2, where we have the column
that represent “http://escuela.ing.uchile.cl/servicios.htm” (services.htm in En-
glish) and then we have the concepts and its membership values. In this case this
page contains information of services for students, professors and links to them.
We can see that the concept “SERVICIOS GENERALES” (General Services)
has a membership value of 0.707106781187 and “SERVICIOS PERSONALES”
(Personal Services) has a membership value of 0.424264068712. As we mention
before this can be interpreted as “the degree of the concept X to be represented
in the page servicios.htm”. In this particular example we can observe for ex-
ample that the page is more semantically related to the concept “SERVICIOS
GENERALES” than “SERVICIOS PERSONALES” this is because most of the
services are not only for students or professors but also for the whole comunity.
Similarly others concepts in Table 2 have a membership value of 0 which means
that the page doesn’t talk about these concepts.

4 Mining User Sessions

Several techniques to perform WUM over a site exists. We chose to perform a
WUM that combine the text of the documents and the visitors’ sessions accord-
ing to [11,13] and then compare its results with the concept-based approach.
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To begin with WUM process we need to transform the web pages in a more
useful way. We use the Vector Space Model to represent each document as a
vector of words combined with the TF ∗ IDF to establish the wight of every
word (frequency) on each document. On the other hand, we need to pre-process
the web servers’ logs to figure out which are the visitors’ sessions. We perform
a time heuristic sessionization over the web logs. After this step, we have the
pages and time spend on each document visited for the visitors.

4.1 Visitors’ Session Classification

After the pre-processing stage we have to apply the generalization process. We
selected to use a Self Organizing Feature Map (SOFM) because it is an un-
supervised algorithm which means we don’t need to know before hand how
many clusters are. We used a process similar to the one published in a previous
works [13,11].

We based our work in a similarity measure proposed by Velasquez et al in [13]
that combines the visitors sessions and the content of the web pages. However,
we intended to generate more semantically related results rather than textual
contents related. This is why we modified this similarity in order to apply the
conceptual classification obtained before. The similarity measure used is shown
in Eq.(2) were CS(Si, Sj) is the similarity between the session Si from visitors
i and session Sj from visitor j. The sessions S should be of the same length so
we sort the pages per time spent on each. Then we use the first ι pages where
the visitor spend most of his time. The formula uses the Sj

τ (k) as the time in
seconds spent by visitor j in page k and similarly for visitor i. The term Sj

ρ(k)
is a vector which contains the concepts and the degree of membership for page
k of visitor j session (Section 3.2) . This way, the equation is unaltered from its
original form but we are using concepts instead of terms frequency to compare
the sessions.

CS(Si, Sj) =
1
ι

ι∑

k=1

min(
Si

τ (k)
Sj

τ (k)
,
Sj

τ (k)
Si

τ (k)
) ∗ PD(Si

ρ(k), Sj
ρ(k)) (2)

Finally, we obtain clusters that are related by its conceptual meaning. There-
fore, we obtain a conceptual classification of the documents on each visitors’
session.

5 Experiments in a Real Web Site

We applied this process to the web site of the School of Engineering and Sciences
of the University of Chile 1. This web site has 182 web pages and it is almost
static throw the year (only the news page change continuously), thus we used
the version of March 2006 of the web site. Besides, we took approximately 2
months of web logs 2006.
1 http://escuela.ing.uchile.cl
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We detect 12 important concepts, we defined them using a dictionary, a the-
saurus and the experts’ help. Afterwards, each document was classified into its
concepts as explained before (see Table 2).

We decided to use a SOFM of 7 × 7 neurons. Then we kept the 3 pages
per session were the visitors spend most of its time. Afterwards, we compute
the similarity measure in Eq.(2) for the SOFM through 50 epochs. In order to
compare the results obtained with the conceptual approach. We also compute
the traditional approach that uses TF ∗ IDF words vector instead of a vector
of concepts in Eq.(2). Using the same network size, epochs, and session length.

Our results using the traditional approach are shown in the Table 3. We can
observe that we obtain three clusters for the users sessions {0, 1, 2}. Each cluster
found, is represented for several visitors’ sessions, e.g for cluster ID = 0 we have
a list of nine sessions {1, 2, 50, 58, 64, 66, 78, 127, 262}. Each number in this list
is the ID of a visitor session. For example, the session ID=1, has 3 pages which
are {mail2.htm, barraizquierda.htm, maincalendarios.htm} where the visitor
spent most of his/her time (See Section 4.1). The problem in this case is we
have the pages that the visitors browsed and we now that he/she was interested
in the text inside that pages. Usually the recommendation is to link those pages.
However, with the conceptual approach we can discover what topic he/she is
interested in and we can give a family of pages that satisfy his/her needs, even
if the pages are not present in the cluster sessions.

Table 3. Results of traditional approach

CLUSTER ID SESSIONS [IDs.]
0 {1, 2, 50, 58, 64, 66, 78, 127, 262}
1 {54, 57, 66, 67, 69, 74, 90, 112, 146}
2 {0, 66, 93, 123, 184, 224, 256, 267}

The results of the conceptual approach proposed are shown in Table 4. This
time we discovered five clusters (two more clusters than using the traditional
approach). Afterwards, we extracted the concepts on the real sessions repre-
sentative of each cluster. To do so, we computed the common concepts to all
documents on the cluster. The result of this is shown on Table 5. If there is no
concept common to all of the documents on the cluster sessions, then the value
“N/A” is given to that cluster.

Observing this results on Table 5 we can notice that Cluster ID = 1 is about
people who is looking for contact information, telephone numbers, the name and
e-mail of people in charge of the administrative office or certificate office or other
area. Other interesting information is obtained from cluster ID = 0 where the
concepts are { Vacations Schedule, News/Advertisements, Seminars/Extention,
Extracurricular Activities, Organizations }. This means that the students look
for activities to do on vacations. Other interpretation is that when a visitor to
the site (most of them students) search for vacations schedule, also is looking
for activities to do on his/her free time. This is way he/she also browse for
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Table 4. Results of conceptual approach

CLUSTER ID SESSIONS [IDs.]
0 {57, 66, 93, 102, 224, 230, 268}
1 {56, 66, 90, 93, 269}
2 {66, 78, 224, 256, 268}
3 {4, 57, 66, 78, 239, 267}
4 {2, 66, 78, 223, 265}

Table 5. Concepts obtained from clusters

CLUSTER ID CONCEPTS
0 { Vacations Schedule, News/Advertisements,

Seminars/Extention, Extracurricular Activities, Organizations }
1 { Location Information / Physical Addresses,

Contact Information }
2 { Classes Material, Tests Schedule, Classes Inforation. }
3 N/A
4 { Reglaments, Classes Information, Tests schedule }

extracurricular activities information, Organizations Information (Photography
Club, Role Gamimg Club, etc).

If we study the structure of the pages on the cluster sessions, we notice that
many of the page in the session, are not close one to the other. In the case of
Cluster ID = 1, the schedules are in a section different from the section of the
Organizations and this both in a section different from the section of extracur-
ricular activities. The visitors must browse all the sections doing several clicks to
reach the calendars then exit this section and browse down in the next section
to find the information about Role Gaming Club. Then, the recommendation
in this case is to link the relevant pages on this cluster. Many alternative exist,
from creating one single page with all this information, to link the existing pages
among them. Moreover, since we have all web pages classified by its conceptual
meaning we do not need to limit the recommendation to those pages in the clus-
ter. We can also generate a single page where all the pages with information
about extra curricular activities or organizations we have. When we talk about
a concept we talk about a family of web pages that express the concept in a
certain degree.

5.1 Discussion

After extracting the concepts form each real page on the session, we discover
that cluster ID = 3 it is not valid from concepts perspective. If we use other
manner to extract concepts from the cluster we can obtain results. However, we
need more work to do in this area, because it is not simple and the results can
change greatly depending on the technique used to extract the concepts form
the sessions.
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We need more work about the concepts base used. Our experiment only take
into consideration a small amount of concepts (12) however, it is possible to
define a wider concepts base to obtain more information about our visitors.

6 Conclusions

Many different techniques and methodologies exists to help managers or web
masters improve web sites’ usability. However, most of them do not consider the
semantic information from the web documents. We propose a simple process to
achieve a conceptual classification of documents using a fuzzy reasoning model.
Then a Self Organizing Feature Map for the Generalization stage.

We use this process to improve the Web Usage Mining process results, to ob-
tain patterns that have more relation with the visitors goals and then recommend
managers changes in the web sites’ content.

We perform two experiments using a traditional WUM approach and then we
used our proposal in a real Web site.

We are working in more experimental results as well as in the evaluation of
the whole concept-based usage minig process proposed in this work.
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Abstract. Three methods are investigated and presented for automated
learning of Relevance Vector Machines (RVM) in large scale text sets.
RVM probabilistic Bayesian nature allows both predictive distributions
on test instances and model-based selection yielding a parsimonious so-
lution. However, scaling up the algorithm is not workable in most dig-
ital information processing applications. We look at the properties of
the baseline RVM algorithm and propose new scaling approaches based
on choosing appropriate working sets which retain the most informa-
tive data. Incremental, ensemble and boosting algorithms are deployed
to improve classification performance by taking advantage of the large
training set available. Results on Reuters-21578 are presented, showing
performance gains and maintaining sparse solutions that can be deployed
in distributed environments.

1 Introduction

With the explosion of electronically stored text, automatic Text Classification
(TC) plays a decisive role in document processing and visualization, Web mining,
digital information search, patent analysis, etc. The task in TC is often defined
as assigning previously defined classes to documents (natural language texts),
by analyzing their content. Different methods to choose a classifier are selected
according to experiments on a particular problem instance. No single classifier
is always best [1], so for practical purposes we need to develop an effective
methodology for combining them. In addition, several challenges are the cutting-
edge of TC research, namely scaling up the classifiers to large data sets, since
independently of the application at hand this issue usually causes problems for
many standard learning algorithms.

While many techniques have successfully been used in tackling the problem of
TC, current research is focused on kernel-based algorithms mainly due to their
performance of accuracy and sparsity of the final solution. Examples are Vapnik’s
Support Vector Machines (SVM) [2] which implement the principle of structural
minimization and Tipping’s Relevance Vector Machines (RVM) [3] which are a
Bayesian approach leading to a probabilistic non-linear model with a prior on
the weights that promotes sparse solutions. RVM’s advantage over non-Bayesian

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 878–886, 2006.
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kernel methods, comes from explicit probabilistic formulation that yields predic-
tive distributions for test instances and allows Bayesian model selection. How-
ever, the computational cost is O(n3) where n is the number of training instances
which results in huge computational cost for large data sets. Furthermore, com-
puting a test case requires O(n) cost for calculating the mean and O(n2) cost
for computing the variance. These heavy scaling properties obstruct the use of
RVM in large scale problems.

There are clear benefits of combining multiple classifiers based on different
classification methods and these have been discussed in [4]. Our own approach
is to use a combination method for text classifiers based on randomly select-
ing small working chunks from the large data and using an efficient scheme of
combination such as voting or boosting.

In section 2 we present related work that establishes background for baseline
results. In section 3 we describe the large scale TC instance problem, perfor-
mance measures and the benchmark used. In section 4 kernel-based learning
methods such as, SVM and RVM, are introduced and baseline results are pre-
sented. Section 5 focuses on the proposed approaches of combining and scaling-up
classifiers, analyzes the results and compares them on Reuters-21578 benchmark.
In section 6 conclusions and future work are addressed.

2 Related Work

Yang [5] presents a scalability analysis of classifiers in TC that although do not
including RVM, compares KNN and Support Vector Machines (SVM). Sebastiani
in [1] provides an overview of standard classification methods for TC such as,
Naive Bayes, logistic regression, and decision trees. Joachims in [6] describes an
approach with SVM, which yields results considered state-of-the-art, by making
SVM computationally more efficient and therefore applicable to a large set of
applications. Despite these results, SVM suffer from some limitations that can
become important on TC. Namely SVM hard classification decision function does
not allow to estimate the conditional probability distribution in order to capture
the uncertainty in the prediction and the error/margin trade-off parameter has
to be estimated.

Relevant Vector Machines (RVM)[3] appear as a powerful alternative to SVM
in this problem, by introducing a probability distribution over possible parameter
values of the learned classifier. This not only provides one solution to overfitting
problems, but also provides a mathematical way to allow domain knowledge
to influence the parameter values that result from learning. However, a known
problem with Bayesian approaches is their relative inability to scale with large
problems, like TC.

3 Text Classification

In the last two decades the production of textual documents in digital form
has increased exponentially, due to the increased availability of hardware and
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software [7]. As a consequence, there is an ever-increasing need for automated
solutions for organizing the huge amount of digital texts produced.

A recurrent issue in TC is the scale of the data sets that usually causes dif-
ficulties for many standard learning algorithms. Documents are represented by
vectors of numeric values, with one value for each word that appears in any train-
ing document, making it a large scale problem. High dimensionality increases
both processing time and the risk of overfitting, i.e., the learning algorithm in-
ducing a classifier that reflects accidental properties of the particular training
examples rather than the systematic relationships between the words and the
categories [8].

For the experiments, Reuters-21578 dataset (http://kdd.ics.uci.edu/databa-
ses/reuters21578/reuters21578.html) was used. It is a financial corpus with news
articles averaging 200 words each. Reuters-21578 has 12000 classified stories into
118 possible categories. We use 10 categories generally accepted as a benchmark:
earn, acq, money-fx, grain, crude, trade, interest, ship, wheat and corn. The
ModApte split was used, using 75% of the articles (9603 items) for training and
25% (3299 items) for testing.

TC tasks have specific characteristics that demand particular performance
measures. Most TC applications have highly unbalanced classes. For instance,
corn category in Reuters-21578 has only 164 positive training examples. There-
fore common error or accuracy measures are not suitable, since they value equally
both false positives (negative testing examples classified as positive) and false
negatives (positive testing examples classified as negatives). To define customised
measures a contingency table (table 1) is built and Fβ (1), an weighted harmonic
average of Precision (a/(a + b)) and Recall (a/(a + c)), is used with β = 1 to
evaluate binary classifiers in natural language applications like TC.

Fβ(h) =
(β2 + 1) a

(β2 + 1) a + b + β2 c
(1)

Table 1. Contingency table. Possible target (y)/hypothesis (h) combinations

y=1 y=-1
h(x)=1 a b
h(x)=-1 c d

4 Kernel-Based Learning Algorithms for TC

This section presents results achieved with linear versions of SVM and RVM on
Reuters-21578 benchmark data set, that serve as baseline of comparison.

4.1 SVM

SVM are a learning method introduced by Vapnik [2] based on his Statistical
Learning Theory and Structural Minimization Principle. When using SVM for
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classification, the basic idea is to find the optimal separating hyperplane between
the positive and negative examples. The optimal hyperplane is defined as the
one giving the maximum margin between the training examples that are closest
to it. Support vectors are the examples that lie closest to the separating hyper-
plane. Once this hyperplane is found, new examples can be classified simply by
determining on which side of the hyperplane they are. The best SVM F1 aver-
age result obtained was 79.88% with an average of 618 support vectors when all
documents were used, with SV M light package (http://svmlight.joachims.org/)
default parameters.

4.2 RVM

The RVM was proposed by Tipping [3], as a Bayesian treatment of the sparse
learning problem. The RVM preserves the generalization and sparsity of the
SVM, yet it also yields a probabilistic output, as well as circumvents other
limitations of SVM, such as the need of Mercer kernels and the definition of
the error/margin trade-off parameter C. The output of an RVM model is very
similar to the Vapnik proposed SVM model [2], and can be represented as:

g(x) =
N∑

i=1

wik(x, zi) + w0, IR (2)

where x is an input vector and g : IRM → IR is the scalar-valued output function,
modelled as a weighted sum of kernel evaluations between the test vector and the
training examples. The kernel function, k : IRM × IRM → IR can be considered
either as a similarity function between vectors, or as a basis function centered
at zi. Training determines the weights, w = [w0, ..., wN ] while the sparsity prop-
erty will rise if some of the wi are set to zero. As can be seen in table 2, average

Table 2. F1, RV and CPU training time (in seconds) for Baseline RVM

1000 docs 2000 docs
F1 RV CPU F1 RV CPU

earn 95.70% 23 95 97.52% 35 1218
acq 86.69% 26 100 91.57% 49 1257

money-fx 45.32% 19 96 57.14% 35 1193
grain 72.86% 22 96 76.52% 28 1110
crude 64.11% 16 90 69.51% 28 1125
trade 42.46% 19 103 50.27% 37 1076

interest 45.40% 16 84 58.29% 35 1133
ship 37.84% 15 78 66.21% 26 1130

wheat 71.01% 19 90 75.18% 19 1133
corn 62.63% 15 82 67.37% 27 952

average 62.40% 19.0 91.4 70.96% 31.9 1132.7
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F1 classification performance is of 62.40% for the RVM trained with 1000 do-
cuments and of 70.96% for the one trained with 2000 documents. CPU times
increase supra-linearly, preventing the full training set to be used. As referred,
this RVM scaling inability constitutes one of the main motivations for the work
presented in this paper. Since the average number of relevant vectors (RV) and
the training times remain fairly constant for the same number of training exam-
ples, hereafter results will be reported concerning only classification performance
(F1 measure).

5 Proposed RVM Scaling Techniques

In this section we develop and compare three techniques on RVM, namely incre-
mental, boosting and ensemble methods. The underlying idea is to preserve the
RVM probabilistic Bayesian nature, together with the sparse solutions achieved,
while improving classification performance, by using all training documents
available.

5.1 Incremental RVM

Incremental RVM, represented in figure 1a), starts by dividing the available
training set in smaller chunks of 1000 and 2000 documents, resulting in two sets
of RVM models. Larger chunks were not considered since their computational
burden would risk the algorithm scalability. For each set, the Relevant Vectors
(RV) of each RVM model are gathered and a new RVM model is trained. Table 3
presents the results achieved.

Table 3. F1 values for incremental RVM

Category 1000 docs 2000 docs
earn 93.42% 91.17%
acq 87.79% 96.76%

money-fx 63.33% 69.97%
grain 76.09% 76.26%
crude 59.65% 73.97%
trade 62.01% 65.90%

interest 58.96% 56.50%
ship 50.79% 68.93%

wheat 66.67% 77.37%
corn 59.26% 62.86%

average 67.80% 73.97%

5.2 Boosting RVM

Boosting generates many weak classifiers and combines them into a single highly
accurate classification rule, assigning different importance weights to different
training examples, increasing significance of examples which are hard to classify.
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Fig. 1. (a) Incremental RVM; (b) Boosting RVM; (c) Ensemble RVM

Table 4. F1 results for boosting 20 classifiers of 2000 documents

Iterations 20 40 60
earn 97.40% 97.26% 97.35%
acq 92.05% 91.95% 91.87%

money-fx 62.84% 64.39% 64.39%
grain 83.27% 83.27% 83.27%
crude 73.87% 75.00% 75.00%
trade 66.03% 66.99% 66.99%

interest 65.14% 65.91% 65.91%
ship 70.75% 70.75% 70.75%

wheat 85.08% 84.81% 84.21%
corn 71.26% 71.26% 71.26%

average 76.77% 76.99% 77.39%

Boosting RVM uses all the training examples, sampling them into small work-
ing sets. If enough models are generated all distinctive aspects of the class are
captured and represented in the final classifier. Two major innovations were per-
formed to adapt the AdaBoost [9] algorithm to RVM boosting, as represented
in figure 1b). First, instead of using the training set for training and for boost-
ing, a separate boosting set was defined, to avoid overfitting problems that may
occur by boosting the classifier with the same set. Second, as the RVM classi-
fiers are in fact not so weak classifiers, as the AdaBoost assumes, the same set
of classifiers was presented repeatedly to the boosting algorithm. Algorithm 1
shows the RVM boosting algorithm. The 20 base RVM classifiers were trained
randomly sampling 2000 documents from the training set. For each classifier,
the rest of the training set was used for boosting. Table 4 presents the results
achieved.
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Algorithm 1. RVM boosting algorithm
Input:
N training labeled examples: < (x1, y1), ..., (xN , yN ) >, where yi ∈ {−1, +1}
Nboost boosting labeled examples:

< (xN+1, yN+1), ..., (xN+Nboost , yN+Nboost) >, where yi ∈ {−1, +1}
integer NC - number of classifiers, T - number of iterations
Initialize X1(i) = 1

Nboost

for s = 1, 2, ..., T do
c = s; if c = 0 then c=NC endif
Call weak learner and get weak hypothesis hc;
Calculate the error of hs: εs =

�
i:hc(xi)�=yi

Xs(i)

Set αs = 1
2 ln

�
1−εs

εs

�

Update distribution:
Xs+1 = Xs(i) e−αsyihs(xi)

Zs

= Xs(i)
Zs

× e−αs , if hc(xi) = yi

= Xs(i)
Zs

× eαs , if hc(xi) �= yi

where Zs is a normalization factor.
end for
Output: the final hypothesis:
hfin(x) = sign

��T
s=1 αshc(x)

�
.

5.3 Ensemble RVM

To use all training examples available in TC, ensemble RVM shown in figure 1c),
consists in the construction of several smaller training sets of 2000 documents:
40 classifiers were trained by randomly choosing the 2000 examples from the
training set and a majority voting scheme was implemented. Table 5 presents
the maximum, average and voting F1 results for each category.

5.4 Discussion of Results

Table 6 presents the summary of the proposed approaches results, presenting an
improvement regarding the baseline RVM classifier. Figure 1 depicts the resulting
models which are basically distinguished in the way chosen training chunks are
combined. The incremental approach, using RV gathered from models trained
with sub sets of the training set, shows the first evidence that using the entire
training information can be useful, improving circa 3% the average performance.
The boosting approach that ranks the classifiers according to their performance
on harder-to-classify examples allows a 7% surplus and the ensemble approach
presents a greater performance improvement of 9%, by using majority voting.

6 Conclusions and Future Work

We proposed incremental, boosting and ensemble methods to adapt RVM to
large scale text sets, maintaining RVM probabilistic Bayesian nature and
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providing sparse solutions. The resulting models allow for the use of information
from the entire training set, yielding significant improvement (9%) over baseline
RVM performance. The outlined methods rely on a selection of small working
chunks from the training set and then explore different combining strategies.
From the comparison of the algorithms, majority voting approaches were found
to provide the best results for Reuters-21578, suggesting further research to de-
termine more elaborate combination schemes.

By dividing the huge data set into smaller tractable chunks, the computational
load usually associated with training RVM is mitigated. Moreover, due to the
independence of the RVM classifiers, it is possible to distribute the computational
burden in a cluster or other distributed environment.

CISUC and Portuguese Foundation for Science and Technology through Pro-
ject POSI/SRI/41234/2001 are gratefully acknowledged for financing support.

Table 5. F1 values for ensemble of 40 chunks of 2000 documents with Ensemble Voting

Category Maximum Average Ensemble
earn 96.77% 96.12% 97.69%
acq 90.36% 88.84% 94.97%

money-fx 68.29% 60.54% 71.81%
grain 84.83% 79.16% 81.62%
crude 75.08% 70.13% 78.34%
trade 66.67% 62.46% 70.25%

interest 67.02% 62.10% 70.47%
ship 66.67% 60.43% 77.99%

wheat 85.71% 80.83% 81.48%
corn 70.83% 64.06% 66.67%

average 77.22% 72.46% 79.13%

Table 6. Results summary

Baseline Incremental Boosting Ensemble
70.96% 73.93% 77.30% 79.13%
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Abstract. This paper presents a cyclical methodology for the continuous 
improvement of e-learning courses using data mining techniques applied to 
education. For this purpose, a specific data mining tool has been developed, 
which discovers relevant relationships between data about how students use a 
course. Unlike others data mining approaches applied to education, which focus 
on the student, this method is aimed professors and how to help them improve 
the structure and contents of an e-learning course by making recommendations. 
We also use a rule discovery algorithm without parameters in order to be easily 
used by non-expert users in data mining. The results of experimental tests 
performed on an online course are also presented, demonstrating the usefulness 
of the proposed methodology and algorithm. 

Keywords: association rule, e-learning, authoring tool. 

1   Introduction 

The huge increase in Internet access means that online education or e-learning is now 
a reality. Increasingly more private and public teaching institutions provide their 
students with web-based learning management systems (LMS). WebCT, Virtual-U 
and TopClass are examples of commercial LMS, although freely distributed learning 
management systems, such as Moodle, ATutor, ILIAS [1], and educational adaptive 
hypermedia courses as Interbook, ELM-ART and AHA [2] are also gaining 
importance. These systems accumulate a vast amount of information which is very 
valuable in analyzing students’ behavior and to assist authors in detecting possible 
errors, shortcomings and improvements. However, due to the vast quantities of data 
these systems can generate daily, it is very difficult to manage manually, and authors 
demand tools which assist them in this task, preferably on a continuous basis. In order 
to solve this problem, some specific educational data mining tools have been 
developed to help educators in analyzing different aspect of the learning process: 
personalization of learning systems [3]; recommendation systems [4] that classify 
students and contents in order to recommend optimum resources and routes; and 
systems that detect irregularities [5], discovering irregular browsing patterns. These 
systems can be classified according to the field of application or focus [6]: 1) aimed at 
students [7], to suggest good learning experiences depending on the students’ 
preferences, needs and level of knowledge; and 2) aimed at professors [8], so they can 
know more about the students that learn on the net, assess students according to their 
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browsing patterns, classify students into groups or restructure website contents in 
order to customize the course. This paper looks at the use of data mining techniques 
applied to e-learning but from the point of view of the course professor or creator. 
The main aim of the proposed system is to detect possible problems in the course 
structure or contents, based on information about how students use the course. This is 
an increasingly important area of research, which enables the enormous amount of 
information generated when students interact with the system to be put to efficient 
use. It also introduces a feedback stage so that the course designed can be 
continuously improved.  

2   Methodology for the Improvement of e-Learning Courses 

We propose to use a continuous improvement of e-learning courses methodology to 
detect possible problems in the design and contents of e-learning courses [9]. This 
cyclical methodology includes a feedback or maintenance stage based on how the 
students use the course, and consists of the following stages: 

• Course creation. This is the first stage, when the course is created. The professor 
usually creates the adaptive course, providing all the contents and structural 
information required. A generic or specific authoring tool [10] is normally used to 
make this task easier. At the end of this stage, the course should be uploaded onto a 
web server so that students can use it remotely. 

• Course completion. In order to complete the course, students must use a web 
browser to connect to the Web Server where the course is stored. As the students 
are completing the course, usage data are collected and stored on the server, 
depending on the data model used, as well as the different log files. 

• Course improvement. The data generated as students complete the course is used 
as input. The methodology applies a data mining algorithm to this data to detect 
any possible problems. The results of this process are displayed to the professor in 
the form of recommendations about how to improve the course structure or 
contents. Our aim, therefore, is to discover relevant information from a teaching 
point of view and about the effectiveness of the course in the form of rules based 
on the data stored about all the students who complete the course. The sub-sections 
below describe each of the modules that make up the Course Improvement stage, 
which is the nucleus of the proposed methodology (see Figure 1). 

The data mining modules used in the course improvement are: 

• Data mining module without parameters. This module aims to find association 
rules about a specific data set once the data have been pre-processed and converted 
into a single summary table that guarantees the quickest possible management of 
this information. The output of this module is then analyzed by the subjective 
analysis module. A comparative study between the main algorithms that are 
currently used to discover association rules can be found in [11]: APriori [12], FP-
Growth [13], MagnumOpus [14], Closet [15]. The most widely used algorithm is 
Apriori, to which many improvements have been made. The Apriori algorithm uses 
two parameters, the minimum support and the minimum confidence, to find all the 
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rules that exceed the thresholds specified by the user. However, the user must 
possess a certain amount of expertise in order to find the right balance between 
support and confidence that gives the best N rules. Weka [16] package implements 
an Apriori-type algorithm that solves this problem partially. This algorithm, 
reduces iteratively the minimum support, by the factor delta support (Δs) 
introduced by user, until minimum support is reached or required number of rules 
(NR) has been generated. Another improved version of the Apriori algorithm is the 
Predictive Apriori algorithm [17], which automatically resolves the problem of 
balance between these two parameters, maximizing the probability of making an 
accurate prediction for the data set. In order to achieve this, a parameter called the 
exact expected predictive accuracy (acc) is defined and calculated using the 
Bayesian method, which provides information about the accuracy of the rule 
found.  

 

Fig. 1. Methodology for the continuous improvement of e-learning courses 

• Subjective analysis module. The Predictive Apriori algorithm finds the best N 
rules without the intervention of the user. However, this method does not guarantee 
that the rules obtained will be relevant or useful to the professor to detect problems 
in the e-learning course. Therefore, they need to be assessed in order to find the 
most relevant ones. For this purpose, objective relevance measurements can be 
used such as the support and confidence parameters, as well as purely statistical 
measurements [18] such as Chi-Squared, correlation coefficients, profit or entropy 
functions, to measure the dependency inference between data variables. However, 
the use of subjective measurements is becoming increasingly important, 
measurements based on subjective factors guided by the users. In most approaches 
to finding relevant rules subjectively, the user has to express, in accordance with 
his/her previous knowledge, which rules he/she finds relevant. In [19] it is 
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describes a system that compares the rules discovered with the user’s knowledge 
about the field in question. Using their own specification language, the users 
indicate their knowledge base about a certain subject, through relationships 
between fields or items in the database. Our analysis module applies this algorithm, 
adapting it to our data format and types of rules in order to classify them as 
expected rules, if they coincide with the knowledge base we have about the 
domain, or unexpected rules if they do not. The knowledge base is a rules  
repository of contents that is made up of rules discovered by other LMS users in 
previous experiences or courses, as well as rules proposed by experts in this area. 
Expected rules are used as a basis for recommendations to improve the course and 
unexpected rules should be analyzed by the professor to determine if they are 
relevant, in which case they could be included in the repository.  

• Recommendations module. The output of the previous module becomes the input 
for the recommendations module [20], which is made up of two fundamental 
blocks: 
- Recommendations block. In this block, the rules discovered are displayed to 

the professor in two different formats, depending on the type of rule found. If 
the rule is expected, the problem detected is displayed along with the 
recommended action to resolve it. If the rule is unexpected, it is also shown to 
the professor, who should then determine whether it is relevant, in which case it 
could be included in the rules repository to be taken into account in future 
analyses; if it is not relevant, it can be discarded. There are two types of 
recommendation: active and passive. The active recommendation implies a 
direct modification of the course content or structure and they can be linked to: 
modifications in the formulation of the questions or the practical tasks/exercises 
assigned to the students; changes in previously assigned parameters such as 
course duration or the level of difficulty of a lesson; the elimination of resources 
such as forums or chat rooms, etc. The passive recommendation detects a more 
general problem and the professor is advised to refer to other more specific 
recommendations. An example is: IF U_FINAL_SCORE(N) = LOW THEN 
C_SCORE = HIGH, which detects a problem in unit n and advises the professor 
to check with other problems related to this unit. 

- Rules repository block. This is the knowledge base from which the 
recommendations are made. The success of the modifications made to the 
course depends on the content and structure of this module. The repository can 
initially be empty, if the professor has not yet discovered any rules, or it can 
contain an initial set of rules, which the user considers to be reasonably precise 
knowledge [19] about the domain. In addition to the rule itself, two fundamental 
fields are included: the problem detected by the proposed rule and a possible 
recommendation for its solution. Each time a rule is included in the repository, 
additional identification data are also included, such as author, date and the type 
of course where said rule was discovered. Based on teaching and our experience 
of e-learning courses, we have proposed an initial set of rules and their 
respective recommendations to be included in the repository.  
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3   Implementation 

In order to implement the proposed architecture and to make it easier for the course 
professor or author to perform the data mining process, a tool called CIECoF 
(Continuous improvement of e-learning courses framework) has been developed in 
the Java programming language (see Figure 2). The main feature is its specialization 
in education, using specific attributes, filters and restrictions for course usage data; 
hence it is better suited for use in educational contexts than general purpose tools. To 
make the rules discovered more comprehensible and to reduce significantly the run 
time of the search algorithm, these attributes must be discretized. The transformation 
to discreet variables can be seen as a categorization of the attributes that takes a small 
set of values. The basic idea involves partitioning the values of the continuous 
attributes within a small list of intervals. Our discretization process used three 
possible nominal values: LOW, MEDIUM and HIGH and three discreet 
transformation methods were implemented: equal width method, equal frequency 
method, manual method [21], where the user sets the limits of the categories 
manually. In the case of discretization of times, an additional option is included to 
eliminate noisy values that exceed a specific threshold in order to avoid erroneous 
data, for example if a concept or exercise remains on the screen for a long time owing 
to the fact that the student left without finishing that section.  

Once the application’s parameters have been configured or using the default 
values, the professor must select specific data and attributes in order to restrict the 
search domain. Another panel displays the results obtained in a table with the 
 

 

Fig. 2. CIECoF interface 
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following fields: rule, problem detected, recommendation and an APPLY button if the 
recommendation is active. By clicking on the APPLY button, the user will see the 
area of the course the recommendation or modification is referring to.  

4   Results Obtained and Discussion 

In order to test our architecture, we needed data to which the mining process could be 
applied. During the academic year 2004-2005, the first pilot experiment aimed at 
improving the technological literacy of women living in rural Spanish areas was 
carried out in Cordoba, called “Cordobesas Enredadas”. This experiment was 
performed on 90 students from three villages in the province of Cordoba. For this 
project, 7 courses were developed based on the subjects studied for the ECDL 
(European Computer Driving Licence) and which were based on the Linux Operating 
System (distributed by Guadalinex) and the freeware office software package Open 
Office. The courses were developed using the authoring tool INDESAHC [22], which 
creates adaptive hypermedia courses that they can be executed on Moodle. The 
definition of the course syllabus is based on a hierarchical model of the domain, 
which is made up of learning units divided into lessons. Each lesson contains a series 
of concepts to explain or assess the contents through scenarios or web pages. An 
adaptation model was also included to adapt the contents to the knowledge of the 
student. For this purpose, the unit contents were classified in accordance with the 
different levels of difficulty and links can be hidden [23] accordingly. Other teaching 
resources such as forums, chat rooms, quiz and tasks are also introduced from the 
INDESAHC interface. Once the course has been generated and uploaded using 
Moodle, these resources are automatically inserted in accordance with the template 
used in the different sections together with the adaptive hypermedia course.  

In order to select the best mining algorithm for our CIECoF system, tests were 
performed on the course usage data composed by user’s tables such as: users_courses, 
users_units, users_lessons, users_exercises, users_forums, users_quiz, users_task 
among others. In Figure 3 we show and example test, comparing the support and 
confidence ranges obtained by several runs of the Apriori and the Predictive Apriori, 
corresponding to the students’ interaction with the first exercise in the query table 
courses_exercises, which contains 90 transactions with the following attributes: 
c_time, c_score, e_time, e_score. Figure 3a shows the initial runs for Apriori (Weka 
implementation), varying their input parameters. Figure 3b shows Predictive Apriori 
(PA) results, the only parameter entered by the user is the number of rules (NR) to be 
discovered, which is a more intuitive parameter for the professor. In this case, starting 
from the second run (20 best solutions) the supports ranges of the discovered rules are 
more uniforms varying from 0.08 to 1.00.  

By comparing these results, some conclusions can be reached, which were repeated 
in the other tests: 1) The performance of Apriori depends strongly on the choice of the 
minimum support and confidence, we cannot assure that putting some default values 
for input parameters, a professor non expert in data mining will obtain the best rules; 
2) The first runs of the PA algorithm obtains rules that, regardless of the low support, 
present a high degree of accuracy; whereas the first runs of the Apriori algorithm does 
not obtain these rules, therefore the Apriori had to be run several times, varying its 
inputs parameters to obtain similar results to the PA; 3) the PA also discovers rules 
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with low support and high confidence; these rules are interesting in education because 
they enable small groups that differ from the average to be detected. In fact, when 
professor find these type of rules, they can ask the programme to identify those 
students in order to give them more personalised attention. Hence, for all the 
abovementioned reasons, the PA was chosen as the basic algorithm of the CIECoF 
system data mining model. 

 

Fig. 3. Results of running the Apriori and Predictive Apriori algorithms on the query table 
courses_exercises 

The results discussed below correspond to the tests carried out on course three, 
entitled “Word Processing”. Below, two examples of discovered rules are described: 
one expected rule, which coincides with the knowledge base and one unexpected rule, 
which was classified as relevant. 

The first rule is:  

IF (E_TIME[25] = HIGH) THEN (E_SCORE[25] = LOW),  
ACCURACY=0.92. 

In this case, the system showed the professor the following recommendation: You 
must analyze the wording of exercise 25, which corresponds to the subject “Use of the 
application”, lesson “First steps using the word processor” and the concept “Saving 
and renaming documents”, (an INDESAHC interactive video scenario where the 
student used the mouse to simulate an activity). When the professor clicked in the 
APPLY button the system showed this question wording. In this particular case, the 
question wording was found to be ambiguous and could be interpreted in several ways 
and so was corrected. Other rules with a similar format were also found but they were 
related to test type questions. 

The other rule is:  

IF (L_CONCEPTS[13] = LOW AND L_DIFFIC_LEVEL[13] = LOW 
THEN (L_TIME [13] = HIGH),  
ACCURACY=0.85.  
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This rule was unexpected and the message showed to the professor was: if the 
number of concepts included in the lesson is LOW and the level of difficulty assigned 
to that lesson is LOW, then the time taken to complete the lesson is HIGH. By 
analyzing this rule, the following interpretation could be reached: since no score-
related attributes have been used in relation to the level of the lesson, the fact that 
students have spent a long time completing a lesson that supposedly is not very 
difficult and contains few concepts could indicate that the level of difficulty of the 
lesson has been incorrectly classified. In fact, in this case, the course designer decided 
that the level of difficulty should be changed to MEDIUM. 

5   Conclusions and Future Work 

This paper presents a cyclical methodology for the continuous improvement of e-
learning courses on Moodle, using the discovery of association rules by applying 
interactive data mining processes without parameters. Specifically, the use of the 
Predictive Apriori algorithm is proposed. The rules discovered are analyzed 
subjectively based on a repository of rules that contains the knowledge base or 
reasonably precise knowledge that we have about the domain from a set of high level 
attributes relating to the adaptive hypermedia course and other low level attributes 
relating to other teaching resources that can be used on LMS such as forums, chat 
rooms, tasks, documents and web links. As regards the practical usefulness of the 
rules discovered for making decisions, experimental tests were performed on a 
Moodle course created using the authoring tool INDESAHC and specific examples of 
the rules discovered were described along with the problem that they have helped to 
resolve. In order to facilitate this knowledge discovery process, the CIECoF tool has 
been developed. This tool pre-processes data about the use of web courses, enables a 
set of restrictions to be defined about the type of information to be discovered, and 
also applies data mining algorithms to the extraction of rules and how they are 
displayed. Owing to the usefulness of this tool to detect and correct problems in e-
learning courses, and in order to ensure that this tool can be applied to all kinds of 
fields, we are currently working on the definition of an ontology based on standard 
SCORM [24] metadata with the aim of providing a better understanding of the 
knowledge to be discovered and so that this knowledge can be exchanged and 
improved on, using a common language. 
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Abstract. This paper describes a knowledge-based approach for summarizing 
and presenting the behavior of hydrologic networks. This approach has been 
designed for visualizing data from sensors and simulations in the context of 
emergencies caused by floods. It follows a solution for event summarization 
that exploits physical properties of the dynamic system to automatically 
generate summaries of relevant data. The summarized information is presented 
using different modes such as text, 2D graphics and 3D animations on virtual 
terrains. The presentation is automatically generated using a hierarchical 
planner with abstract presentation fragments corresponding to discourse 
patterns, taking into account the characteristics of the user who receives the 
information and constraints imposed by the communication devices (mobile 
phone, computer, fax, etc.). An application following this approach has been 
developed for a national hydrologic information infrastructure of Spain. 

1   Introduction 

One of the main tasks of water control centers is to help to react in the presence 
emergency situations as a consequence of floods. In this context, the state of the 
hydrological basin is measured with the help of sensors that send periodically to the 
control center quantitative values about rainfall, water levels and flows. When the 
dimension and complexity of the information is high, a large number of values need 
to be summarized and adequately presented. Automatic tools can help in this task in 
order to minimize the time response of human operators in the presence of 
emergencies. In general, this is a complex task that normally requires specific 
knowledge about the dynamic system. In fact, summarization and presentation 
modeling have received important attention in the research community of Artificial 
Intelligence where certain general solutions have been proposed [1][2]. 

In this paper we describe an innovative knowledge-based approach to perform 
automatically this task in the context of the surveillance of hydrologic networks. The 
main contribution of our approach is that we take the advantage of the system 
representation to support specific strategies for summarizing and presentation. As a 
result, we propose an efficient solution to generate automatically adaptive multimodal 
reports according to prefixed management goals. In the following, the paper describes 
a general view of the method as a knowledge-based architecture. It is illustrated with 
the application in the field of hydrology. At the end of the paper we make a 
comparative discussion with similar approaches. 
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2   A General View of the Method  

The goal of the method is to present relevant information about the behavior of the 
dynamic system at an adequate level of abstraction close to the decision processes. 
This information is presented as concise as possible and it is accompanied with 
additional information to facilitate a complete understanding. The information is 
presented in different modes (text, graphics, animations, etc.) using different devices 
for reception (computer, mobile phone, fax, etc.). 

The method has been designed following a knowledge-based approach (according 
to recent knowledge engineering methodologies [3]) with a set of general inference 
steps that use domain specific knowledge. The method performs two main tasks: (1) 
summarize the most important information (i.e., what to inform) and (2) generate a 
presentation plan according to the type of end-user and the communication media 
(how to present the information).  

2.1   Summarization 

Our method for summarization is based on an explicit representation of the dynamic 
system (see [4] for more details). The method was designed to simulate professional 
human operators in control centers with partial and approximated knowledge about 
the dynamic system. This is formulated following an approach based on 
representations and ontologies of qualitative physics [5] [6] [7].  

The structure of the dynamic system is represented with hierarchies of components 
with quantities for physical magnitudes and qualitative states. The model includes a 
simplified view of the system behavior represented with causal relations between 
quantities with labels such as temporal references about approximated delay and type 
of influence. Historical values also help to represent information about behavior (e.g., 
average values, maximum historical values, etc.). This representation includes a 
qualitative interpretation model to determine the qualitative state of every single 
component from physical quantities and an aggregation model to determine the state 
of complex components based on the state of simpler components (both models are 
represented using rules). 

The representation also includes what we call the salience model to determine 
when certain event is relevant and should be reported to the operator. In general, we 
consider a relevant event as an event that (1) changes with respect to the immediate 
past and (2) produces a change in the distance between the state of the dynamic 
system and the desired state established by the management goals. This distance is a 
way to quantify the degree of relevance of events. Based on our assumption for 
system modeling (with approximated knowledge for system behavior) the 
representation of relevance establishes preferences between states based on relations 
that summarize sets of behaviors [4]. 

The strategy of inference receives as input sensor data and uses this representation 
to produce what we call a summarization tree. This tree is a particular representation 
that summarizes the most relevant information to be reported to the user. To construct 
this tree, the inference procedure performs the following steps. For every single 
component, its qualitative state is computed using as input the interpretation model 
and the quantitative measures of sensors. Then, these states are ranked according to 
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the heuristics of the salience model. Causes and effects are removed following the 
order in this set. Finally, the states of similar components are condensed by 
aggregation (states of components with the same type are aggregated by the state of a 
more global component) and abstraction (two states of components of different type 
are abstracted by the most relevant state). This produces the summarization tree (see 
figure 2) where the root is the most representative event and the branches include 
aggregated and abstracted states. The salience model plays the role of control 
knowledge in the inference procedure because it directs the search for qualitative 
states of complex components using first the most relevant states of simpler 
components. This strategy provides an adequate condensation of information by 
aggregation based on relevance. 

 

Fig. 1. A global view of the method for summarization in the hydrologic domain 
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state(South-basin, increasing-flows-in-rivers)

state(Guadalhorce-river,increasing-flow)
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aggregate abstract
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Fig. 2. Example of summarization tree 

2.2   Presentation Planning 

Once the relevant information to be reported to the operator is determined (what to 
inform) it is necessary to generate an adequate presentation plan (how to present the 
information). For this purpose, the method gathers related information that helps to 
understand relevant events and determines the type and detail of the presentation 
taking into account the end-user and the communication devices (mobile telephone, 
fax, computer screen with 3D animations, etc.).  

In order to bring together the information related to relevant events, the method 
develops discourse strategies that connect information modules with rhetorical 
relations (as used in Rhetorical Structure Theory [8]). For this purpose, we have 
formulated a set of model-based gathering strategies for rhetorical relations applicable 
in our context of dynamic system surveillance (see table 1) following the system 
representation and our notion of relevance.  

To articulate rhetorical relations for a particular discourse the method uses 
discourse patterns. Each pattern is a template that expresses how to develop a part of 
the discourse. The total set of discourse patterns is implemented as the knowledge 
 

Table 1. Examples of gathering strategies for rhetorical relations 

Rhetorical 
relation 

Gathering  strategy 

causes 
The method gathers related causes. A cause is related if its state has changed in 
the last Δt, where Δt is the delay between each cause and the event. 

effects 
The method gathers related effects. An effect is related if its state is not assumed 
by default. Default values are either goal values or values already reported to the 
user. 

contrast 
The method gathers the goal value of an event according to the management 
strategy. This goal value is informed in contrasts to the current value of the event. 

evidence 
The method gives evidence of a fact with the measured values of the 
corresponding sensor. 

details 
Details of the state of an aggregated component correspond to the state of the 
simpler component with greater distance to the goal value and a list of the rest of 
components with the same state. 
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base of a planner. Here, we follow the terminology of HTN planning (Hierarchical 
Task Network) [9] with planning-tasks, planning-methods, preconditions and 
operators. In our method, each planning-task corresponds to a communication goal 
(e.g., inform about the details of a relevant event) and each planning-method 
corresponds to a discourse pattern. A pattern has a set of communication sub-goals 
that corresponds to the rhetorical relations. The preconditions formulate the 
applicability conditions of the pattern with the following issues: (1) what, i.e., the 
characteristics of the event to be informed, (2) who, i.e., the type of user who receives 
the information (level of background knowledge, available time, etc.), (3) where, i.e., 
presentation constraints imposed by the communication device (mobile phone, fax, 
web page, etc.). The preconditions of patterns invoke specialized functions (e.g, 
causes(x,y) or effects(x,y)) to gather additional information according the rhetorical 
relations. The knowledge base of the planner also includes basic operators for atomic 
communication goals, i.e., for goals that are not divided into other sub-goals. These 
operators are implemented as specialized presentation primitives in the form of 
textual descriptions and parameterized functions that compose text, illustrate with 2D 
graphics and construct 3D animations. 
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Fig. 3. Summary of the method for presentation planning 

Figure 3 shows a summary of the method for presentation planning. To construct 
the complete plan the method follows a recursive planning procedure that, in every 
step performs the following subtasks: (1) select a discourse pattern that satisfies the 
preconditions, (2) gather additional information according to the preconditions, and 
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(3) refine the communication goal with the sub-goals. The second subtask uses the 
system model (structure and behavior) together with the aggregation model to 
construct additional summarization trees for the presentation. 

3   Discussion 

The previous method has been developed to work with real time data of SAIH 
systems (SAIH: Spanish acronym for Automatic Information System in Hydrology) 
developed by a National Programme of Spain. It was conceived to help to react in the 
presence emergency situations as a consequence of river floods, as a component of a 
more complex intelligent system for emergency management [10]. In this context, 
information is received periodically in a control center about rainfall at certain 
locations, water levels and flow discharge of reservoirs and flows in certain river 
channels. Figure 4 shows an example of the presentation that can be generated with 
the help of the method presented in this paper.  

Text

3D animation

Last hour report
Significant discharge of the
Casasola reservoir

Last hour report
Significant discharge of the
Casasola reservoir

located at Torcal with a value of 19
mm in the last 6 hours. Rainfall was
also recorded at Colmenar (12 mm)
and Casarabonela (9 mm) in the
last 6 hours. According to the
national weather forecast, signifi-
cant rainfall is not expected for the
next 24 hours in this area.

The output flow of the Casasola
reservoir is 650 m3/seg which means
an increase of 180 m3/seg in the last
hour. The normal output flow is 140
m3/seg. The current volume of the
Casasola reservoir is 22 Hm3 which
means the 67% of its capacity. The
maximum rainfall was

mobile
phone fax

computer

Presentation devices

screen

 

Fig. 4. Examples of information reported in the field of hydrology 
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Our method for presentation can be compared to techniques of artificial 
intelligence such as explanation generators and presentation modeling. For example, 
our method generates explanations that help to understand the relevant events. 
Compared to methods for diagnosis [11] our approach does not look for hidden causes 
for a set of given symptoms. Instead, it complements the relevant information by 
selecting data in the measured information using causal knowledge.  

Compared to the field of presentation models we integrate and extend some general 
ideas about multimodal presentation planning of the WIP project [2] [12] for the case 
of dynamic systems (for example, our method defines gathering primitives specialized 
in the system model). For the particular case of text composition we follow a 
template-based approach [13]. Concerning text composition, our solution also 
presents certain similarities for the case of ILEX [14] although with different model 
representation, notion of relevance and abstraction method. 

Related to our method, other solutions for presentation generation in the field of 
meteorology have been proposed. For example, the system of Kerpedjiev [15] follows 
a multimodal approach based on WIP [12] but it is restricted to documents and 2D 
graphics. In this field there are other examples for presentation specialized in natural 
language generation [16][17]. 

4   Conclusions 

In summary, the paper presents a knowledge-based approach to generate adaptive 
presentations in the field of hydrology. The method has been designed to work in the 
context of the surveillance of the behavior of a hydrological basin. Our approach 
contributes with the architecture of a method that identifies different types of 
knowledge about the dynamic system (i.e. a hydrological basin) and model-based 
strategies for presentation planning that are organized according to rhetorical relations 
for discourse generation. The approach is, up to our knowledge, an innovative 
application in the hydrologic domain. 

The method has been designed to operate with data from a national hydrologic 
information infrastructure (the SAIH systems in Spain). A preliminary validation 
of the method in this context with partial models has been carried out with 
satisfactory results. Currently, we are working on a more extensive evaluation with 
complete models. The presentation method was developed for the domain of 
hydrology, but we are also working on a general approach to be used in other 
domains. 
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Abstract. This paper explores techniques that discover terms to replace
given query terms from a selected subset of documents. The Internet
allows access to large numbers of documents archived in digital format.
However, no user can be an expert in every field, and they trouble finding
the documents that suit their purposes experts when they cannot for-
mulate queries that narrow the search to the context they have in mind.
Accordingly, we propose a method for extracting terms from searched
documents to replace user-provided query terms. Our results show that
our method is successful in discovering terms that can be used to narrow
the search.

1 Introduction

The Internet allows us to access large numbers of documents archived in digital
format. However, when a search presents many documents, we usually look at
only a few top-ranked documents. Further, the search results often contain a
large number of unrelated documents. Therefore, we need results to be more
compact and relevant to our intentions. This is why we should use query terms
that indicate our needs exactly when we search in the Internet. However, queries
consisting of two or three terms are often not reliable enough to gather appro-
priate Web pages, because such queries are intrinsically ambiguous. Moreover,
we cannot be experts in every field, so we often cannot formulate queries that
narrow the search to the context we have in mind. In many cases, we hit upon
only a few terms to refine the initial query, and end up with unsatisfactory search
results even after refining the query. Therefore, the research challenge of query
processing has been to find more appropriate query terms and to provide search
results that can meet the needs of various users[1]. To meet this challenge, we
propose a method for extracting terms from a given set of documents to re-
place or add to the original query terms. Our results show that our method is
successful in discovering terms that can be used to narrow the search.

Our method analyzes the co-occurrence of terms in the top-ranked documents
of the initial search result and extracts terms having a special feature called

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 904–911, 2006.
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Tangibility. When a term refers to a specific concept or denotes a particular thing,
we say the term has Tangibility. A proper noun is a typical example of a term
that has Tangibility. Our method is based on the following observation: we can
easily disambiguate a short query by adding just one term that has Tangibility.
Our method works regardless of the retrieval method we used. Moreover, the
method can extract terms to expand queries without using additional data such
as word networks or structural directories of concepts. Our approach is unique
because we propose a new term-weighting formula that can extract terms that
imply a distinct topic. Our experiments have shown that the terms extracted
by our method are qualitatively different from those extracted by other existing
measures.

The rest of the paper is organized as follows: Section 2 introduces our new
concept, Tangibility; Section 3 reports the details and results of our experiments;
Section 4 discusses prior work; and Section 5 concludes with a summary of the
paper and an indication of future work.

2 Tangibility

2.1 Hypothesis of Tangibility

To cope with ambiguities in queries, we propose a new method for selecting
terms. The aim of our method is to find more specific terms than the query
terms the user has given; these specific terms can match more easily with distinct
topics and resolve query ambiguity. Here we are introducing a new concept called
Tangibility. We say that a term has Tangibility when it keeps a fairly close
relationship with the given query and, at the same time, is strongly related
to a distinct topic, regardless of whether or not the topic is principal in the
retrieved document set. We measure the Tangibility of a term t by focusing on
the variety of terms frequently co-occurring with t. To obtain numerical estimates
of Tangibility, we formulate our hypothesis as follows:

A term co-occurring frequently with a limited number of terms in a re-
trieved document set can establish a distinct topic in the document set.

We call this the hypothesis of Tangibility. We say two terms co-occur when they
appear in the same document. Each term is counted only once, even if it appears
many times within the document. In the following subsection, we propose two
numerical estimates for term Tangibility: TNG1 and TNG2.

2.2 TNG1: First Formulation of Tangibility

Suppose we have a document corpus U . Let S ⊂ U be the set of the top l
ranked documents retrieved with a query. U(ti) (resp. S(ti)) denotes the set
of documents from U (resp. S), in which the term ti appears. V (d) denotes
the number of terms in document d. Our first numerical estimate of Tangibility,
denoted by TNG1, is based on the hypothesis described in Section 2.1. To obtain
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TNG1, we introduce the average number of terms that appear in documents that
include term ti, and denote it by F (ti). More formally, F (ti) is defined as follows:

F (ti) =

∑
d∈S(ti)(V (d) − 1)

|S(ti)|
. (1)

F (ti) shows how many terms appear with ti in S. Therefore, we can regard a term
with small F (ti) as a term representing a distinct topic. However, a term having
small |S(ti)| intrinsically has small F (ti). We therefore introduce an additional
component into our formula so that terms of small |S(ti)| should not always be
regarded as having Tangibility. Consequently, we obtain the following formula
as TNG1, which expresses the Tangibility of a term ti:

TNG1(ti) =
|S(ti)|2
|U(ti)|

· 1
F (ti)

, (2)

where the first half is obtained by multiplying |S(ti)| by |S(ti)|/|U(ti)|. |S(ti)|
is simply the document frequency of ti in S and indicates how strongly ti is
unconditionally related to S. In contrast, |S(ti)|/|U(ti)| indicates how strongly
ti is related to S in comparison with U .

2.3 TNG2: Second Formulation of Tangibility

To provide the second formulation TNG2, we rewrite Equation (1) as follows:

F (ti) =
∑

tj�=ti

|S(ti ∧ tj)|
|S(ti)|

, (3)

where |S(ti ∧ tj)| is defined to |S(ti) ∩ S(tj)|. Since we can interpret |S(ti ∧
tj)|/|S(ti)| as the probability of the occurrence of tj among the documents in-
cluding ti, we denote it by P (tj |ti). According to TNG1, ti has Tangibility when∑

tj�=ti
P (tj |ti) is small. In contrast, we devise the second formulation, TNG2,

by requiring P (tj |ti) to be smaller than P (tj) for a large number of tjs (j �= i).
TNG1 and TNG2 share the same intuition. However, we introduce an elaboration
into TNG2, i.e., the comparison of P (tj |ti) with P (tj). For the discrepancy eval-
uation of the two probability distributions, Kullback–Leibler Divergence (KLD)
is often used. In our case, P (tj |ti) and P (tj) are to be compared. Moreover, the
event complementary to the occurrence of tj is the non-occurrence of tj , denoted
by ¬tj . Therefore, the KLD for our evaluation can be written as:

KL(tj ; ti) = P (tj |ti) log
P (tj |ti)
P (tj)

+ P (¬tj |ti) log
P (¬tj |ti)
P (¬tj)

.

However,
∑

tj�=ti
KL(tj; ti) cannot evaluate the Tangibility of ti, because this

sum is large when any of the following two conditions holds for many tjs:

(a) P (tj |ti) log
P (tj |ti)
P (tj)

< 0
(
and thus P (¬tj |ti) log

P (¬tj |ti)
P (¬tj)

> 0 also holds
)
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(b) P (tj |ti) log
P (tj |ti)
P (tj)

> 0
(
and thus P (¬tj |ti) log

P (¬tj |ti)
P (¬tj)

< 0 also holds
)

Only (a) is important for the Tangibility of ti. Therefore, we propose a new
measure, called Signed Kullback–Leibler (SKL), as follows:

SKL(tj; ti) = −P (tj|ti) log
P (tj |ti)
P (tj)

+ P (¬tj |ti) log
P (¬tj |ti)
P (¬tj)

. (4)

SKL is derived from the KLD by changing the sign of the first term. Conse-
quently, we propose the following as the second formula for Tangibility:

TNG2(ti) =
|S(ti)|2
|U(ti)|

·
∑

tj�=ti

SKL(tj; ti).

3 Experiment

3.1 Metrics for Term Selection

Before describing our experiment in detail, we present the various term-weighting
schemes that we tested. Term weight W (ti) for term ti is computed by multiply-
ing two weights: |S(ti)|2/|U(ti)| and CW (ti)σ. The former weight was introduced
in Section 2.2. As for CW (ti)σ, we obtain CW (ti) by summing cw(ti, tj) for all
tjs (j �= i), i.e., CW (ti) =

∑
tj�=ti

cw(ti, tj), where each summand cw(ti, tj)
is computed based on the co-occurrence of ti and tj ; σ takes a value of 1 or
−1. When we want an increase (resp. decrease) in CW (ti) to contribute to an
increase of W (ti), σ is set to 1 (resp. −1).

Many recent studies have proposed various term-weighting methods for term
extraction. Some of them use term co-occurrence frequencies as in our formula-
tions of Tangibility. We compared eight term-weighting methods[13] (see Table
1). UnitWeight is so called because CW (ti) = 1 for any ti. This method ignores
the effect of term co-occurrence. That is, UnitWeight is intended to reveal how
the difference of CW (ti) works in each of the other term-weighting methods.
Co-occurrence Frequency (CF) is prepared for ranking terms based on the in-
tuition contrary to that of TNG1. Mutual Information (MI) [14], KLD, and χ2

measure the discrepancy between P (tj |ti) and P (tj). Thus, they are all based
on nearly the same intuition about term importance. With these measures, how-
ever, we cannot distinguish the two cases (a) and (b) shown in Section 2.3.
Since these methods and our two methods use term co-occurrence frequencies,
we next discuss the computational cost to obtain co-occurrence frequencies for
all pairs of terms. Let m be the number of terms that appear in S. In the
worst case, the computational cost is proportional to m2. However, for most ti,
|{tj : |S(ti ∧ tj)| > 0}| � m holds. Therefore, the actual computational cost
can be reduced by choosing an appropriate data structure. Robertson’s selec-
tion value (RSV) [10] is a term weight used for query expansion in information
retrieval[11]; it does not use co-occurrence information. The exact formulation
is as follows:
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RSV = (
|S(ti)|

|S| − |U(ti)|
|U | )

·

⎧
⎨

⎩
α · log

|U |
|U(ti)|

+ (1 − α) · log
|S(ti)|+0.5

|S|−|S(ti)|+0.5
|U(ti)|−|S(ti)|+0.5

|U|−|U(ti)|−|S|+|S(ti)|+0.5

⎫
⎬

⎭
,

where α is a parameter. We set α = 1/2 in our experiment.

Table 1. Formulations used in our experiments. We replace P (tj |ti), P (tj |¬ti),
P (¬tj |ti), P (¬tj |¬ti), and |S(ti)|2/|U(ti)| with A, B, C, D, and U , respectively.

method cw(ti, tj) W (ti) = U ·
{∑

tj �=ti
cw(ti, tj)

}σ

TNG1 |S(ti ∧ tj)|/|S(ti)| U ·
{∑

tj �=ti
cw(ti, tj)

}−1

TNG2 −A log A
P (tj) + C log C

P (¬tj) U ·
∑

tj �=ti
cw(ti, tj)

UnitWeight — U · 1
CF |S(ti ∧ tj)|/|S(ti)| U ·

∑
tj �=ti

cw(ti, tj)

MI P (ti)
{

A log A
P (tj) + C log C

P (¬tj)

}
U ·

∑
tj �=ti

cw(ti, tj)

+P (¬ti)
{

B log B
P (tj) + D log D

P (¬tj)

}

KLD A log A
P (tj) + C log C

P (¬tj) U ·
∑

tj �=ti
cw(ti, tj)

χ2 {A−P (tj)}2

P (tj) + {C−P (¬tj)}2

P (¬tj) U ·
∑

tj �=ti
cw(ti, tj)

+{B−P (tj )}2

P (tj) + {D−P (¬tj)}2

P (¬tj)

3.2 Experimental Procedure and Results

We used a document set prepared for the NTCIR3 Web Retrieval Task[3]. This
set includes about ten million Web pages written in Japanese. We denote this
Web page set by U . The Web pages in U are decomposed into terms by using a
morphological analyzer MeCab[8] equipped with a Japanese dictionary ipadic-
2.5.1[6]. There are 47 queries prepared for the NTCIR3 Web task, and each query
includes two or three query terms. First, we issued the queries and obtained the
top 1000 Web pages for each query. Although our experiment adopted an Okapi-
type term-weighting scheme for Web page retrieval[4], our method can be applied
to the search results obtained with other term-weighting schemes. From the top
1000 pages of each of the 47 retrieval results, we gathered terms appearing in five
or more pages. We obtained about 10,000 terms for each query. We did not delete
stop words. Next, we computed the eight term weights described in Section 3.1.
As a result, we obtained eight term rankings by sorting the terms with respect
to their eight kinds of weights. For every term ranking, we added each of the top
five terms (a, b, c, d, and e) separately to the original query term set {A, B, C}
and made five expanded sets of query terms {A, B, C, a}, {A, B, C, b}, ..., {A,
B, C, e}. Finally, we retrieved the Web pages with these expanded query term
sets. Consequently, we obtained five search results for each query. We computed
the average precisions of these five results by using trec eval[12]. Of these five
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Table 2. Overall precisions and their improvements compared to the baseline. The
baseline overall precision is 0.1606.

method overall precision improvement(%)
UnitWeight 0.1765 9.9

TNG1 0.1847 15.0
TNG2 0.1899 18.2

CF 0.1801 12.1
MI 0.1829 13.9

KLD 0.1733 7.9
χ2 0.1751 9.0

RSV 0.1867 16.3

average precisions, we kept only the best one, because this average precision can
be taken as the performance measure of the information retrieval most desirable
for users who are supposed to issue the corresponding query. Finally, we regarded
the mean of the best average precisions of the 47 queries as the overall precision
for each term-weighting method.

For the original 47 queries, we obtained 0.1606 as the overall precision and
regarded it as the baseline. Among the eight term-weighting formulae, TNG1,
TNG2, and RSV significantly increased overall precision (Table 2). TNG2 achi-
eved the best overall average precision with an 18.2% improvement. The most
important point is that TNG1 and TNG2 showed qualitative differences from
RSV. While RSV tends to extract terms having general meanings, TNG1 and
TNG2 can extract many technical terms used in specific domains relative to the
query. For a query including “loudspeaker”, “comparison”, and “evaluation”,
our method extracted such technical terms as “woofer” and “bass reflex” (Table
3). For a query involving “the World Tree”, “Norse mythology”, and “name”,
our method extracted “Yggdrasill”, which is the name of a mythological tree in
Norse mythology and is a synonym of “the World Tree” (Table 4).

4 Related Work and Discussion

Numerous studies have been done on keyword extraction. Most of them report
methods for extracting topic-centric terms, such as technical terms and proper
nouns[2][9]. Rennie and Jaakkola [9] introduced a new informativeness measure,
the Mixture score, which focuses on the difference in log-likelihood between
a mixture model and a simple unigram model, to identify informative words.
They compare it against a number of other informativeness criteria, including
the Inverse Document Frequency (IDF) and Residual IDF (RIDF)[2]. While the
results show their measure works well when compared with existing methods,
the documents they used are all posts to a restaurant discussion bulletin board,
so these results cannot be seen as conclusive.

The method proposed by Hisamitsu et al. [5] compares the term frequency
distributions in an entire document set with those in the set of documents
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Table 3. Terms extracted for the query consisting of “loudspeaker”, “comparison”,
and “evaluation”. (The baseline average precision is 0.0596.)

Query terms are (loudspeaker)”, (comparison)”, and (evaluation)”

method rank top five terms average precision
1 (amplifier)” 0.0067
2 (possible)” 0.0279

RSV 3 (result)” 0.0341
4 (system)” 0.0246
5 (sound)” 0.0593
1 (amplifier)” 0.0067
2 (woofer)” 0.0660

TNG1 3 (soft dome tweeter)” 0.0154
4 (super-woofer)” 0.0177
5 (bass reflex)” 0.0661
1 (amplifier)” 0.0067
2 (woofer)” 0.0660

TNG2 3 (bass reflex)” 0.0661
4 (sub-woofer)” 0.0640
5 (bass sound)” 0.0434

Table 4. Terms extracted for the query consisting of “the World Tree”, “Norse mythol-
ogy”, and “name”. (The baseline average precision is 0.0675.)

Query terms are (the World Tree)”, (Norse mythology)”, and “ (name)”

method rank top five terms average precision
1 (God)” 0.0253
2 (they)” 0.0280

RSV 3 (it)” 0.0377
4 (history)” 0.0266
5 (tale)” 0.0198
1 “Pandaemonium” 0.0586
2 (Yggdrasill)” 0.3767

TNG1 3 (Sognefjorden)” 0.0523
4 (Edda)” 0.0525
5 (Silmaril)” 0.0533
1 (Yggdrasill)” 0.3767
2 (Kojiki)” 0.0227

TNG2 3 (Greece)” 0.0160
4 (Norway)” 0.0203
5 (fjord)” 0.0287

A suffix used to make Japanese nouns plural.
A kind of Japanese pronoun.
The oldest known historical book about the ancient history of Japan.

*1
*2

*3

*1
*2
*3

containing a specific term t. When a large discrepancy exists between them,
t is said to have representativeness. This method estimates a discrepancy similar
to ours. However, our concern lies in the direction of the discrepancy. We ask
whether the frequency of terms other than t in an entire set is higher or lower
than that in a set of documents including t. When the latter is less than the
former with respect to a large number of terms, we say that t has Tangibil-
ity. Therefore, we believe Tangibility is novel. Matsuo et al. [7] also proposed a
term extraction method based on term co-occurrences. Their method combines
term ranking by the χ2 measure with term clustering. However, this method is
designed for application to a single document. In contrast, our aim is to disam-
biguate a query by finding the terms corresponding to distinct topics latent in
a set of hundreds of retrieved documents. Therefore, we have proposed a new
measure for term extraction.
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5 Conclusion and Future Work

We proposed a co-occurrence-based measure, called Tangibility, for term extrac-
tion to disambiguate queries. Our experiments obtained very interesting results
worthy of further investigation. Both of our numerical estimates for term tan-
gibility, TNG1 and TNG2, realized good average precisions. In addition, many
of the extracted terms were related to more specific topics than that implied by
the original ambiguous query terms. Our method may be used as a key compo-
nent of a system that helps users to discover specific topics from a given corpus
simply by using fairly general terms as search keywords. As future work, we plan
to propose a method of clustering the terms that have Tangibility; we will test
to determine whether the term clusters correspond to distinct topics implied by
the initial query terms.
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Abstract. Automatic creation of syntactic and semantic word catego-
rizations is a challenging problem for highly inflecting languages due to
excessive data sparsity. Moreover, the study of colloquial language re-
sources requires the utilization of fully corpus-based tools. We present a
completely automated approach for producing word categorizations for
morphologically rich languages. Self-Organizing Map (SOM) is utilized
for clustering words based on the morphological properties of the context
words. These properties are extracted using an automated morphological
segmentation algorithm called Morfessor. Our experiments on a collo-
quial Finnish corpus of stories told by young children show that utilizing
unsupervised morphs as features leads to clearly improved clusterings
when compared to the use of whole context words as features.

1 Introduction

Gathering lexical information based on authentic word usage has become a
reasonable avenue due to the availability of vast language resources. Detailed
syntactic and semantic information on words is valuable for a wide variety of
fundamental natural language processing tasks, including information retrieval,
question answering, and machine translation.

One way of capturing information regarding the syntactic or semantic relat-
edness of words is through obtaining a classification or a cluster structure of
them. Over the years, many researchers have examined the use of statistical,
corpus-based methods for clustering words [1,2,3,4,5].

In the task of word clustering, first a set of informative features representing
the words is determined, and for each word, the values for the features are
recorded. Then, a clustering method is used for grouping the words based on their
feature vector values. Typically, the features used are individual words occurring
in the immediate context of the words being clustered [1,2,5] or having some
other grammatical relationship with the words [6,7]. This is a feasible approach
for languages like English with manageable amounts of word inflection. But even
there, data sparsity is a problem: many samples of a word form are needed in
order to obtain a reliable feature representation for it.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 912–919, 2006.
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For a language like e.g. Finnish which relies heavily on inflection and other
morphological processes, the data sparsity problem is yet intensified due to the
much larger number of possible context word forms. Finnish word forms typically
contain masses of potentially valuable semantic information inside them. As
counting the occurrences of individual words is generally an infeasible strategy
for such morphologically rich languages, one solution is to use features that utilize
the inflectional or derivational properties within words [5,8]. However, suitable
morphological analyzers do not exist for all languages, and the manually designed
analyzers also typically fail to cope with e.g. language change or the colloquial
language found in everyday conversations. Fortunately, in the recent years, tools
that discover a rudimentary morphological segmentation automatically from text
corpora have emerged, e.g. Linguistica [9] and Morfessor [10].

The purpose of this study was to find out whether the use of completely
automatically discovered morphological segmentations can improve the quality of
word categorizations for highly inflecting languages. We also selected an unusual
and challenging corpus for our task, a collection of stories told by young Finnish
children. The data set was chosen in the purpose of studying the language use and
language acquisition process of children of different ages, but only the technical
results of our work will be presented here due to space limitations.

In our experiments, we employ an unsupervised morphological segmentation
algorithm called Morfessor [10] for extracting morphological features for the
words that are to be categorized. We then use the morph features in training
word category maps using the Self-Organizing Map (SOM) algorithm [11]. We
evaluate and compare the utilization of different feature sets, with both whole
context word features and sets of Morfessor-extracted morphs. Our experiments
show that the use of automatically extracted morph features instead of whole
words leads to improved quality of the resulting word category maps. We expect
the presented results also to be of interest for solving many other lexical acqui-
sition tasks than word categorization, and there is reason to believe that similar
benefits will be obtained for also other languages with rich morphology.

2 Segmenting Words into Morphs Using Morfessor

Morfessor [10,12] is an automated learning algorithm for extracting the mor-
phology of a language from text corpora. Morfessor is able to segment the words
of an unlabeled text corpus into morpheme1-like units (morphs), and it is espe-
cially applicable to highly inflecting, morphologically rich languages like Finnish,
Spanish or Turkish. The Morfessor algorithm not only seeks to find the most ac-
curate segmentation possible, but it also learns a representation of the language
from the data it was applied to, namely an inventory of the morphs of the lan-
guage. In this work, we chose to apply the Categories-ML variant of Morfessor,
which uses a Hidden Markov Model (HMM) to model morph sequences and es-
timates the model parameters by maximizing the likelihood of the data. The
1 Morphemes can be defined as parts of words that constitute the smallest meaningful

units in the grammar of a language.
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algorithm is based on the Expectation Maximization (EM) principle, and the
Viterbi algorithm is used for optimizing the model.

The output of the Morfessor algorithm is a lexicon of the words from the
corpus, segmented at the proposed morpheme boundaries into morphs. The more
recent versions of Morfessor also label the resulting morphs as either ’STM’ (word
root), ’PRE’ (prefix) or ’SUF’ (suffix). For example, the verb form “aivastivat”
(’they sneezed’) is correctly segmented as “aivast/STM + i/SUF + vat/SUF”.

Morfessor has been tested on Finnish and English text corpora with good
results [12], making it an able tool for producing the morphological segmenta-
tion used in this work. Previously it has been shown that the use of Morfessor-
extracted morphs was able to improve Finnish large vocabulary speech recogni-
tion accuracy considerably [13].

3 Self-Organizing Maps

The Self-Organizing Map (SOM) [11,14] is an unsupervised neural network algo-
rithm that is able to organize multidimensional data sets into a two-dimensional,
ordered map grid. The data samples are then projected on the map so that their
relative distances reflect their similarity according to the chosen feature set, i.e.
similar input samples will generally be found close to each other on the map.

The map grid of a SOM consists of nodes, each of which corresponds to a
prototype vector. Together, the prototype vectors form an approximation of the
data set. During the training process of the SOM, sample vectors (or feature
vectors) are compared to the prototype vectors, and the samples are mapped
according to their Best Matching Unit (BMU) on the map grid. The algorithm
thus simultaneously obtains a clustering of the data based on the prototype
vectors, and a nonlinear projection of the input data from the multidimensional
input space onto the two-dimensional ordered map.

3.1 SOMs in Word Categorization

Word category SOMs are word maps trained on sample word forms from an
input text corpus [1,2]. The general idea is to have implicit word categorizations
emerge automatically from the input data itself. The similarity or dissimilarity
of word forms is usually based on their textual contexts in the corpus, i.e. word
forms that have similar elements in their contexts should appear close to each
other on the resulting word category SOM.

A set of training words for training a word SOM is usually chosen based on
a word form frequency list of the corpus, and a feature vector for each training
word is then calculated from the corpus. Traditionally, the feature sets of word
SOMs have consisted of the occurrences of whole corpus words in the contexts of
the training word samples. The size of the context window of the sample words
may vary; in the experiments of this paper, the context window size was fixed
at 1, meaning that only the two words that were immediately before and after
the training word were considered as its context.
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In this work, a novel approach to word SOM feature sets is adopted. Instead
of using the context word forms for features as such, they are segmented into
morphs by using the Morfessor algorithm, and the context of a training word is
now checked for the presence of feature morphs rather than for whole, unseg-
mented words. Also Lagus et al. [5] utilized morphological features in a study on
categorizing Finnish verbs using SOM, but instead of automatically extracted
word segments, they used as features only 21 different morphemes obtained with
a linguistic morphological analyzer. However, such an approach would be inap-
plicable here due to the particular colloquial nature of our corpus.

4 Data Set and Feature Extraction

The data set for our experiments consisted of 2642 stories or fairytales in Finnish,
told by children aged from 1 to 14. In total, the stories form a Finnish text corpus
of 198 036 word forms (after preprocessing).

The stories were collected using a method called Storycrafting [15]: they were
told orally and transcribed by an adult exactly as they were heard, without
correcting any potential mistakes or colloquialisms by the child. This gives the
corpus a particular nature as the conversational and authentic use of language
of young Finnish children. Because of this challenging, often non-orthographical
nature of the data, statistical, completely automated learning methods were
assumed to prove especially useful in analyzing it.

The stories were preprocessed, which included stripping metadata, removal of
punctuation, changing numbers to the special symbol NUM, and changing upper-
case letters to lower-case. Finally, a morphological segmentation of the corpus
was obtained using the Categories-ML variant of the Morfessor algorithm.

5 Experiments on SOM Feature Sets

The objective of these experiments was to find out the best way of producing
word categorizations with the Self-Organizing Map. The experiments on com-
paring word SOMs with different types of features are described in the following.

5.1 Evaluation Measure

For evaluating the quality of word SOMs, an automatical evaluation measure
was needed. The evaluation measure developed for this work is based on using
the part-of-speech (POS) information of the 200 most frequent word forms in
the corpus. Each word form was manually assigned a list of all its possible POS
tags, according to a recent descriptive book of Finnish grammar [16].

The idea of the evaluation measure is to find out how tightly word forms are
clustered on a particular word SOM according to their POS classifications. For
each word form on a SOM, a percentage is calculated which tells the portion of
the words in the same or the immediately neighboring map node having at least
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one POS in common with the word form under examination. An average percent-
age for the whole word SOM is then calculated over these results of individual
word forms. More precisely, the evaluation measure for a single word SOM can
be written as 1/N

∑N
i=1 Ai/Bi, where N is the number of word forms projected

on the SOM, Bi denotes the number of words having their Best Matching Unit
(BMU) in the neighborhood of the BMU of the ith word, and Ai is the number
of words in the neighborhood sharing at least one POS with the ith word.

Finally, in order to rule out the possibility of chance, the final results for each
type of word SOM were calculated over the individual results of 100 randomly
initialized word SOMs of that type, yielding the final quality score for the word
SOM type. This quality score can be seen as a kind of a POS cluster density
score for the emergent word clusters of the particular SOM variant.

5.2 Feature Sets for Different Experiments

We evaluated and compared word SOM variants with different numbers and
types of features. The feature sets used will be described below in more detail.

Morph vs. whole context word features. In order to see whether using morph
features can improve the quality of a word SOM, two maps were trained: one
with the 200 most frequent corpus word forms as features, and one with the 200
most frequent Morfessor-extracted morphs as features (with all types of morphs).

Different types of morph features. In addition to the SOM experiments with
morph features in general, a few variants with different types of morph features
were trained. Here, two morph type experiments are presented, namely one word
SOM with the 200 most frequent root morphs as features, and one with the 80
suffix morphs that Morfessor extracted from the story corpus.

Other experiments. Some experiments on combining together different types
of feature morphs as well as on the effect of the number of features in the feature
set were also studied, but they will not be further considered in this paper as
the results fell between the reported figures.

Baseline. For comparison, also a baseline similarity measure was included.
It counts for every word form in the training word set the percentage of other
training words sharing at least one POS with it. Again, the result is an average
over all the words in the training set. This corresponds roughly to the idea of a
SOM organized in a completely random fashion.

6 Results

The evaluation results of the experiments can be found in Fig. 1. As can be
seen, all word SOMs clearly outperform the (rather crude) baseline similarity,
whether they had morphs or whole context words as features. This indicates
that all the word SOM variants that were evaluated succeeded in creating word
categorizations which surpass in quality a random organization of the data.

All but one of the word SOMs that utilized morphological information in
their feature sets seemed to fare better in the evaluation than the traditional



Unsupervised Word Categorization Using SOMs 917

ROOT ALL WORD SUF BASE
0

10

20

30

40

50

60

70

80

Feature sets:

root : root morphs (200 most frequent)
all : all morphs (200 most frequent)
word : whole words (200 most frequent)
suf : suffix morphs only (80 most frequent)
base : baseline similarity measure

Fig. 1. The accuracies of the experiments (error bars mark one standard deviation)

word SOMs with whole context words as features. The best results were yielded
by word SOMs with only root morphs as features, but when also suffixes were
added to feature sets, the evaluation results seemed to slightly decline. Further,
the only morph-featured word SOM variant that actually fared worse than the
traditional SOMs with whole context words as features was the one with only
suffix morphs in its feature set.

These results imply that, firstly, utilizing automatically discovered morpho-
logical units in the feature set of a word SOM does indeed improve the quality of
the resulting word category SOM. Due to the highly inflecting nature of Finnish,
the better performance of morph features as compared to whole feature words
is hardly a surprise. With context words segmented into roots and into a variety
of derivational or inflectional affixes, it is clear that some of the data sparsity
problems caused by the diversity of Finnish inflected word forms are solved.

Secondly, it seems that not all morphs make equally good features: the best-
quality word SOMs were constructed by using only root morphs as features.
The fact that the POS-based quality evaluation measure we developed seemed
to penalize the inclusion of other types of morphs (prefixes, suffixes) into the
feature set appears to imply that most of the semantic and POS information of
Finnish word forms is carried in their roots, not so much in the affixes attached
to these roots. However, affix morphs should not be too hastily rejected as bad
features on the basis of these evaluation results, as it may e.g. be the case that
they encode some entirely different characteristic of words than their POS class.

6.1 Example of a Word SOM Analysis

Another objective of our research was to analyze the unique Finnish children’s
stories corpus (see Sect. 4) using SOMs. With the optimal features discovered
in the experiments, we trained word category SOMs on the whole data set and
also on story data from different age categories of children. As including also
suffix morphs into the feature set appeared to bring some additional benefits
from the point of view of analyzing and interpreting the story data, the final
analysis maps were trained using a feature set of the 200 most frequent root
morphs combined with the 20 most frequent suffixes.

An example word category SOM, constructed using the whole story corpus
and the feature set described above, can be found in Fig. 2. Some emergent
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Fig. 2. The U-matrix representation of a word category SOM trained on the whole
children’s stories corpus. Some interesting clusters of semantically similar words have
been manually highlighted, and some words from three of them are presented in more
detail on the side of the map (with English translations). Notice for example how the
nouns in group III are typical agents in the children’s stories.

groups of intuitively similar words have been manually highlighted to the re-
sulting word map. However, we will not go here into a further analysis of the
language use of young Finnish children due to space limitations.

7 Conclusions

We trained word category SOMs on Finnish text data using morphologically in-
formed features that were extracted from the corpus itself with an unsupervised
morphological segmentation algorithm called Morfessor. Experiments were per-
formed on different kinds of SOM feature sets with morphs and whole context
words. The resulting word SOMs were evaluated with an evaluation measure
developed for this task, based on a list of part-of-speech -classified word forms.

Our experiments showed that the use of Morfessor-extracted morphs as word
SOM features clearly improves the POS density -based quality of the resulting
word SOMs, as opposed to using unsegmented context words for features. How-
ever, some types of morphs seem to make better features than others. The best
resulting word SOMs were trained by using a feature set with only root morphs,
chosen from the top of a morph frequency list calculated from the data.

The work described in this paper is the first completely automated categoriza-
tion of Finnish word forms with morphology-utilizing word SOMs. It is also a
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study on the problem of lexical acquisition in a highly inflecting language in gen-
eral. Particularly, the method we described aims at – and succeeds in – tackling
the critical problem of data sparsity, typical to morphologically rich languages
(as opposed to e.g. languages like English).

In future, the current work could be extended in many ways. First, the exper-
iments should be re-run on data in other languages, and maybe also on another,
larger corpus in Finnish. Further, the morphological features of also the train-
ing word itself could be utilized, examining e.g. only some very high-frequency
morphs like common suffixes. Finally, the Morfessor-extracted morphological fea-
tures could be used in many other lexical acquisition tasks, like e.g. finding verb
subcategorization patterns or selectional preferences of words.
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Abstract. In this study, we propose a new classification framework,
CARSVM model, which integrates association rule mining and support
vector machine. The aim is to take advantages of both knowledge rep-
resented by class association rules and the power of SVM algorithm to
construct an efficient and accurate classifier model. Instead of using the
original training set, a set of rule-based feature vectors, which are gen-
erated based on the discriminative ability of class association rules over
the training samples, are presented to the learning process of the SVM
algorithm. The reported test results demonstrate the applicability, effi-
ciency and effectiveness of the proposed model.

Keywords: classification, association rule mining, associative classifiers,
class association rules, support vector machine, machine learning.

1 Introduction

Data objects stored in a database are identified by their attributes; and the
main idea of classification [1] is to explore through data objects (training set)
to find a set of rules, which determine the class of each object according to its
attributes. A wide variety of research has considered the use of popular machine
learning techniques in classification problems. Despite their good performance
in real world applications, machine learning techniques have some shortcomings.
They work based on mathematical and statistical algorithms, and use domain
independent biases to extract the rules. Therefore, they are not able to discover
all the interesting and understandable rules in the analyzed data set.

To overcome the understandability problem of the classification task [2,3], as-
sociation rule-based classification techniques, known as associative classification,
have been recently proposed and have received a great consideration. In asso-
ciative classification, a classifier is built by using a subset of association rules,
namely CARs [4], where the consequent of each rule is single class attribute.
The related literature indicates that associative classifiers have better results
than machine learning classification algorithms. However, they suffer from ef-
ficiency issues. First, the rule generator algorithm generates a large number of
rules, and it is difficult to store the rules, retrieve the related rules, prune and
sort the rules [5]. Second, it is challenging to find the best subset of rules to
build the most robust and accurate classifier.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 920–927, 2006.
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In this paper, we propose a new classification framework, called CARSVM.
The CARSVM model attempts to overcome the drawbacks of machine learning
and associative classification algorithms by integrating support vector machine
and class association rules. SVM is a new and modern method based on statis-
tical learning theory [6]. Compared to other machine learning algorithms, SVM
has been successfully applied to many real world classification problems such as
gene expression analysis [7] and hot-spot crime prediction [8]. We take advan-
tages of both SVM as a machine learning algorithm and associative classification
techniques to integrate the two trends into a novel, efficient and accurate clas-
sification technique by directly dealing with the following problems. The first
problem is to provide more discriminative knowledge to the learning process of
the SVM algorithm, by incorporating class association rules in the form of rule-
based feature vectors. In our previous study [9], we developed a set of binary
rule-based feature vectors to be used as inputs to the SVM algorithm, and the
result are outstanding. However, in this study we propose the use of weighted
rule-based feature vectors in the classifier model. The use of rule-based feature
vectors helps to improve the interpretability and understandability of the clas-
sification task for experts in the area under research. The second problem is to
develop an effective ranking method to filter out the best subset of rules to be
incorporated into the final classifier. We hope to improve the accuracy of the
classifier by eliminating the deterioration effect of the rule ranking and selection
approach in associative classification algorithms.

The rest of this paper is organized as follows. Section 2 describes the associa-
tive classification problem. Section 3 presents a review of associative classifier
techniques and highlights our contribution to this problem. Section 4 explains
in detail our approach to build an associative classifier. Section 5 provides ex-
planation on the selected evaluation model, the conducted experiments and the
achieved results. Section 6 is summary and conclusions.

2 Associative Classification

Associative classification algorithms produce classification models that are easy
to understand by end-users because models are constructed based on interesting
and interpretable rules. Their understandability and high accuracy have made
associative classifiers very popular in real world applications such as medical
diagnoses.

A more formal definition of associative classification can be described as fol-
lows. Given a transactional database D consisting of n transactions T =
{T1, . . . , Tn}; a set of items I = {I1, . . . , Ik} consisting of all items in D, which
is also the domain of possible values for transactions; a set of class labels
L = {L1, . . . , Lm}; and minsupp and minconf thresholds; the objective is
generating the set of strong class association rules in the form: Classi : Xi ⇒
Li, i = 1, 2, . . . , m, where Li ∈ L and Xi is an instance of the cross product of a
subset of I that denotes a tuple as belonging to Li; and ranking and selecting
the best CARs to build a classifier that can predict the class of a previously
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unseen object. The constraints are: transactional database D is a normalized
dataset to positive integer values; each transaction in D belongs to one and only
one of m classes; class association rules are in the form (attributes ⇒ class).

3 Related Work and Our Contribution

As described in the literature, associative classification includes two major tech-
niques: classification based on single class association rule and classification
based on multiple class association rules. Alternative approaches have been also
proposed to combine different techniques to improve the classification efficiency.
In the rest of this section, we briefly describe several well-known associative clas-
sification algorithms; and finally highlight the main contributions of this paper.

for classification based on single class association rules, a subset of strong
rules, called candidate set, is sorted in descending order of rules’ accuracy (a
rule is accurate if both its confidence and support are above the pre-determined
thresholds). When classifying a new unseen data object, the first rule in the
sorted candidate set that matches the object makes the prediction. The candidate
set also contains a default class at the end. The class label of uncovered training
data objects by the last rule in the candidate set, which has the majority, is
identified as the default class. When there is no rule to cover the new coming
data object, it is classified to the default class. CBA [4] and C4.5 [10] are two
techniques that work based on single class association rules.

For classification based on multiple class association rules, the candidate set of
strong rules is not sorted and most matching rules may participate in the classi-
fication process. Simply, if the new data object is covered by all candidate rules,
it will be assigned to the class label of candidate rules; otherwise the majority
vote of candidate rules will specify the class label of the new object. CPAR [11]
employs this technique to classify new data objects. Another method is to divide
candidate rules into groups according to class labels, and then to compute the
actual effect obtained from the multiple rules for all groups. The group with the
highest efficiency will identify the class of the new object; CMAR [5] employs
this method.

The main contribution of this study is CARSVM system, which is a new
classification framework that extracts class association rules from a dataset and
incorporate them in the process of building a classifier model using SVM algo-
rithm. The use of class association rules improves the interpretability and un-
derstandability of the classification task for experts in the area under research.
The SVM algorithm in turn helps to improve the effectiveness and efficiency of
the associative classifiers.

4 The CARSVM Model

CARSVM is a general classification framework that attempts to make the clas-
sification task more understandable and efficient by integrating association rule
mining and SVM technique. CARSVM consists of two major phases: generating
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class association rules and building a classifier model based on the rules. In the
first phase, the task is to extract all association rules whose consequents are class
labels, i.e, class association rules (CARs), from a normalized dataset. In the sec-
ond phase, extracted CARs are first ranked and sorted based on a scoring metric
strategy. The score calculated by the scoring method is also used as the weight
of the rule. Then, a subset of high score rules, called discriminator CARs set, is
selected to be used in the process of generating rule-based feature vectors. The
validity of the rules from discriminator CARs set for every row in the dataset is
used to generate a set of feature vectors. Each row in the dataset is represented
by a feature vector. Every feature of the vector corresponds to an individual rule
in the discriminator CARs set. The value of every individual feature for any row
in the dataset is set to the weight of the corresponding rule if the rule is covered
by the selected row; otherwise the value is set to 0. Generated feature vectors
represent the coverage distribution of the discriminator CARs over the original
dataset. Eventually rule-based feature vectors are given to the SVM algorithm
to build a classifier model. The accuracy of the classifier is then evaluated by
using the cross validation technique. In the rest of this section, the components
of CARSVM will be described in more details.

Data Preprocessing: The problem in class association rule mining arises main-
ly when the dataset used for classification contains continuous values for some
attributes or categorical (discrete) attributes. Indeed, mining association rules
in such datasets is still a major research problem. The general approach used to
address this issue is data discretization and data normalization. Normalization
is the process of mapping values associated with categorical attributes to unique
integer labels. Discretization is the process of mapping the range of possible
values associated with a continuous attribute into a number of intervals each
denoted by a unique integer label; and converting all the values associated with
this attribute to the corresponding integer labels. In our study, discretization and
normalization are done using a method developed by LUCS-KDD group [12].

Class Association Rule Mining: The method used for class association rule
mining follows the CBA rule generator approach, called CBA-RG [4]. In CBA-
RG, the Apriori algorithm [13] is adapted to find all class association rules that
have support and confidence values greater than the given thresholds. Please
refer to [4] for further information about the CBA-RG algorithm.

Rules Ranking and Sorting: Ranking and sorting class association rules play
an important role in most associative classification algorithms because the main
goal of these techniques is to select a set of rules that can represent the strong
discrimination ability of the class association rules over the training set. We
follow the same basic idea in our classification algorithm. After extracting CARs,
CARSVM ranks and sorts them based on a scoring metric strategy. Our goal
is to select a subset of the most discriminative class association rules such that
it would be able to represent the discrimination ability of the rules over the
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training set when used in the SVM classification algorithm. However, most of
the existing approaches rank the class association rules based on the confidence
value of every individual rule. A better idea for ranking the rules should take
into consideration the statistical importance of a rule as well, i.e., the support
value of the rules. As a result, a good scoring metric for ranking the rules involve
both support and confidence values of the rules. In our model, we use the scoring
method introduced in [14]; however, our classification approach is different than
their technique. We also use weighting instead of scoring as the former has better
interpretation in our model. The weight of a class association rule is computed
according Equation 1.

W
(
rCi

)
= rCi .conf × rCi .sup/dCi (1)

where rCi denotes a class association rule r ∈ CARs whose antecedent is class
Ci; and dCi denotes the distribution of class Ci over the training set, i.e., the
number of training data instances whose class labels are Ci.

Constructing Rule-Based Feature Vectors: In order to make the learning
process more understandable to domain experts, we construct a new rule-based
feature vector for each sample from the original training set by utilizing class
association rules. Feature vectors constructed using our method describe the
distribution validity of high discriminative rules over the training set. That is,
we first select a predefined portion of class association rules starting from the
beginning of the ranked-order CARs set. Then, we check the validity of rules
within this set against the original training set. A feature in the rule-based
feature vector is defined as a predicator indicating whether every individual rule
from the selected CARs set is covered by a data item from the training set. As
a result, the number of features in the rule-based feature vector is equal to the
number of selected rules. If a rule is valid for a sample (i.e., the rule is covered by
the sample), the weight corresponding to the rule is set to the value of the feature
representing that rule in the feature vector; otherwise, the value is set to 0. A
<feature, value> pair in a rule-based feature vector takes the following form.

f ri =

{
wi if ri is covered by the data item d
0 otherwise (2)

where fri is a feature that represents a rule from the selected CARs set, wi is
its corresponding weight, and d is a data item from the training set D.

Building SVM Classifier Model: The task of building a classifier model in
CARSVM is to apply the SVM algorithm to build a classifier model. The input
to the SVM algorithm is a set of rule-based feature vectors. The SVM learning
algorithm uses these feature vectors to train a classifier model. For building the
classifier model, we apply both linear and non-linear SVM algorithms to analyze
how it would influence the effectiveness of CARSVM classifier model. To evaluate
the accuracy of our classifier model, we use the cross validation technique. The
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input to the cross validation procedure are the parameters of the classifier model
built by the SVM algorithm and the rule-based feature vectors (training set).
The output of the cross validation process is the accuracy of the classifier model.

5 Experimental Results

In this section, we report the test results of the experiments conducted using
two well-known datasets, namely Breast and Glass, downloaded from UCI ML
Repository [16]. They consist of 2 and 7 class labels, respectively. Thus, the
binary and multi-class classification are applicable. We conducted an extensive
performance study to evaluate the accuracy of the proposed technique. We also
compare the proposed method with other existing approaches. For the experi-
ments, we used Personal Computer with Intel P4 2.4GHZ CPU and 1GB mem-
ory. Our main performance metric is classification accuracy. An increase in the
classification accuracy is an indicator of how accurate the proposed model is. A
10-fold cross validation is used to estimate the accuracy of the proposed clas-
sification technique. First, the datasets are discretized and normalized using a
method developed by LUCS-KDD group [12]. The SVM technique used in our
classification method is implemented using a Matlab interface of LIBSVM [15]
in Matlab 7.

In the first set of experiments, we evaluated the impact of the number of se-
lected CARs integrated in the CARSVM model. This threshold can be defined
by system users, preferably domain experts. Because of the absence of domain

Fig. 1. Model accuracy as a function of selected CARs percentage

Table 1. Comparison of C4.5, CBA, CMAR, CPAR, SVM and CARSVM on model
classification accuracy

Dataset C4.5 CBA CMAR CPAR
SVM

CARSVMLinear Non-Linear
breast 95.0 96.3 96.4 96.0 45.8 46.2 99.7
glass 68.7 73.9 70.1 74.4 69.2 65.9 79.9
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knowledge in our study, we decided to define the best possible threshold associ-
ated with the best accurate CARSVM model. The process works as follows: after
building the ranked-order set of CARs, we increased the number of selected rules
starting from 1% to 100% by steps of 1. In each step, the discriminative ability of
the selected rules is identified by training the SVM on corresponding rule-based
feature vectors and building the CARSVM model. The less the prediction error
rate of CARSVM, the higher is the discriminative ability of the selected rules.
The percentage of the selected rules associated with the rule-based feature vec-
tors used in the learning process of the best CARSVM model was considered to
define the possible best threshold. The results of these experiments are displayed
in Figure 1; and demonstrate that it is possible to improve the performance of the
model by increasing the number of the selected CARs threshold. However, after
a certain percentage of the selected CARs, increasing the threshold does not im-
prove model accuracy. Moreover, we observed in some experiments that involving
more rules in the CARSVM classifier may lead to a degradation in model accu-
racy. This is based on the fact that if the CARs set integrated into the learning
process of CARSVM is too large, the training feature vectors may be overfit.

In terms of classification accuracy, we compared the performance of CARSVM
model with C4.5, CBA, CPAR and CMAR from the family of associative clas-
sifiers, and with SVM as a machine learning technique. To keep the comparison
fair, we set the minimum support value to 2%, and minimum confidence value
to 50% for CARSVM model as the associative classifiers mentioned above used
the same values. Besides, we report the best result obtained from the previous
set of experiments reported in Figure 1. Table 1 lists the classification accuracy
on the two tested datasets. Accuracy rates on each dataset are obtained from
10-fold cross-validation. As can be seen, the CARSVM model outperforms all
other techniques.

6 Summary and Conclusions

In this paper, we proposed a new classification framework, which integrates asso-
ciation rule mining and SVM in order to provide users with more convenience in
terms of understandability and interpretability via an accurate class association
rule-based classifier model. First, we used a discretization technique to convert
a given dataset to a normalized form appropriate for association rule mining
algorithm. Then, we adapted an existing association rule mining algorithm to
extract, from the normalized dataset, all association rules whose consequents are
class labels and have a support and confidence greater than given thresholds.
After extracting CARs, we ranked and sorted them based on a scoring metric
strategy to select a subset of the top-ranked CARs, such that it would be able to
monotonously represent the discrimination ability of the rules over the training
set. The validity of CARs from this subset on the tuples of the training set was
used to generate a set of rule-based feature vectors. Rule-based feature vectors
were then given to the SVM algorithm to build a classifier model. Finally, the
cross-validation technique was used to evaluate the performance of the classifier
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in terms of accuracy. The performance of the proposed system was compared
with five well-known existing methods; and it was concluded from the results
that a considerable increase in classification accuracy was obtained when the
rule-based feature vectors were integrated in the learning process of the SVM
algorithm. This confirms the significance of rule-based feature vectors in the
process of building a classifier model, and consequently shows that rule-based
feature vectors present a high-quality knowledge extracted from the training set.
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Abstract. With the increasing expansion of network scale, users consume much 
cost for network that is composed of various network environments. In this 
paper, we propose a dynamic network management system employing the 
management program actively generating facilities in order to reduce the cost 
and time of system development. The proposed system consists of basic 
components for real time network management and Automatic Generation 
Technique of Network Components (AG-NC) in order to actively support 
information generation for network management objects through these basic 
components. The basic components includes configuration management, 
performance management, and fault management. AG-NC includes NE Basic 
Info Handler, MIB Handler, Template Handler, and Operation Handler. This 
system is able to generate a network management program with SNMP 
manager using the information of network objects. Our system actively 
generates network objects in an automatic manner instead of the manual manner 
of the existing systems. Finally, we can make the network structure expansion 
because the development time and cost of the network management program 
can be reduced dramatically through our system. 

1   Introduction 

Due to internet development with spread of the Web, most information systems are 
constructed based on the network environment connected with various network 
devices. The Network management has become important because the network 
structure is complex and growing fast. The beginning of network management is how 
to catch the connection status of end-to-end network using ICMP (Internet Control 
Message Protocol). However, it requires the information of network objects such as 
node, interface, and service rather than the simple status of the network. In addition, 
we need a standard network management scheme to manage network in a common 
way for the different network devices. IETF (Internet Engineering Task Force) made 
SNMP (Simple Network Management Protocol) [1] as standardization for easy 
internet management. It has been broadly used for most internet managements until 
now. Its advantages were easiness of implementation and interoperability. Therefore, 
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it exposed many limitations in network management and operation in the SNMP-
based network management as high-speed telecommunication network appeared.  

In this paper, we propose a dynamic network management system that automates 
the generation of information for management of network objects. The proposed 
system can generate a network management program automatically using information 
that has been provided along with the network equipments and SNMP library. Thus, 
we can make the network structure expansion while reducing the development time 
and cost of the network management program dramatically through proposed system. 

This paper is organized as the following. In Section 2, we briefly review related 
work and describe their weaknesses. We introduce the proposed system architecture 
in Section 3. We describe the result of analysis of experiment through our system in 
Section 4, followed by the conclusion which summarizes our contributions and 
discusses future work in Section 5.  

2   Related Work 

SNMP has many advantages like easy implementation and a simple structure. 
However, the high-speed telecommunication network enlarges volume of network 
and makes structure of network complex. Therefore it becomes more difficult that we 
manage various network devices and hosting systems. Especially, network 
management application development is more difficult. The network management 
application should orchestrate network management objects automatically.  

In order to complement the disadvantages of the SNMP-based network 
management system, many researchers have applied XML as a scheme to transfer and 
process large amount of data generated from a broad network [2], [3] effectively. 
These researches are to express managed information using XML and transfer these 
XML documents by HTTP [3], [4]. Moreover, when data is stored in database or 
processed by user application, it uses XML standardization [5].  

Web based structure accelerates lots of new application programs by providing 
various kinds of data which was distributed in the internet and platform-independent 
easily. Therefore, there is a number of researches integrating existing different 
managed protocols and tools by applying web techniques into the network 
management or system management [6], [7], [8], [9]. However, the researches do not 
concentrate on management as they are SNMP agent, and depend on manual work in 
order to develop a network management program. Therefore, it requires expensive 
cost and time for developing a network management program. Also, a network 
manager spends a lot of time on modifying errors. Moreover, commercial network 
management systems such as OpenView [10], and MRTG [11] generates network 
management program manually.  

This paper focuses on how to solve the problems that increase the cost and time in 
development of network management applications. Whenever changes happen in the 
network, the network manager must modify or create a new management application 
to manage network management objects. Therefore this works increases the cost and 
time for developing network management application and distributing the network 
management application to the newly added network devices. We need a tool to 
generate management program automatically for the newly added network 
management objects. 
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In this paper, we present a system which can develop network management object 
management program automatically. When we try to develop the management 
program for the newly added network management objects, the proposed system is 
able to reduce network development cost and time because it uses and stores common 
and frequent information.  

3   Architecture of Dynamic Network Management System 

The proposed system consists of Configuration Management, Fault Management, 
Performance Management, AG-NC ([12], [13]), SNMP API, and Database interface 
for managing complex network widely as Fig. 1.   

 

Fig. 1. Overall architecture of dynamic network management system 

3.1   Configuration Management 

Configuration Management takes charge of managing network equipments and all 
contents configure of network equipments in network. The network manager manages 
group unit classifying departments or regions of department configuring network. We 
need to manage node configuration information such as sysDescr, sysObjectID, 
sysName, sysContact, sysLocation, and sysServices and interface information such as 
ifDescr, ifType, ifMTU, ifSpeed, ifPhyAddress, ifAdminStatus, and ifOperStatus.  

3.2   Performance Management 

Performance Management can optimize traffic performance of network through 
adjustment design of network by monitoring status occurring in the network. In here, 
Network manager can accomplish node, interface, and service management. First, 
node performance management is managed by CPU and Memory usages, and if 
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collected performance value over set up threshold, then node performance 
management can generate a TCA (Threshold Crossing Alert). The TCA is control 
attribute for performance management that information can identify occurring status 
from network management object. Second, we use data such as interface input usage, 
input throughput, input error rate, and input discard rate for interface performance 
management. Finally, service performance management manages by using status, 
node, and interface information of current network service.  

3.3   Fault Management 

Fault Management takes charge of supporting information in real time that 
automatically monitor fault about node, interface, and service in network. The 
proposed system divides into four levels as follows. First, critical level is a serious 
fault which causes serious problem in the system. Second, major level is important 
fault which causes important problem in the system and occur problem in operation of 
network. Third, minor level is general fault, which causes problem in the system, but 
the operation of network is normal. Lastly, warning level is just notice, which need a 
system check for operation of network. 

3.4   AG-NC 

Fig. 2 shows inner components relationship of AG-NC. In order to generate network 
management program automatically, AG-NC consists of NE Basic Info Handler, MIB 
Handler, Template Handler, and Operation Handler. 

 

Fig. 2. Inner components relationship of AG-NC 

The functions of these components in AG-NC are described in detail in the next 
section. 

A. NE Basic Info Handler 
This component takes charge of storing and creating basic information of network 
management objects. In order to create basic information, we need some information. 
First, a class name of new network management program and program name of 
network management objects. Second, a file name of MIB that network manager uses 
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to specify network management objects. Third, object name for the specific network 
management object. Fourth, acceptance or rejection of method for set operation of 
SNMP. Finally, acceptance or rejection of method switching over from a specific 
numeric data contained in MIB to character data. We will generate a network 
management program based on this information.  

B. Operation Handler 
Operation handler manages operations for SNMP execution. SNMP protocol has four 
kinds of operation such as Get, Get Next, Set, and Trap. Get operation reads 
management information such as status and run-time of network management object.  
When the operation handler reads information of a specific component, a manager as 
a sender of message enquires of an agent small application which marks the network 
management objects. Get Next operation takes lower layer information from the 
hierarchical tree structure. Set operation has the control of handling MIB of the 
network management object. The manager can initiate or reconfigure network 
management object by requesting to agent according to application. Trap operation is 
threshold or event which is reported to the manager.  

C.  MIB Handler 
MIB handler takes charge of building MIB information tree to generate network 
management application. MIB information tree makes a hierarchy of MIB objects. 
MIB handler extracts identification values of MIB objects which is a target for the 
network management application from MIB information tree, and builds a tree after 
parsing the content of MIB file. The MIB objects are managed and classified by 
single and entry objects single object means that MIB object attribute corresponds to 
one attribute value in MIB information tree. One of the examples is ‘sysDescr’ 
attribute. This ‘sysDescr’ attribute describes an explanation of network equipment, 
also it has not anything lower layer attribute. On the contrary, entry objects means 
that there are more than one attribute values for MIB object attribute. One example is 
‘ifEntry’ attribute. This attribute has many lower layer attributes. These objects are 
different from network management objects. The MIB information tree creates a 
process of two steps. The first step is MIB file reading process. In this step, MIB 
handler reads MIB files corresponding to more than one MIB file names selected in 
the basic data selection step (NE Basic Handler). After reading MIB file, we generate 
MIB file information tree from the read MIB file (MIB file information tree is 
generated from the read MIB file). In order to generate MIB information tree, we use 
default MIB file and user-added MIB file.  

D. Template Handler 
Template Handler supports formal information such as template header and template  
tail, which are commonly used in generated network management application. In the  
template header, name of network management application and necessary application 
variables are defined. In the template tail, source code that configures method for deb
ugging is defined. 

The proposed framework generates an automatic application with not only single 
objects, but also entry objects, and also the generation process of network 
management application for them is the same.  
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4   Experimental Analysis 

In this section, we evaluate the efficiency of the generated application through our 
system. Efficiency of application is how exactly the information is obtained from 
various kinds of network objects.  

4.1   Analysis Result 

We assume that it is impossible to collect the information of the network objects in 
network with manually generated network management program and automatically 
generated network management in AG-NC because network management system 
manages status of network in real time. It is because the volume of traffic which is 
input every time is different by characteristics of network. Therefore we would 
compare the network management program which is created manually with which is 
generated automatically in the same network environment and for the same network 
object. We would also evaluate the efficiency, development time and error rate. Also, 
we would analyze the reliability of proposed system through the test about how 
exactly to manage network status of network object. In order to verify the generated 
network management program between our system and the existing method (manual 
manner), we get information from one network objects as shown in Table 1.  

Table 1. Example of Network object 

Object Name Network Object Description 

CISCO Router

Cisco Internetwork Operating System Software IOS (tm) C3550 Software 
(C3550-I5Q3L2-M), Version 12.1(13)EA1, RELEASE SOFTWARE (fc1) 
Copyright (c) 1986-2003 by cisco Systems, Inc. Compiled Tue 04-Mar-03 
03:10 by yenanh 

For CICSO Router object, we must analyze MIB of 1416 lines and total 5705 lines. 
Total 5705 lines mean that 4868 lines are common module and 839 lines are only 
CISCO module. In here, we are considering CISCO module. In order to verify the 
result of CISCO module, we repeat test step followed by error modification until no 
error existing. Next, we employ this module in the network management system. The 
verifying processing terminates when this module monitor CISCO Router normally. 
Otherwise, we do again the same process.  

Fig. 3 shows the test results of two methods. That is, the existing method consumes 
much time about one week for analyzing total lines and 3 days for developing only 
CISCO module. There we can reduce 36% totally generating time of network 
management program through our system. 

We obtain the result that the collected information from CISCO Router object 
using the generated network management program through our system has no errors. 
Also, we can reduce consuming cost for maintenance and management of network 
management system. These results verified confidence of our system. Fig. 4 shows 
the monitoring results of input/output traffics of CISCO Router connecting to the 
network using generated network program through our system. Where upper line is 
output traffic and lower line is input traffic. 
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Fig. 3. Development Time compare between the manual manner and the proposed method 

  

Fig. 4. Result of Input/Output traffics of CISCO Router using generated network program 
through our system 

5   Conclusion 

The existing SNMP based network management systems create the network 
management program manually for network objects, when adding new network 
device or network components to the network. Moreover, it can cause large amount of 
overhead in developing network management program because of developing new 
network management object (e.g. network device) continuance. 

Therefore, we proposed a dynamic network management system that considers 
automatically network management program in the paper. The proposed system 
consists of basic components for real time network management and AG-NC in order 
to actively support information generation for network management objects through 
these basic components. The basic components includes configuration management, 
performance management, and fault management. AG-NC includes NE Basic Info 
Handler, MIB Handler, Template Handler, and Operation Handler. It can create an 
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automatic network management program that accomplishes network management 
with SNMP manager using information of network objects. As a result, we show 
capability to reduce time and cost for maintaining network with evaluation of time 
consumed and error rate in the generation of network management program by 
applying in an actual network environment. 

Our dynamic network management system contributes not only an objects 
automatically generating network program, but also improves accuracy of network 
program. 
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Abstract. The purpose of this paper is to solve Quality-of-Service (QoS) 
multicast routing problem by Particle Swarm Optimization (PSO). The QoS 
multicast routing optimization problem was transformed into a quasi-
continuous problem by constructing a new integer coding and the constrained 
conditions in the problem were solved by the method of penalty function. The 
experimental results indicated that the proposed algorithm could converge to 
the optimal on near-optimal solution with less computational cost. It also 
appeared that PSO outperformed Genetic Algorithm on QoS the tested 
multicast routing problem.  

Keywords: Quality-of Service, Multicast Routing, Particle swarm optimization. 

1   Introduction 

Multicast services have been used by various continuous media applications. The 
provision of Quality-of-Service (QoS) guarantees is of utmost importance for the 
development of the multicast services. Multicast routing has continued to be a very 
important research issue in the areas of networks and distributed systems. QoS 
multicast routing relies on state parameters specifying resource availability at network 
nodes or links, and uses them to find paths with enough free resources. An efficient 
allocation of network resources to satisfy the different QoS requirements is the 
primary goal of QoS-based multicast routing. However the inter-dependency and 
conflication among multiple QoS parameters makes the problem difficult. It has been 
demonstrated that it is NP-Complete to find a feasible multicast tree with two 
independent additive path constraints. 

With introduction of QoS to network service, the multicast problem becomes more 
challenging. The QoS requirements can be classified into link constraints (e.g., 
bandwidth), path constraints (e.g., end to end delay) and tree constraints (e.g., delay-
jitter). Generally, heuristics are employed to solve this NP-complete problem. Some 
GAs has been used to solve the problem from different aspects [8]. GA reassures a 
higher chance of reaching a global optimum by starting with multiple random search 
points and considering several candidate solutions simultaneously. 

A recent development in optimization theory sees the emergence of Swarm 
Intelligence, a category of stochastic search methods for solving Global Optimization 
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(GO) problems. Particle Swarm Optimization (PSO) method is one of its member. It 
was originally proposed by J. Kennedy as a simulation of social behavior of bird 
flock, and it was initially introduced as an optimization method in 1995 ([9]). PSO is 
related with Artificial life, and specifically to swarm theories, and also with 
Evolutionary Computation, especially Evolutionary Strategy and GA. It can be easily 
implemented and it is computationally inexpensive, since its memory and CPU speed 
requirements are low. PSO has been proved to be an efficient method for many GO 
problems and in some cases it does not suffer the difficulties encountered by GA [1]. 

PSO was originally proposed to solve the continuous functions optimization. So 
far, it has rarely been used to discrete Combinatory Optimization Problems (COP). 
The purpose of this paper is to solve QoS multicast routing problem via PSO, which 
is an attempt to explore the applicability of PSO to COPs. The rest of the paper is 
organized as follows. In Section 2, the network model of QoS multicast routing 
problem is introduced. The origin and the development of PSO is described in Section 
3. Section 4 is our proposed PSO-based QoS multicast routing algorithm. The 
experiment results are given in Section 5 and the paper is concluded in Section 6. 

2   Network Model 

A network is usually represented as a weighted digraph G = (V, E), where V denotes 
the set of nodes and E denotes the set of communication links connecting the nodes. 
|V| and |E| denote the number of nodes and links in the network, respectively, Without 
loss of generality, only digraphs are considered in which there exists at most one link 
between a pair of ordered nodes [7].  

Let Vs ∈ be source node of a multicast tree, and }}{{ sVM −⊆ be a set of end 

nodes of the multicast tree. Let R be the positive weight and R+ be the nonnegative 
weight. For any link Ee ∈ , we can define the some QoS metrics: delay function 

delay (e): RE → , cost function cost (e): RE → , bandwidth function bandwidth (e): 

RE → ; and delay jitter function delay-jitter (e): +→ RE . Similarly, for any node 
Vn ∈ , one can also define some metrics: delay function delay (n): RV → , cost 

function cost (n): RV → , delay jitter function delay-jitter (n): +→ RV  and packet 

loss function packet-loss (n): +→ RV . We also use ),( MsT  to denote a multicast 

tree, which has the following relations:  
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where ( )Tsp ,  denotes the path from source s to end node t to T(s, M). With QoS 

requirements, the problem can be represented as finding a multicast tree T(s, M) 
satisfying the following constraints: 

1. Delay Constraint: delay(p(s,T))≤D; 
2. Bandwidth Constraint: bandwidth(p(s,T))≥B； 
3. Delay-jitter Constraint: delay-jitter(p(s,T))≤J； 
4. Packet-loss Constraint: packet-loss(p(s,T))≤L; 

QoS multicast routing problem is a NP-complete hard problem, which is also a 
challenging problem for high-performance networks. 

3   Particle Swarm Optimization 

Particle Swarm Optimization (PSO), originally proposed by J. Kennedy and R. 
Eberhart [5], has become a most fascinating branch of evolutionary computation. The 
underlying motivation for the development of PSO algorithm was social behavior of 
animals such as bird flocking, fish schooling, and swarm theory. Like genetic 
algorithm (GA), PSO is a population-based random search technique but that 
outperforms GA in many practical applications, particularly in nonlinear optimization 
problems [1]. In the standard PSO model, each individual is treated as a volume-less 
particle in the D-dimensional space, with the position and velocity of ith particle 
represented as ),,,( 21 iDiii XXXX = and ),,,( 21 iDiii VVVV = [10]. The particles move 

according to the following equation: 

)(*)(*)(*)(** 21 idgidididid XPRandcXPrandcVwV −⋅+−⋅+=  (6) 

ididid VXX +=     (7) 

where 
1c  and 

2c  are positive constant and rand() and Rand() are two random 

functions in the range of [0,1]. Parameter w is the inertia weight introduced to 
accelerate the convergence speed of the PSO. Vector ),,,( 21 iDiii PPPP =  is the 

best previous position (the position giving the best fitness value) of particle i called 
pbest, and vector ),,,( 21 gDggg PPPP =  is the position of the best particle among all 

the particles in the population and called gbest. 
Since the origin of PSO, many researchers have been devoted to improving its 

performance, and therefore, many revised versions of PSO have been proposed, 
among which the most important are those proposed in ([2][3][4][5][6]). These 
various improved versions, generally speaking, can enhance the convergence 
performance and the search ability of PSO considerably. 

4    The Proposed Algorithm 

In this section, we proposed our PSO-based QoS Multicast Routing Algorithm. 
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4.1   Coding 

The coding is one of important problems to solve the QoS multicast routing problem 
using Particle Swarm Optimization (PSO) algorithm. It involves encoding a path serial 
into a feasible solution (or a position) in the search space of the particle. In this paper, 
we design a new integral coding scheme for PSO so that it can be employed to solve 
the discrete combinatory optimization problem. In our scheme, the number of paths (no 
loop) reaching each end node t∈M worked out. With the number of end nodes 
denoted by M , the number of paths to end node i is represented as )1( Mini ≤≤ . 

The paths to end node i can be numbered by an integer variable )1( Miti ≤≤ , where 

)1](,1[ Mint ii ≤≤∈ . Therefore we can obtain a M -dimensional integral vector 

),,,( 21 Mttt  denoting a possible path serial with each component it  varying in the 

interval ],1[ in . In the PSO for Qos Multicasting routing problem, such an integral 

vector represents the position of the particle and the combinatory optimization problem 
is reduced to a M -dimensional integral programming. 

The initial population is a matrix with row vectors representing particles’ positions. 
The dimension of a row vector is the number of end nodes. The value of the ith 
component of a row vector denotes the number of a path from the source node to end 

node i, which is initialized by randomly select an integer number in the interval, ],1[ in . 

4.2   Fitness Function 

In our proposed method, the fitness unction is defined as： 

( ) ( )( ) ( ) ( ) ( )( )pfjfdf
MsTt

xf ∗+∗+∗= 432
1

,cos
ωωωω   (8) 

where ω1 ，ω2，ω3 and ω4 is the weight of cost, delay, delay-jitter and packet loss, 
respectively; f(d), f(j) and f(p) are defined as: 

( ) ( )( )( ),,∏
∈

−=
Mt

d DtspdelayFdf     (9) 

( )( )( ) ( )( )
( )( ){ Dtspdelay

Dtspdelayd DtspdelayF <
≥=− ,,1

,,, α   (10) 

( ) ( )( )( ),,_∏
∈

−=
Mt

j JtspjitterdelayFjf   (11) 

( )( )( ) ( )( )
( )( ){ Jtspjitterdelay

Jtspjitterdelayj JtspjitterdelayF <
≥=− ,_,1

,_,,_ β
  (12) 

( ) ( )( )( )∏
∈

−=
Mt

p LtsplosspacketFpf ,,_   (13) 

( )( )( ) ( )( )
( )( ){ Ltsplosspacket

Ltsplosspacketp LtsplosspacketF <
≥=− ,_,1

,_,,_ σ  (14) 

where Fd(x), Fj(x) and Fp(x) are penalty functions for delay, delay-jitter and packet 
loss, respectively, and α ，β and σ are positive numbers smaller than 1. 



940 J. Liu, J. Sun, and W. Xu 

4.3   Implementation of PSO on the Problem 

PSO-based QoS Multicast Routing Algorithm 
Input: The dimension of the particles’ positions (equal to the number of end nodes); 
Population size; Parameters of the network model. 
Output: The best fitness value after PSO executes for MAXITER iterations; optimal 
multicast tree. 
The proposed algorithm is described as follows: 
1. Initialize the population; 
2. for t=1 to MAXITER 
3. Compute the fitness value of each particle according to (17); 

4. Update the personal best position iP ; 

5. Update the global best position gP ; 

6. for each particle in the population 
7. Update each component of the particle’s velocity and position by (9) and (10) and 

adjust the component it  as an integer in ],1[ in ; 

8. endfor 
9. endfor 

4.4   Loop-Deletion Operation 

Implementation of PSO on the problem yields an optimal multicast tree denoted by a 

path serial. The path serial is a M -dimensional integral vector with each component 

being the path number of a path from the source code to corresponding end node. To 
make the multicast tree a feasible solution of the problem, we must delete loops 
existing in it. The operation of loop deletion is as follows. 

Loop-deletion Operation: 
1. for i=1 to M  

2. for j=1 to I+1 
3. if there exists loop between ith and jth path of the path serial; 
4. Compare the costs of the routs that constitute the loop and delete the more 

expensive rout; 
5. endif 
6. endfor 
7. endfor 

By the above operation, we can obtain a non-loop optimal multicast tree with lowest 
cost. 

5   Experiment 

To test the performance of the PSO-based Multicast Routing Algorithm, we use the 
network model in Figure 1 as our tested problem. In the experiments, it is assumed 
that all the end nodes of multicast satisfy the same set of QoS constraints without 
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regard to the characteristics of the nodes. The characteristics of the edges described 
by a quaternion (d, j, b, c) with the components representing delay, delay-jitter, 
bandwidth and cost, respectively. For performance comparison, Genetic Algorithm 
(GA) was applied to test the problem. The experiments were realized with Visual 
C++6.0 on Windows XP and executed on a PC with 2.10GHz-CPU and 256MB-
RAM. 

The experiment configuration is as follows. The population size for PSO is 50 and 
maximum number of iterations is for all three algorithms and the number of the end 
nodes is 5. The fitness function is formula (8) with ω1=1, ω2=0.5, ω3=0.5, ω4=0.3, 
α=0.5, β=0.5, σ=0.5. There are 23 nodes in the network model (Figure 1), and we 
assume node 0 to be the source node; the set of end nodes to be M={4,9,14,19,22}. 
The inertia weight w in PSO decreases linearly from 0.9 to 0.4 over a running and 
acceleration coefficients c1 and c2 are fixed at 2.0. For GA, the population size is 100 
and binary tournament selection is used. The probability of crossover operation is 0.2 
and that of mutation operation is 0.002. 
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Fig. 1. A network model as the testing paradigm in our experiments 
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Fig. 2. Multicast trees (broad-brush) generated by Genetic Algorithm. (a). D=20, J=30, B=40 
and L=0.002; (b). D=25, J=35, B=40 and L=0.002. 



942 J. Liu, J. Sun, and W. Xu 

We adopt two sets of constraints in the experiments: 

1. When delay constraint D=20, delay-jitter constraint J=30, bandwidth constraint 
B=40 and packet loss constraint L=0.002, the multicast trees generated by the three 
algorithms are shown in Figure 2(a), Figure 3(a) and Figure 4(a), respectively. 

2. When delay constraint D=25, delay-jitter constraint J=35 and bandwidth constraint 
B=40 and packet loss constraint L=0.002, the multicast trees generated by the three 
algorithms are shown in Figure 2(b), Figure 3(b) and Figure 4(b), respectively. 
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Fig. 3. Multicast trees (broad-brush) generated by PSO Algorithm. (a). D=20, J=30, B=40 and 
L=0.002; (b). D=25, J=35, B=40 and L=0.002. 

For constraints that D=25, J=35, B=40 and L=0.002, we recorded in Table 1 the 
dynamic changes of best fitness values as the algorithms are executing. The best 
fitness values generated by PSO and GA after 200 iterations are 0.223214 and 
0.116460. Thus we can conclude that PSO has the best performance and could yield 
the better multicast tree than GA. 

Table 1. Dyanmic changes of best fitness values of GA, PSO and QPSO 

Iter 20 50 100 150 200 

GA 0.054825 0.098168 0.116460 0.116460 0.116460 

PS 0.050000 0.076844 0.111607 0.146484 0.223214 

6   Conclusion 

The paper presented a PSO-based multicast routing policy for Internet, mobile 
network or other high-performance networks. This algorithm provides QoS-sensitive 
paths in a scalable and flexible way in the networks environment. It can also optimize 
the network resources such as bandwidth and delay, and can converge to the optimal 
on near-optimal solution within fewer iterations. The incremental rate of 
computational cost can close to polynomial and is less than exponential rate. The 
availability and efficiency of PSO on the problem have been verified by experiments. 
We also test for performance comparison, and the experiment results show that PSO 
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outperforms GA on QoS the tested multicast routing problem. Our future work will 
focus on using PSO to solve QoS multicast routing in network environment with 
uncertain parameter. 
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Abstract. In data mining problems, the selection of appropriate input
transformations is often crucial to obtain good solutions. The purpose
of such transformations is to project the original attribute space onto a
new one that, being closer to the problem structure, allows for more com-
pact and interpretable solutions. We address the problem of automatic
construction of input transformations in classification problems. We use
an evolutionary approach to search the space of input transformations
and a linear method to perform classification on the new feature space.
Our assumption is that once a proper data representation, which cap-
tures the problem structure, is found, even a linear classifier may find a
good solution. Linear methods are free from local minima, while the use
of a representation space closer to the problem structure will in general
provide more compact and interpretable solutions. We test our method
using an artificial problem and a real classification problem from the UCI
database. In both cases we obtain low error solutions that in addition
are compact and interpretable.

1 Introduction

In a data mining problem, one tries to fit a model to known data in order to
extract useful patterns [1]. Common modeling methods include induction of de-
cision trees, artificial neural networks, support vector machines, etc. Any of them
may perform better than the others for a subset of particular problems. How-
ever, independently of the method used, a previous data preprocessing step is
essential in any data mining problem, and to a great extent it is determinant of
the quality of the final result. Data preprocessing is usually driven by a human
analyst, who constructs a new data representation, derived from the initial prob-
lem data, based on a priori knowledge of the problem structure. Starting from
the set of original input attributes, new features are constructed by selecting dif-
ferent subsets of attributes (input selection) and transformations to be applied
on them (transformation selection). These two processes can be automated to
some degree by heuristic search, which is related to the fields of feature selection
[2,3,4] and feature construction [5,6,7,8,9,10,11].

In this paper we focus on pattern classification problems [12], where each of
the examples in a set of data items must be assigned to one of several classes.
We emphasize the preprocessing phase, aiming at the automatic construction of
a data representation space that is close to the problem structure and simplifies

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 944–952, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Evolutionary Search of Optimal Features 945

as much as possible the subsequent learning stages. The underlying hypothe-
sis is that, once a proper representation has been found for the problem data,
classification can be performed by a linear method. So we concentrate on the
automatic construction of a new set of optimal features, defined as those that
allow for a linear solution of the problem.

We explore this approach using evolutionary computation to search the rep-
resentation space for the optimal features. A given set of newly constructed
attributes is evaluated by computing the classification error rate of a linear clas-
sifier that uses the attributes as input. The error rate is then used by the search
algorithm to find the best set of attributes. In particular, we use genetic program-
ming (GP) [13] in combination with linear discriminant analysis (LDA) [12]. We
apply this method to two different classification problems. The first one is a syn-
thetic problem in two dimensions, which in the original input space presents a
complex overlap between the two classes [14]. The proposed methodology is able
to find different representations, based on the trigonometric functions, that allow
linear classification, while other classification algorithms fail to find a solution.
The second problem is the well known BUPA Liver Disorder from the UCI data-
base [15]. Our algorithm finds error competitive solutions, that in addition are
more compact and easier to interpret than other solutions in the literature [8].

Evolutionary approaches have been widely used in the field of feature con-
struction [7,8,9,16,17]. Our approach differs from previous ones in the use of a
linear method to perform classification. This presents some advantages. First,
linear methods do not suffer from local minima, and the optimal solution can
often be found analytically. Second, a linear projection will be in general eas-
ier to interpret than a non-linear mapping. Finally, using a data representation
that is closer to the problem structure usually produces more compact solutions,
avoiding overfitting and in turn allowing for better generalization. The use of a
linear classifier in combination with evolutionary search of the input transfor-
mation space was first explored by [18]. They used genetic algorithms to find
new features that consisted of polynomial combinations of the original problem
attributes. In a previous research we extended their work by allowing different
bases to be searched by the genetic algorithm [14]. We showed that the use
of trigonometric functions can be useful when the problem has certain hidden
periodicity. In the present work, we replace the genetic algorithms by genetic
programming, which is a more powerful language to construct symbolic func-
tions. In addition, in order to control the explosive combinatorial power intrinsic
to the GP search, we introduce a new complexity control mechanism.

2 Implementation Details

We use GP to evolve a population of individuals, each one consisting of a set
of transformations that, applied to the original input data, define a new set of
features. For any of such individuals, classification of the whole training set is per-
formed by a linear classifier that uses the new features as input. The classification
error rate, combined with a complexity term that favors simple transformations,
determines the fitness of the individual in the evolutionary process.
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2.1 Evolutionary Search of Optimal Transformations

Automatic feature selection and construction are computationally expensive
processes. When the number of input variables is too large, an exhaustive search
of the transformation space is not feasible. In such a situation, alternatives based
on evolutionary computation are a good choice. They provide a global search
mechanism that avoids exhaustive search. In this context, genetic programming
(GP) appears particularly useful, as it provides a powerful language to construct
and evolve symbolic expressions using a very intuitive tree representation [13].

In our genetic program, each individual defines a new set of features, and
is given by a tree-shaped expression constructed from the following set of node
operators: {F, +, −, ∗, /, sin, cos, log}. The node F is reserved for the tree root. It
has an arbitrary number of descendants, n, which determines the number of new
features. The set {+, −, ∗, /} consists of binary operators that perform arithmetic
operations, and the set {sin, cos, log} consists of unitary operators that perform
the sine, the cosine and the logarithm respectively. As terminal nodes, we allow
any of the original variables, as well as some symbolic constants such as π.
Figure 1 shows an example of the tree representation of a GP individual for a
2D problem.

F

cos

*

/

x1x1

x2x1

Fig. 1. Tree representation of a GP individual for a 2D problem for the variables x1

and x2. The number of new attributes is set to n = 2. The set of new features generated
by this tree is {cosx2

1, x1/x2}.

To perform the experiments, we use the BEAGLE Puppy library [19], con-
figuring the genetic program parameters in a standard way. The evaluation of a
GP individual, T , is performed by computing the following fitness function:

f(T ) = (1 − α)A(T ) + α(1 − C(T )) (1)

where A(T ) measures the accuracy of the linear classifier that uses the features
in T ; C(T ) measures the tree complexity; and the parameter α, which varies
between 0 and 1, weights the balance between accuracy and complexity. The ac-
curacy and complexity contributions to the fitness function are described below.
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2.2 Accuracy

In order to compute the accuracy of a given GP individual T , we must classify the
whole training set using the features defined in T . We use Linear Discriminant
Analysis (LDA) to perform the classification. The classification error, E(T ), is
calculated as the percentage of misclassified patterns, and it is used to calculate
the accuracy contribution to the fitness function as follows:

A(T ) =
1 − E(T )
1 + E(T )

(2)

This definition of A(T ) uses standardized error [13], which emphasizes the dif-
ferences for higher accuracy values. The accuracy equals 1 when there is no
classification error, and it is 0 when all the patterns are misclassified.

2.3 Complexity Control

When using GP for feature construction, some mechanism to control tree com-
plexity must be considered. Otherwise the evolved trees become extremely
complex, and provide features that overfit the training data given the classi-
fication method. This obviously reduces the generalization capabilities and must
be avoided. Typical complexity control policies limit the maximum tree depth
and the maximum number of nodes. The latter option is generally preferred [9],
since the former tends to produce balanced trees of the maximum allowed depth.

We use both policies. First, we limit the maximum tree depth d. Second, we
introduce a complexity term in the fitness function which penalizes trees with a
high number of nodes. The complexity term C(T ) takes into account the ratio
between the actual number of tree nodes and its maximum possible value. It is
given by:

C(T ) =
N(T )
n2d−1 (3)

where N(T ) is the number of nodes in the individual T which are at depth larger
than 2; and n is the number of features in T . This complexity measure takes
its minimum value of 0 for a minimal tree with n + 1 nodes and depth 1. Such
a minimal tree represents a subset of n of the original input attributes. The
maximum complexity value of 1 is given for a complete tree of depth d.

3 Test Problems

To illustrate our methodology, we show the results on two classification problems.
The first one is a 2 class synthetic problem in a bidimensional input space.
The original data representation makes the problem very difficult to solve for
traditional learning methods. The second problem is the well known BUPA Liver
Disorder from the UCI database [15].
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Table 1. Three different sets of optimal features for the 2D synthetic problem. Each
set is composed of 3 attributes that are used to classify the problem examples with
LDA. The resulting projection coefficients are also shown.

Att. 1 Att. 2 Att. 3
Set 1 sinπx sinπy 0 0

Coefs. 1 −8.66 0 0
Set 2 cosπ(x + y)-cosπ(x − y) cosπ(x + y)-cosπ(x − y) cosπ(x − y)-cosπ(x − y)

Coefs. 2 2.33 2.33 0
Set 3 cosπ 3.01 cosπ(x + y)-cosπ(x − y)

Coefs. 3 0 0 4.33

3.1 Synthetic Problem in Two Dimensions

The first problem consists of two classes, A and B, in a two-dimensional input
space, given by the attributes x and y. It is constructed in such a way that (i)
there exists an appropriate non-linear transformation that is able to separate
the classes with no error; and (ii) in the original input space the classes present
a very high overlap and, given the number of examples, seem to follow the same
distribution (see figure 2, left). This last fact makes the problem difficult to
solve for traditional learning algorithms, such as neural networks or decision
trees, which provide errors close to 50% [14]. Class A patterns are defined in the
following way:

(x, y) ∈ A ←→ mod(int(x), 2) = mod(int(y), 2) (4)

where int(x) is the integer part of x and mod(x, 2) is the remainder of x/2. Class
B patterns are those that do not satisfy the equality in eq. 4. The two classes
can be separated with no error using the transformation z =sinπxsinπy (figure
2, right). However, as far as the number of patterns is small, it becomes quite
complicated to discover the hidden structure.

We have applied the previous methodology to the problem, using the oper-
ators {+, −, ∗, /, sin, cos}. As terminal nodes we allow the two input variables
x and y, the symbolic constant π, and randomly generated constants. We use
populations of 1000 individuals, and perform evolution during 30 epochs. The
number of new features associated to an individual is n = 3, and the com-
plexity control parameter is set to α = 0.5. In table 1 we present three dif-
ferent sets of optimal features obtained in three different runs, together with
their associated projection coefficients. Note that LDA sets to 0 the coefficients
for those features that do not contribute to the problem solution. Any of the
three sets represents a transformation that allows for a linear separation of
the problem. GP does not find a unique solution for this problem. Surpris-
ingly, trigonometric equivalences are found by the algorithm. In fact, the at-
tributes in sets 2 and 3 of the table are showing the equivalence sinAsinB =
(cos(A − B) − cos(A + B))/2.
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Fig. 2. Left. Input patterns for a problem with two classes and two attributes x and
y. There are 1000 patterns of class A (circles) and 1000 patterns of class B (crosses).
Apparently the two classes follow the same (uniform) distribution in the considered
interval. Right. Class distributions in the new feature space {x, sinπxsinπy}.

Table 2. Three different sets of constructed attributes for the BUPA problem. Each
set is composed of 4 attributes that are used to classify the problem examples with
LDA. The resulting projection coefficients are also shown. The last column indicates
the test error obtained for the attribute set.

Att. 1 Att. 2 Att. 3 Att. 4 Error
Set 1 log(n2 + n3) n3 n5 n4

Coefs. 1 −0.33 0.86 −0.28 −0.78 0.29
Set 1 n4 log(n6) + n6 + n2 + n5/n6 n5 n3

Coefs. 1 −1.08 0.21 −0.37 0.91 0.26
Set 1 log(n6) n3 n4 n4n6

Coefs. 1 0.47 0.75 −1.04 0.21 0.29

3.2 BUPA Liver Disorder

This problem consists of predicting whether or not a male patient has a liver
disorder, based on blood test and alcohol consumption. There are 345 records
consisting of six continuous input attributes and a class variable. Of these, 145
examples belong to class 0 (absence) and 200 belong to class 1 (presence of
disease). We have tackled the problem using 1000 individuals with n = 4 asso-
ciated features, evolved during 100 epochs. Node operators include arithmetic
functions, and the cos and log functions. Terminal nodes allow the 6 original
input variables and random constants. We have performed simulations for dif-
ferent values of the control parameter α, ranging from 0 to 1. For each value of
α, the classification error rate is calculated as an average over 10 CV sets.

The results of our experiments are summarized in figure 3 and table 2. Figure
3A shows the error rate versus α. For increasing α, the classification error rate
slightly increases for the training set, as more complex trees can better adapt
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Fig. 3. A. Average error rate versus control parameter α for the BUPA problem. Solid
line is for the training set, dashed line is for the test set. The error values are averages
over 10 CV sets. B. Average tree size (number of nodes) versus α.

to the regularities of the training data. For the test set, however, the error
remains almost constant for the full range of α values. Figure 3B displays the
average tree size for different αs. Simpler trees are obtained for the higher values
of the control parameter. Comparing the two graphs we see that, for high α,
much simpler models can be obtained at almost no expense on the error rate.
In table 2 we show some of the attribute sets obtained for α = 0.8, together
with their projection coefficients and error rate on the test set. The computed
errors are similar to those reported in the literature [8,20], yet they are achieved
with much simpler models. For instance, [8] obtain too complex models, such as
((n2 − (n2/n3))/(n5 + (n2 + n6)/n3))/(n4/n3). The much simpler models that
we obtain allow for easier interpretation of the problem structure.

4 Discussion

The traditional approach in pattern classification is biased towards the learning
algorithm. Data manipulation techniques, such as feature construction and se-
lection, are viewed as preprocessing steps that aid the learning method. In this
paper we propose a change of view that considers the search for the optimal
problem representation as the main goal. This search is guided by the error rate
of the classification method, which acts as a tool but not as the final objective.
In this context, we define an optimal problem representation as the one that
allows classification by means of a linear method.

As a counter-argument to the use of linear classifiers, it could be argued that a
more complex learning algorithm, such as a multilayer perceptron, can compute
linear functions, and introduce non-linear terms if needed. Nevertheless, this op-
tion presents some problems that must be considered. First, the combination
of complex attribute construction and complex learning algorithm leads to an
overall complex process which has a larger tendency to overfitting and loss of
generalization. Second, non-linear learning methods have multiple locally opti-
mal solutions, and so the fitness of a given set of attributes is not well defined,
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but depends on the particular run of the learning process. Using a linear classifier
this problem is avoided, and the fitness measure for any set of input attributes
is uniquely defined. In addition, the computation of the optimal solution can be
performed avoiding training during a long number of epochs.

We use genetic programming to construct non-linear features using a rich set
of basis functions. In order to avoid the construction of too complex features
that may induce to overfitting, a new complexity measure is introduced. The
obtained new problem representation is evaluated using a linear discriminant.
The methodology here presented gives rise to much simpler models than the ones
previously developed in the literature [8,20]. These simpler models allow for an
easier interpretation of the problem structure.
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Abstract. In this paper we apply Biased Minimax Probability Machine
(BMPM) to address the problem of relevance feedback in Content-based
Image Retrieval (CBIR). In our proposed methodology we treat rele-
vance feedback task in CBIR as an imbalanced learning task which is
more reasonable than traditional methods since the negative instances
largely outnumber the positive instances. Furthermore we incorporate
active learning in order to improve the framework performance, i.e., try
to reduce the number of iterations used to achieve the optimal boundary
between relevant and irrelevant images. Different from previous works,
this model builds up a biased classifier and achieves the optimal boundary
using fewer iterations. Experiments are performed to evaluate the effi-
ciency of our method, and promising experimental results are obtained.

1 Introduction

Content-based Image Retrieval (CBIR) has attracted a lot of research interests in
the past decade [9]. For Content-based Image Retrieval, i.e., searching in image
database based on their content, the focus was on Query By Example (QBE).
A representative CBIR system contains four major parts: image representation,
high-dimensional image indexing, similarity measurement between images and
system design [12]. At the early stage of CBIR research, scientists focused on the
feature extraction for the best representation of the content of images. However
these features are often low-level features. Therefore two semantically similar
objects may locate far from each other in the feature space, while two absolutely
different images may lie close to each other [12]. This is known as the problem of
semantic gap between low-level features and high-level concepts and the subjec-
tivity of human perception [2]. Although many features have been investigated
for some CBIR systems, and some of them demonstrated good performance, the
problem has been the major encumbrance to more successful CBIR systems.

Relevance feedback has been shown to be a powerful tool to address the prob-
lem of the semantic gap and the subjectivity of human perception problems
in CBIR [2]. Widely used in text retrieval, relevance feedback was first intro-
duced by Rui et al. [8] as an iterative tool in CBIR. Since then it becomes a

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 953–960, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



954 X. Peng and I. King

major research topic in this area. Recently, researchers proposed a number of
classification techniques to attack relevance feedback tasks, in which SVM-based
techniques are considered as the most promising and effective techniques [2]. The
major SVM technique treats the relevance feedback problem as a strict binary
classification problem. However, these methods do not consider the imbalanced
dataset problem, which means the number of irrelevant images are significantly
larger than the relevant images. This imbalanced dataset problem would lead
the positive data (relevant images) be overwhelmed by the negative data (irrel-
evant images). Furthermore, how to reduce the number of iterations in order to
achieve the optimal boundary in this learning task is also a critical problem for
image retrieval from large datasets.

In this paper, we propose a relevance feedback technique to incorporate both
Biased Minimax Probability Machine and Active Learning to attack these two
problems, which can better model the relevance feedback problem and reduce
the number of iterations in the learning interaction.

The rest of the paper is organized as follows. In Section II, we review some
previous work on relevance feedback. In Section III we first provide an introduc-
tion for Active Learning and Biased Minimax Probability Machine (BMPM),
then we formulate the relevance feedback technique employing BMPM and Ac-
tive Learning. Furthermore we show the advantages compared with conventional
techniques. Experiments, performance evaluations are given in Section IV. Fi-
nally, Section V concludes our work and shows some directions for future work.

2 Related Work

In text retrieval, relevance feedback was used early on and had proven to improve
results significantly. The adoption of relevance feedback in CBIR is more recent,
and it has evolved to incorporate various machine learning techniques into ap-
plications recently. In [7], Decision Tree was employed to model the relevance
feedback task. In [1], Bayesian learning was conducted to attack the problem of
relevance feedback. Apart from these, many other conventional machine learn-
ing methods were also proposed, e.g., Self-organizing Map [5], Artificial Neural
Network [9], etc. Furthermore, many state-of-the-art classification algorithms
were suggested to model and solve the relevance feedback problem, e.g., Nearest
Neighborhood classifier [9] and Support Vector Machine (SVM) [11], etc. Among
these techniques, SVM-based techniques are the most effective techniques to ad-
dress the relevance feedback task in CBIR.

However, conventional relevance feedback techniques by SVMs or other learn-
ing models are based on strict binary classification tasks. In other words, they do
not consider the imbalanced dataset problem in relevance feedback. Moreover,
these techniques always consume a number of iterations to obtain an optimal
boundary which is not suitable for image retrieval from large datasets. In order
to address this imbalance classification task and make relevance feedback more
efficient, we propose the Biased Minimax Probability Machine Active Learning
to construct the relevance feedback technique in CBIR.
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3 Relevance Feedback by Active Learning Using BMPM

In this section, we introduce the concepts of Active Learning and Biased Minimax
Probability Machine. We then present and formulate our proposed Biased MPM
methodology with Active Learning, applying to relevance feedback.

3.1 Active Learning

In supervised learning, often the most time-consuming and costly process in de-
signing classifiers is object labelling when we face large scale learning tasks. In-
stead of randomly picking instances to be manually labelled for training dataset,
active learning is a novel mechanism for selecting unlabelled objects based on the
result of past labelled objects. Under this framework, the learner could construct
a classifier as quickly as possible while active learning method just provides fewer
optimal data.

Based on the different criterion for optimal data, there are three main types of
active learning method: “Most Information”, “Minimizing the Expected Error”
and “Farthest First” active learning methodologies. In each iteration of learn-
ing, the examples with highest classification uncertainty is chosen for manual
labelling [12]. Then the classification model is retrained with additional labelled
example. The key issue in active learning for relevance feedback is how to measure
the information associated with an unlabelled images. In [6], various of distinct
classifier models were first generated. Then, the classification uncertainty of a
test image is measured by the amount of disagreement among the test images.
Another batch of methodologies measure the information associated with a test
example by how far the example is away from the classification boundary. One
of the most promising approaches within this group is the SVM active learning
developed by Tong and Chang [11].

Let Oi, i = 1, 2, ..., N be the objects in the database, and x,y be the two
classes we want to perform classification. For each object Oi, we define proba-
bility Pic to be the probability that this object belongs to a particular class x
or y. Furthermore we define Pix=1 if the object Oi has been labelled to class x,
and Pix=0 if it has been classified to class y. Piy is defined likewise. If the object
has not been labelled, Pi is estimated by its nearest neighborhood. In order to
derive the expected information gain when we label a certain object, we define
an uncertainty measurement as follows:

Gi = Φ(Pix, Piy), i = 1, 2, ..., N (1)

where Gi is the information measurement and Φ(·) is a function on the class
probabilities of object Oi. Moreover, we use the entropy formulation to define
the information measurement as

Gi = Φ(Pix, Piy) = −PixlogPix − PiylogPiy (2)
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3.2 Biased Minimax Probability Machine

We assume two random vectors x and y represent two classes of data with mean
and covariance matrices as {x, Σx} and {y, Σy}, respectively in a two-category
classification task, where x,y, x, y ∈ Rn, and Σx, Σy ∈ Rn×n. We also use x and
y to represent the corresponding class of the x data and the y data respectively.1

With given reliable {x, Σx}, {y, Σy} for two classes of data, we try to find a
hyperplane aT z = b (a �= 0, z ∈ Rn, b ∈ R, here the superscript T denotes the
transpose) with aT z > b being considered as class x and aT z < b being judged
as class y to separate the important class of data x with a maximal probability
while keeping the accuracy of less important class of data y acceptable. We
formulate this objective as follows:

max
α,β,b,a�=0

α

s.t. inf
x∼(x̄,Σx)

Pr{aTx ≥ b} ≥ α,

inf
y∼(ȳ,Σy)

Pr{aTy ≤ b} ≥ β,

β ≥ β0,

(3)

where α represents the lower bound of the accuracy for the classification, or the
worst-case accuracy of future data points x; likewise β. The parameter β0 is a
pre-specified positive constant, which represents an acceptable accuracy level for
the less important class y.

The above formulation is derived from MPM, which requires the probabilities
of correct classification for both classes to be an equal value α. Through this
formulation, the BMPM model can handle the biased classification in a direct
way. This model provides a different treatment on different classes, i.e., the
hyperplane aT

∗ z = b∗ given by the solution of this optimization problem will
favor the classification of the important class x over the less important class y.

Given the reliable mean and covariance matrices, the derived decision hyper-
plane is directly associated with two real accuracy indicators of classification of
the future data, i.e., α and β, for each class. Furthermore with no assumption
on the data distribution, the derived hyperplane seems to be more general and
valid than generative classifiers.

3.3 Proposed Framework

Here we describe how to formulate the relevance feedback algorithm by employ-
ing the BMPM technique and Active Learning. Applying BMPM-based tech-
niques in relevance feedback is similar to the classification task. However, the
relevance feedback needs to construct an iterative function to produce the re-
trieval results. The following is our proposed methodology for image retrieval
tasks in CBIR:

1 The reader may refer to [3] for a more detailed and complete description.
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Strategy 1. BMPMactive loop summary
1: Randomly pick n0 images from the pool and check their labels
2: Learn a BMPM on the current images whose labels are known
3: Select m images from the dataset based on the criterion of Eq. 2 with the highest

value
4: Loop till local optimal boundary achieved or get to maximum number of iterations

After the iterations of relevance feedback have been performed, BMPMactive

returns the Top− k most relevant images and learn a final BMPM based on the
label known images.

Strategy 2. BMPMactive final output
1: Learn a final BMPM from the labeled images
2: This decision line maybe the a local optimal one for the whole image dataset.
3: The final BMPM boundary separates relevant images from irrelevant ones.

When we train and engage BMPM in the classification task, the choice of
parameters is very direct, for example a typical settings could be n0=10, m=10,
and k=50. Users can also set them empirically by experience.

4 Performance Evaluation

In this section, we will show some experimental results and we compare the
performance of two different algorithms for relevance feedback: SVMs and our
proposed BMPMactive. Both of them are based on Radial Basis Function Kernel.
The experiments are evaluated on two real world image datasets: a two-category
and a ten-category image dataset. These image datasets were collected from
COREL Image CDs. All our works are done on a 3.2GHz machine with Intel
Pentium 4 processor and having 1Gb RAM.

4.1 Experiment Setup

COREL Image Datasets. The real-world images are chosen from the COREL
image CDs. We organize the datasets which contain various images with different
semantic meanings, such as bird, pyramid, model, autumn, dog and glacier, etc.

(A) Two-Bird set. The 180 images in this dataset belong to two groups - bird
which contains 80 images, and pyramid which consists of 100 images. And we
assume the category of bird is relevant class.

(B) Ten-Dog set. The 480 images in this dataset fall into ten categories - dog,
autumn, bird, pyramid, Berlin, model, church, wave, tiger, Kenya. In this set we
assign the class of dog to be the user wanted group and it contains 80 images while
the other categories have 100 images each belonging to the irrelevant classes.
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Fig. 1. Example Images from COREL Image Database

Image Representation. For the real-world image retrieval, the image repre-
sentation is an important step for evaluating the relevance feedback algorithms.
We extract three different features to represent the images: color, shape and
texture.

The color feature employed is the color histograms since it is closer to human
natural perception and widely used in image retrieval. We quantized the number
of pixels into 10 bins for each color channel (H, S, and V) respectively. Thus we
could get a 30-dimensional color histogram.

We use edge direction histogram as shape feature to represent an image [4].
We first calculate the edge images by Canny edge detector and obtain the edge
direction histogram by quantize it into 15 bins of 20 degrees. Therefore a 15-
dimensional edge direction histogram is generated as the edge feature.

Texture is an important cue for image feature extraction. We apply the
wavelet-based texture in our experiments [?]. Gabor Wavelet Decomposition is
first performed and we compute the features for each Gabor filter output after-
wards. Following this approach we use a 16-dimensional vector to describe the
texture information for each image.

4.2 Experimental Results

In the following, we present the experimental results by this algorithm on real-
world images. The metric of evaluation is Recall vs. Precision for each query,
and the Average Precision which is defined as the average ratio of the number
of relevant images of the returned images over the total number of the returned
images.

The System performances are defined as precision Pre and recall Rec during
the retrieval progress as,

Pre = r
A ,

Rec = r
R .

(4)

where A is the number of images returned, r is the number of relevant images
retrieved, and R is the total number of relevant images in the pool. In general,
recall increases as more images are retrieved while precision decreases.

Since we define n0=10, m=10, and k=50 in the experiments, two positive
examples and eight negative examples are randomly picked from the dataset for
the first iteration, then SVMs and BMPMactive are applied with the same start
point. For the iterations afterward, both methods select 10 image based on their
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(b) Evaluation on Ten-Dog Set

Fig. 2. Experimental results over COREL Images Dataset

own strategies. For SVM-based method in our evaluation we select images closest
to the boundary from the dataset. In the iterative procedure, the precision and
recall are recorded, and the maximum loop used to obtain the average precision
is set to be 10 iterations for both methods.

Fig. 2 shows the evaluation results on the Two-Bird dataset and Ten-Dog
dataset. From the results on the image sets, we can see that our proposed frame-
work outperforms the other approach.

The following table shows the retrieval results after certain number of itera-
tions by these two methods. We could get a more detailed comparison between
these two methods. Here k could be 10, 20, 50, and 100 respectively since we
define 10 returns for every iteration. In the right sub-table we notice that when
BMPM return most of the relevant images from the pool within 7 iterations
while for SVMs it takes more than 10 iterations. From this point we could say
BMPM achieves the optimal decision line much earlier than SVMs.

Table 1. Number of relevant images in Top-k Returns

Two-Bird No. of Iterations
Dataset 1 2 5 7 10
BMPM 2 8 31 47 70
SVM 2 7 26 42 63

Ten-Dog No. of Iterations
Dataset 1 2 5 7 10
BMPM 2 5 23 38 65
SVM 2 4 16 28 48

5 Conclusion

In this paper, we address the problem of biased classification needed by the
relevance feedback in CBIR and present a novel learning tool, Biased Mini-
max Probability Machine Active Learning, to treat this problem more precisely.
In contrast to the traditional methods, the BMPM provides a more elegant
way to handle biased classification tasks. We evaluate the performance of the
BMPM based on the COREL image dataset and obtain promising retrieval
results.
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Abstract. The mass function of evidential theory provides a means of 
representing ignorance in lack of information. In this paper we propose mass 
function models of aggregate views held as summary tables in a distributed 
database. This model particularly suits statistical databases in which the data 
usually presents imprecision, including missing values and overlapped 
categories of aggregate classification. A new aggregation combination operator 
is developed to accomplish the integration of semantically heterogeneous 
aggregate views in such distributed databases. 

1   Introduction 

In a distributed database system local databases may comprise physically distributed 
datasets from a common population. Examples of such distributed data exist in the 
different State Statistical Institutes where data must be merged for the purpose of 
central government and large-scale epidemiological studies. To merge the distributed 
data, the straight way is moving distributed data to the operational site. This however 
is impractical considering the massive volume of a modern database, security threats 
of directly accessing data sources and unavailability of data at the time. Aggregate 
views held as summary tables are commonly used for summarizing data in very large 
databases [4]. Such aggregates may be combined at a high level without having to 
revert to the original data. Aggregate integration may be used to provide information 
on properties and patterns of the data over the population. Variations of classification 
of summary data in a distributed database may arise due to the use of different 
attribute domains in different local databases [3]. In this paper we are concerned with 
integrating semantically heterogeneous aggregate views of distributed datasets. 

The mass function of the Dempster-Shafer theory of evidence (evidential theory, 
DS theory) has the capability of representing imprecision due to lack of information. 
In this paper we propose a mass function model to represent aggregate views on local 
classification schemes, and extend it to represent aggregates on the common 
classification scheme derived from the local schemes. This representation is 
particularly suited to statistical databases which usually include imprecise data due to 
missing values or different classification schemes used by different local databases. 

The paper extends our previous work [5] on aggregation of imprecise and uncertain 
datasets from different experts, to integration of aggregates in a distributed database. 
We propose a new aggregation combination operator DAggCom for integrating 
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semantically heterogeneous aggregate views to which the mass distributions of 
individual datasets have already been assigned. Our aggregation combination also 
takes into account weights of different datasets.  Essentially we weight each dataset 
according to the "credibility" of its beliefs where "credibility" is represented by the 
number of tuples (cardinality) underlying the mass distributions. Distributed data sites 
only pass on aggregate views and weights to the operational site, which means that 
the aggregation combination needs minimal communication between local and the 
operational sites, aggregation combination is therefore computationally efficient. 

The remainder of the paper is organised as follows. The next section defines 
terminologies for representing semantically heterogeneous aggregates. Section 3 
proposes our mass function model of aggregates. Section 4 presents a novel 
mechanism for integrating semantically heterogeneous aggregate views from different 
data sources in a distributed database. The last section concludes our work and 
highlights directions for further research. 

2   Representation of Semantically Heterogeneous Aggregate Views 
of Distributed Databases 

Notation 1. A set of all possible values of attribute A forms the domain of A, D =  
{v1, …, vk}. The elements of D are grouped to make up categories (classes) of 
classification C, C = {c1, …, cl}. For aggregate data view Vr, r = 1, …, m, the domain 

D is partitioned into classes Cr = } ..., ,{ 1
r
T

r
r

cc , Tr is the number of classes in 

classification Cr. Class r
tc , for t = 1, …, Tr, is associated with the cardinality, i.e. the 

number of tuples that hold a value from r
tc on A , denoted by r

tn . The cardinality of a 

database, denoted by Nr, is the total number of the tuples in the database. In the 
format of the classification scheme Cr partitioning the domain, 

∑
=

=
rT

t

r
t

r nN
1

. 

Definition 1. An ontology is defined as the Cartesian-product of a number of 
attributes, along with their corresponding classifications. An ontology, in the form of 
classification schemes, is a set of classes, C = {c1, …, cm}.  

In a distributed database environment, there usually exists a global ontology to 
which all constituent databases are committed, denoted by G, G = {g1, …, gn}. The 
different ontologies used by local databases are semantically equivalent in the sense 
that there are mappings between local ontologies and the global ontology. 

Definition 2. In a distributed database, L is a local classification scheme, L = {l1, …, lm} ; 
G is the global ontology, G = {g1, …, gn}. A correspondence mapping Γ is a mapping, 
assigning to each category of L a set of categories Γ(li) of G, i = 1, …, m. 

Γ: L → 2G 

To illustrate the above concepts we employ a running example based on the EU 
Labour Force Survey, which is carried out in each of the EU countries. Such data, 



 Evidential Integration of Semantically Heterogeneous Aggregates 963 

which may be published according to different ontologies, are then used to compare 
and contrast the member states. The global ontology for the job status attribute is 
given in Table 1. 

Table 1. The global ontology for the job status attribute 

Category code Value label Category code Value label 

g1 

g2 

g3 

g4 

Full-time self-employed 

Full-time employees 

Part-time employment 

On government training 
scheme 

g5 

g6 

g7 

 

Unemployed (receiving benefits) 

In full-time education 

Economically inactive but not in 
full-time education 

Two local classification schemes are as follows.  

Scheme 1: {< 1
1l : in employment>, < 1

2l : non-self employed including government 

training schemes>, < 1
3l : unemployed>, < 1

4l : economically inactive>} 

Scheme 2: {< 2
1l : in employment>, < 2

2l : part-time employment including government 

training scheme>, < 2
3l : unemployed>, < 2

4l : in full-time education>, < 2
5l : 

economically inactive but not in full-time education>} 

Associated respectively with the two local schemes, the correspondence mappings 
in tabular format are drawn in Table 2 (the numbers in the brackets are cardinalities 
produced as a result of extracting views of data from the local databases.) 

Table 2. Correspondence mappings of local scheme 1, 2 to the global ontology respectively 

Local scheme 1 1
1l  (257) 1

2l  (260) 1
3l  (14) 1

4l  (196)  

Global ontology g1, g2, g3 g2, g3, g4 g5 g6, g7  

Local scheme 2 2
1l  (540) 2

2l  (138) 2
3l  (33) 2

4l  (370) 2
5l  (30) 

Global ontology g1, g2, g3 g3, g4 g5 g6 g7 

3   Evidential Model of Imprecise Aggregate Views 

We first discuss some imprecision that aggregate views may present and then briefly 
introduce mass functions of evidential theory. To represent aggregates with 
imprecision, we propose mass function models of aggregate views. 

3.1   Aggregate Views with Imprecision  

Imprecision means that an attribute value is not uniquely specified from within the set 
of domain values, but is taking a subset of the domain [5]. In a distributed database, 
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two causes mainly contribute to imprecision of aggregates. One is that aggregates 
from different sources may use different classification schemes. It is quite usual that 
the granularity of a local scheme is coarser than the global ontology. For example, in 
the EU Labour Force Survey example, each category of local scheme 1 is the subset 

of the Job status attribute domain (the global ontology). Category 1
2l is represented by 

the set of g3 and g4 of the global ontology; the aggregate view on 1
2l  provides the 

summary over the set of g3 and g4, neither g3 nor g4 individually. Moreover, 

aggregates on 1
1l  and 1

2l  both contain the summary of g3, but cannot separate it from 

that of the set of g1, g2 and g3, and of g3 and g4 respectively. Such aggregates are 
imprecise from the view of the global ontology. 

The second cause of imprecision is that tuples in a local database may have empty 
values for an attribute and cannot be specified from within the attribute domain set. 
For instance, we now have a slightly changed version of the aggregate on local 
scheme 1 in the EU Labour Survey (changes are highlighted): 

Scheme 1: {< 1
1l : in employment, 252>, < 1

2l : non-self employed including 

government training schemes, 260>, < 1
3l : unemployed, 11>, < 1

4l : 

economically inactive, 192>, < 1
5l : unknown, 12>}  

The new category 1
5l  indicates that 12 tuples in the database have empty values for 

the Job status attribute. To accommodate this type of imprecision, we expand the 
global ontology to include an extra category g8: unknown, to which tuples with the 

empty Job status value in a local database can be classified. The category 1
5l  has the 

one-to-one reflection of category g8 in the global ontology. 

3.2   Mass Distribution of Evidential Theory 

Evidential theory [1, 7] is considered a generalization of traditional probability theory. 
One of the prominent features of evidential theory lies in its capability of representing 
ignorance in lack of information [2]. Let Θ denote the domain of an attribute, which is 
a set of mutually exclusive and exhaustive possible values that can be assigned, 

Mass distribution: A mass distribution m is a mapping: 2Θ → [0, 1], satisfying the 
following properties: 

 (a) ,0)( =φm  where φ is an empty set (b) 1)( =∑
Θ⊆A

Am  

A mass distribution is also called a mass function or basic probability assignment. 
The subset A is called a focal element if m(A) > 0. It is possible that two focal 
elements may overlap. If all focal elements are the singletons of the domain Θ, the 
mass distribution is exactly a probability distribution on Θ. In this sense, mass 
distributions are generalized probability distributions. If the domain set becomes the 
only focal element, it describes the total ignorance. 
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3.3   Mass Function Model of Aggregates 

In a distributed database consisting of Q local databases, the qth local database uses 

the classification scheme Lq, },...,{ 1
q
I

q
q

q llL = . The aggregate view of the qth database 

with associated mass distribution q
im  for q

il , i = 1, …, Iq, can be represented by the 

set Sq: 

 } ..., ,1 ,,{ q
q
i

q
iq IimlS =><=  

The mass distribution may be calculated from cardinalities if provided in the 
aggregate view, 

 q

I

i

q
i

q
q

q
iq

i IinN
N

n
m

q

 ..., ,1  ,
~

   ,~
1

=== ∑
=

 

where q
in  is the associated cardinality with category q

il  of Lq. However, when local 

schemes contain overlapping categories, the calculation may favour the overlapped 
categories more than others by double counting cardinalities of overlapped categories. 

Below we present a method of calculating mass distributions without over calculating 
overlapping values. The method was initially used in [6] in a different context: that of 
combining data from different heterogeneous, but non-overlapping, classifications. Let 
Nq be the cardinality of the local database. G represents the global ontology (including 
the category Unknown), G = {g1, …, gm}. We have the following equation, 

 qnGA q =   

where Aq is the (Iq+1) x m matrix, q
ijA =1 if gj∈ q

il ; q
ijA =0 otherwise, for i = 1, …, Iq, j 

= 1, …, m; q
jIq

A )1( + =1, for j = 1, …, m if the aggregate includes missing values; 

q
jIq

A )1( + = 1, for j = 1, …, m-1, q
jIq

A )1( + = 0, for j = m, otherwise.  The Iq-vector nq 

contains the cardinalities q
in for i = 1, …, Iq (

q
in is the cardinality of q

il in Lq) and Nq. 

The m-vector G contains cardinalities 
ign of gi in G, i = 1, …, m. By use of the Gauss-

Jordan elimination algorithm, we obtain '' qnGA q = , where q
I

i

q
i Nn

q

=∑
+

=

1

1

' . Aq' is the 

row reduced echelon form of Aq. The refined aggregate view can then be derived 

based on Aq'. For each class 'q
il associated with the cardinality 'q

in  in the refined 

classification scheme, the mass function q
im can then be calculated by: 

 
q

q
iq

i
N

n
m

'

= ,  i = 1, …, (Iq+1). 

The procedure has the effect of discriminating the overlapping values and provides an 
efficient allocation of mass functions to the local datasets. 
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For example, the matrix representations of local scheme 1 (revised one given in 
section 3.1) and 2 in the EU Labour Force Survey example are shown in equations 
(1a) and (2a). Equations (1b) and (2b) are their row reduced echelon forms 
respectively.  
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Table 3 displays in tabular format the refined schemes 1' and 2' with mapping to 
the global ontology, accompanied with the mass distributions calculated from 
cardinalities provided originally. 

Table 3. The mass distributions of the two aggregate views based on local scheme 1' and 2' 

Local scheme 1' category 1
1

′l  1
2
′l  1

3
′l  1

4
′l  1

5
′l  1

6
′l  

Global ontology categories g1 g2, g3 g4 g5 g6, g7 g8 

m1
 0.050 0.454 0.066 0.022 0.384 0.024 

Local scheme 2' category 2
1

′l  2
2

′l  2
3

′l  2
4

′l  2
5

′l  2
6

′l  

Global ontology categories g1, g2 g3 g4 g5 g6 g7 

m2 0.429 0.111 0.027 0.033 0.370 0.030 

4   Integration of Semantically Heterogeneous Aggregates 

In what follows, we define our use of the term common ontology for integration of 
semantically heterogeneous distributed databases. The mass function model of 
aggregate views is then extended from local schemes to the common ontology. We 
develop a new combination operator DAggCom for distributed databases, for integrating 
semantically heterogeneous aggregate views to which the mass distributions have 
already been assigned. DAggCom also takes into account weights of different datasets. 
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4.1   The Common Ontology 

Definition 3. For Q local ontologies of a distributed database, },...,{ 1
q
I

q

q

q llL = ( q = 1, 

…, Q), the common ontology denoted by C, is defined as the union of Lq, 

∪
Q

q

qLC
1=

= . 

The common ontology C in the form of classification schemes is the set of classes, 
C = {cj, j = 1, …, J} 

where (a) if i ≠ j, then ci ≠ cj, i, j = 1, …, J; (b) Lq ⊆ C, q = 1, …, Q; (c) ∑
=

≤≤
Q

q
qIJ

1
   1 . 

The common ontology is the ontology of discourse at which to carry out the 
integration of aggregate views. 

From local schemes 1' and 2' on the job status attribute in the EU Labour Force 
Survey example, the common ontology can be derived as shown in Table 4. 

Table 4. The common ontology of the job status attribute 

Common ontology c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 
Global ontology g1 g2, g3 g4 g5 g6, g7 g8 g1, g2 g3 g6 g7 

4.2   Extended Mass Function Model 

Suppose that the common ontology C, C = {c1, …, cJ}, is derived from Q local 
ontologies in a distributed database. For the aggregate view on local ontology Lq, Lq =  

},...,{ 1
q
I

q

q
ll , we introduce the trivial extension of the set Sq defined in section 3.3. 

},...,1,~,{
~

JjmcS q
jjq =><= , 

where 

⎩
⎨
⎧ =∈∃=

otherwise.             0
.  for which  } ..., ,1{    if         ~

q
ijq

q
iq

j
lcIimm  

It can obviously be seen that qm~  is also a mass function. 

4.3   Aggregation Combination Operator 

Consider that a distributed database contains Q local databases, each of which uses a 

different ontology },...,{ 1
q
I

q

q

q llL = for q = 1,…, Q. The aggregate view of a local 

database is represented by } ..., ,1 ,,{ q
q
i

q
iq IimlS =><=  with associated weight Wq. 

The common ontology derived from the Q local databases is denoted by C = {cj, j = 1, 
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…, J}. The set },...,1,~,{
~

JjmcS q
jjq =><=  is the extension of Sq on the common 

ontology. The Q aggregate views in the extension form may then be combined using 
the aggregation combination operator DAggCom defined as follows: 

} ..., ,1 ,,{) ..., ,1 ,
~

( JjmcQqSDAggCom jjq =><==  

where .)~(
1

1

∑
∑=

=

×=
Q

q

q
jQ

q
q

q
j m

W

W
m  

Theorem 1. The operator DAggCom yields a mass function. 

The output of the DAggCom operator is a set of the common ontology categories 
along with the associated mass distribution. 

For illustration purposes, consider again the EU Labour Force Survey example. 
With the common ontology in table 4, the extended mass function distributions of the 

two aggregates 1~m  and 2~m  can be calculated from m1 and m2. We now use the 

aggregation combination operator DAggCom to calculate m by combining 1~m  and 

2~m . Here weights are cardinalities, so W1 = 500, W2 = 1000, 
1000500

500

21

1

+
=

+WW

W
 

=0.333, 667.0
1000500

1000

21

2 =
+

=
+WW

W
. The results are displayed in Table 5. 

Table 5. The common classification scheme for the job status attribute 

Common 
ontology 
categories 

1~m  2~m  m 
Common 
ontology 
categories 

1~m  2~m  m 

c1 0.050 0.000 0.017 c6 0.024 0.000 0.008 
c2 0.454 0.000 0.152 c7 0.000 0.429 0.286 
c3 0.066 0.027 0.040 c8 0.000 0.111 0.074 
c4 0.022 0.033 0.029 c9 0.000 0.370 0.247 
c5 0.384 0.000 0.128 c10 0.000 0.030 0.020 

5   Conclusions and Future Work 

In this paper, we have presented an evidential approach to representing and combining 
semantically heterogeneous aggregate views of different datasets from the same 
population. The mass function of evidential theory is used to model aggregate views on 
classification schemes in which categories may overlap, not be restricted to attribute 
domain partitions only. A new aggregation combination operator (DAggCom) is 
developed to perform the integration of semantically heterogeneous aggregates from 
distributed data sources. The operational site only needs classification schemes with 
mass distributions (or cardinalities) from distributed data sites, no direct consultation 
with the raw data in distributed sources takes place. The future work includes 
investigating whether and how integration may provide finer aggregate results. 
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Abstract. Globalization and deregulation are modifying the competitive 
framework in the majority of economic sectors and, as a result, many 
companies are changing their commercial model to focus on the preservation of 
existing customers. Understanding customer loyalty therefore represents an 
element of competitive advantage. In this brief paper, we investigate loyalty in 
the Spanish petrol station market, according to the customer satisfaction and 
switching barriers constructs. Satisfaction and behavioural intentions are 
analysed within a classification framework using Bayesian neural networks. 
The necessary interpretability and actionability of the results is achieved 
through the use of a feature selection process embedded in the network training 
and a novel rule extraction method. 

1   Introduction 

The ongoing processes of globalization and deregulation are modifying the 
competitive framework in the majority of economic sectors. The appearance of new 
competitors and technologies has produced a sharp increase in competition and a 
growing preoccupation among companies with creating stronger bonds with 
customers. Faced with this new scenario, many companies are shifting resources from 
the goal of capturing new customers to the preservation of existing ones. According to 
this model, an understanding of how customer loyalty construction mechanisms work 
represents a clear element of competitive advantage. Two key factors of customer 
loyalty are customer satisfaction and switching barriers; these concepts have been 
qualitatively and quantitatively studied in some detail [1, 2, 3]. Customers who 
experience high levels of satisfaction with the service received seem to form loyalty 
bonds with their current service providers. However, in some cases, customer 
satisfaction is not enough to avoid provider switching and the existence of switching 
barriers has to be considered. 

In this brief paper, we analyze the specific case of satisfaction and loyalty in 
customers of Spanish petrol stations. A survey of several thousand customers is used 
to classify them according to satisfaction levels and behavioural intention to 
recommend the service, using an artificial neural network (ANN) defined within a 
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Bayesian framework [4] that allows for the automatic determination of the relevance 
of individual data features. 

One of the potential drawbacks affecting the application of ANN models to 
classification problems is that of the limited interpretability of the results they yield. 
One way to overcome this limitation is by pairing the ANN model with a rule 
extraction method. The interpretability of the classification results could be greatly 
improved by their description in terms of reasonably simple and actionable rules. For 
this, we used Orthogonal Search-based Rule Extraction (OSRE), a novel overlapping 
rule extraction method [5].  

The paper is structured as follows. First, the concepts of customer loyalty, 
satisfaction, and switching barriers are described in more detail. This is followed by a 
summary description of the analysed survey data. In section 4, the Bayesian ANN 
model used for classification and the OSRE method for rule extraction are, in turn, 
introduced. The satisfaction survey data are then summarily described. This is 
followed by the presentation of the experimental results and their discussion. Some 
conclusions are finally summarised. 

2   Customer Satisfaction, Loyalty and Switching Barriers 

Data mining, applied to market surveyed information, can provide assistance to churn 
(customer attrition) management processes. Efficient churn management requires a 
model of both preventive and treatment actions: preventing dissatisfaction before it 
occurs and treating it when it has already set in. We propose one such model in Fig. 1. 

This paper focuses on the prevention side of customer loyalty management and, 
especially, on customer satisfaction. Satisfaction with the received service is likely to 
act as an antecedent to loyalty, consolidating customer permanence and avoiding 
substitution by a competitor. It might be a necessary condition for loyalty, but perhaps 
not sufficient. Therefore, the development of active barriers by the company in order 
to make the switch to another provider difficult (such as, for instance, the “cost 
incurred in the change”) should also be explored as an antecedent to customer loyalty. 

Several models that attempt to clarify the structure of the relationships between 
customer satisfaction, service value and behavioural intentions have been described in 
the recent marketing literature. The service value construct contains many of the 
factors here defined as switching barriers. Most existing models consider perception 
of satisfaction and value to be antecedents of behavioural intentions [1, 2]. 

3   Petrol Station Customer Satisfaction Survey Data 

The data analysed in this study correspond to a survey carried out among customers 
of Spanish petrol station main brands. A total of 350 service stations on the Spanish 
market, sampled by location (urban vs. road) and type of service (with attendant vs. 
self-service), were selected for the exercise. The survey questionnaire was answered 
by over 3,500 clients during the last quarter of 2005. 

The classification and rule extraction analyses described in the next section 
considered two binary dependent variables: overall satisfaction and intention to  
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recommend, with possible answers: satisfied / dissatisfied and definitely recommend / 
definitely not recommend. Overall satisfaction would measure the customer 
satisfaction construct, whereas intention to recommend would measure a type of 
behavioural intention. The questionnaire included 20 variables, listed in table 1, 
measured in a Likert scale. They fit into two qualitative categories: attributes of 
satisfaction with service and switching barriers. 

Loyalty management. 

Desertion reduction 
model

Loyalty management. 

Desertion reduction 
model

Policies and actions that develop loyalty 
bonds increasing and maintaining client 
satisfaction with the use of the service.

Excellence in 
satisfaction

Excellence in 
satisfaction

Switching barriersSwitching barriers

RetentionRetention

RecuperationRecuperation

Prevention

Treatment

Ordinary management of predicted and acknowledged cancellations

Difficulties and burdens (emotional, social 
or financial) which the client must overcome 
when they make the decision to change 
provider: 

Cost incurred in the change.

Rational attractiveness of the alternative.

Interpersonal relations.

Attractiveness of the intangible.

Proactive

Reactive

Design of a retention island.

Definition of reactive policies and actions:
At the time of the cancellation (emergency).

After the cancellation (reanimation).

Generation of predictive models and 
desertion alarms.

Definition of policies and proactive actions.

Ordinary management of client life-cycle

Source: Area of Commercial Intelligence of EuroPraxis  

Fig. 1. Conceptual model of customer loyalty management 

4   Experiments 

In this study, we aim to describe, through reasonably simple and actionable rules, the 
drivers towards customer satisfaction and intention to recommend the service on the 
basis of a survey conducted amongst the customers of several Spanish petrol station 
brands. The method underlying the experiments can be summarily described as 
follows: 

• The survey data described in section 3 were used to predict customer satisfaction 
and intention to recommend the service. A Bayesian ANN [4] with embedded 
Automatic Relevance Determination (ARD: [6]) was used to classify the data. 

• The ARD technique allowed ranking the variables according to their relevance in 
the classification task. This naturally leads to a process of selection on the basis of 
this ranking. 

• The variables selected in the previous step of the method were used to describe the 
classification performed by the ANN through rules, using a novel technique known 
as Orthogonal-Search Rule Extraction (OSRE: [5]). 

The different elements of this method are described next. 
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Table 1. Description of the 20 variables used in this study and their adscription to the 
marketing constructs of satisfaction, switching barriers and loyalty 

Conceptually linked to: 
Independent variables 

Satisfaction Switching 
barriers 

Loyalty 

1. Personal attention from staff  +  + 
2. Speed and efficiency of staff +  + 
3. Additional services +  + 
4. Ease of access to installations, well-indicated  +  + 
5. Signs inside installations  +  + 
6. Modern and attractive installations  +  + 
7. Hygiene and maintenance of the installations  +  + 
8. Basic services well-maintained and always in 

working order  +  + 

9. Extended opening hours +  + 
10. Cleanliness of toilets +  + 
11. Exact and reliable pumps  +  + 
12. Feeling of security and absence of risk  +  + 
13. Top quality fuel  +  + 
14. Attractive and stocked shop  +  + 
15. Price  + + 
16. Payment cards with discounts  + + 
17. Cards to collect points for gifts   + + 
18. Brand which inspires trust   + + 
19. Brand with an extensive network of service stations   + + 
20. Environmental awareness   + + 

4.1   Bayesian ANN and Automatic Relevance Determination 

The Bayesian approach to the training of a multi-layer perceptron ANN differs from 
the standard Maximum Likelihood approach in that it does not simply attempt to find 
a single optimal set of weights; instead, it considers a probability distribution over the 
weights, which reflects better the uncertainty resulting from the use of finite data sets. 
In that way, the outputs of the ANN in a classification problem can be interpreted as 
posterior probabilities of class membership given the data and the weights, 

( ) ( )wxwx ;, yCP i =                                                         (1) 

where y  is the network function, x  is an input vector, w  is the vector of weights 

and biases, and iC  is class i. The probability of class membership for a test vector can 

be obtained by integrating Eq.1 over the weights: 

( ) ( ) ( )∫= wwwxx dDpyDCP i ;,                                             (2) 

where D are the target data for the training set. This conditional probability can be 
adequately approximated [4]. 

ANNs are frequently considered as black boxes due to, amongst other things, their 
supposed incapacity to identify the relevance of independent variables in nonlinear 
terms. Automatic Relevance Determination (ARD: [6]), for supervised Bayesian 
ANNs, is a technique that tackles that shortcoming: In ARD, the weight decay or 
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regularization term can be interpreted as a Gaussian prior over the network 

parameters of the form ( ) ( )( )∑∑−= wN
i i

C
c cwc wnAp 2exp 2αw , where { }iw=w  is the 

vector of network weights and biases, so that individual regularization terms with 
coefficients cα  are associated with each group c of fan-out weights from each input 

to the hidden layer (i.e. with each input variable). Therefore C = (number of ANN 

inputs + 2), ( )cwn  is the number of parameters in group c, so that ( ) w
C
c cw Nn =∑ , 

where wN  is the total number of network parameters. The adaptive hyperparameters 

cα  associated with irrelevant variables will be inferred to be large, and the 

corresponding weights will become small. Therefore, ARD performs soft feature 
selection, and a direct inspection of the final { cα } values indicates the relative 

relevance of each variable. ARD has shown to be a useful feature selection method 
for classification problems [7]. 

4.2   Orthogonal Search-Based Rule Extraction 

Orthogonal Search-based Rule Extraction (OSRE: [5]) is an algorithm that efficiently 
extracts comprehensible rules from smooth models, such as those created by the 
Bayesian ANN in this study. OSRE is a principled approach and is underpinned by a 
theoretical framework of continuous valued logic.  

In essence, the algorithm extracts rules by taking each data item, which the model 
predicts to be in a particular class, and searching in the direction of each variable to 
find the limits of the space regions for which the model prediction is in that class. 
These regions form hyper-boxes that capture in-class data and they are converted to 
conjunctive rules in terms of the variables and their values.  The obtained set of rules 
is subjected to a number of refinement steps: removing repetitions; filtering rules of 
poor specificity and sensitivity; and removing rules that are subsets of other rules. 
Specificity is defined as one minus the ratio of the number of out-of-class data records 
that the rule identifies to the total number of out-of-class data. Sensitivity is the ratio 
of the number of in-class data that the rule identifies to the total number of in-class 
data. The rules are then ranked in terms of their sensitivity values to form a hierarchy 
describing the in-class data. Testing against benchmark datasets [8, 9] has showed 
OSRE to be an accurate and efficient rule extraction algorithm. Details of the 
algorithm can be found in [5]. 

4.3   Results and Discussion 

4.3.1   Automatic Relevance Determination and Feature Selection 
The application of the ARD described in section 4.1 for the classification of overall 
satisfaction and intention to recommend using the 20 variables of Table 1, yielded 
sensible and interesting results: As shown in Fig.2 (left), two variables turn out to be 
the most relevant for the classification of overall satisfaction, namely numbers 1 
(Personal attention from staff) and 7 (Hygiene and maintenance of the installations), 
followed by a subset of variables with similar relevance, namely numbers 3, 5, 6, 14 
and 16 (see Table 1). The relevance of the rest of variables falls clearly behind. Most, 
if not all, of these variables are easily actionable (easy to act upon) in terms of service 
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management, which comes to validate the usefulness of the ARD process. It is worth 
noting that all but one (number 16) of the most relevant variables were a priori 
considered as elements of the satisfaction construct (see Table 1). 
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Fig. 2. Cumulative ranking of relevance calculated according to the ranking of variables on 
each of the 10 ANN runs. The lower the score, the more relevant the variable (A value of 10 
would indicate that the variable was ranked 1st in all ANN runs, whereas a value of 200 would 
mean that the variable has been ranked as the least relevant in all runs). 

Fig.2 (right) displays the ARD ranking of relevance for the classification of 
intention to recommend. Again, two variables turn out to be the most relevant, namely 
numbers 1 (Personal attention from staff) and 16 (Payment cards with discounts), 
followed by a subset of variables with similar relevance, namely numbers 3, 7, 8, and 
20. This time, overall, the variables considered as elements of the switching barriers 
construct play a more relevant role in the classification. Given that intention to 
recommend is a behavioural intention, this result indirectly validates the satisfaction 
and loyalty models presented in [1, 2, 3], where both customer satisfaction and 
switching barriers are shown to be antecedents of behavioural intentions. 

4.3.2   Rule Extraction Using OSRE 
The available survey data described in section 3 are strongly unbalanced in terms of 
class prevalence, both for overall satisfaction and intention to recommend, with only 
small percentages of customers declaring themselves unsatisfied or lacking the 
intention to recommend. This makes rule extraction a challenging task. The Bayesian 
ANN training was adapted to compensate for this unbalance, using a strategy 
described in [10] (see eqs. 6 and 8) that entailed modifying the log-likelihood and the 
network output. 

Firstly, OSRE was tested using all 20 variables (full results not reported here). As 
an example, for customer satisfaction, whilst the overall specificity was poor, the 
specificity of each individual extracted rule was quite good; this means that each rule 
identified different groups of customers who are satisfied for different reasons. The 
overall coverage of the extracted rules was in the area of 75% and concerned 15 out 
the 20 variables, a far too complex description for marketing purposes.  
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Secondly, the selections of variables obtained by ARD were used to extract the 
rules: for overall satisfaction: 1, 3, 5, 6, 7, 14 and 16 (see Table 1); for intention to 
recommend: 1, 3, 7, 8, 16 and 20. In both cases, rules were extracted for two classes 
(satisfied / dissatisfied) and (recommend / not recommend). Due to space limitations 
and as an illustration of the potential of the method, in this study we only report the 
rules obtained by OSRE for overall satisfaction; class: satisfied. They are listed in 
Table 2. Each rule is a conjunction of the variables and their possible values.  

It is worth highlighting that all rules include variable 1 (Personal attention from 
staff), validating its relevance as suggested by ARD. Interestingly, the replacement of 
staff by self-service was a controversial cost-cutting strategy adopted in recent times 
by several petrol station brands in Spain. This variable also features heavily in the 
intention to recommend set of rules, suggesting its potential as antecedent of 
behavioural intentions of petrol station customers. 

Table 2. OSRE rules for overall satisfaction (Class: satisfied). Spec stands for Specificity; Sens 
for Sensitivity; PPV is the Positive Predictive Value: the ratio of the number of in-class data 
that the rule predicts to the total number of data the rule predicts. The expression vn stands for 
variable n, following the numbering in Table 1. The possible variable values, in a Likert scale, 
range from 1: very good, to 5: very bad. Value 6: NA. 

CLASS: satisfied For this rule 
only 

For ALL rules 
up to row n 

n RULE Spec Sens PPV Spec Sens PPV 
1 v1=1 ∧  v7={1,4,6} 0.95 0.18 0.85 0.95 0.18 0.85 

2 v1=1 ∧  v6={2,3,4,5,6} ∧  v7={1,2,4,6} ∧  
v14={1,2,3,4} 

0.94 0.14 0.79 0.89 0.29 0.81 

3 v1=1 ∧  v6={2,3,5,6} ∧  v14={2,4} 0.95 0.14 0.81 0.85 0.37 0.80 
4 v1={1,2,6} ∧  v7={1,2,4,6} ∧  v14={1,2,4} 0.95 0.11 0.75 0.75 0.53 0.77 

5 v1=1 ∧  v3={1,4,5,6} ∧  v7={1,2,4,5,6} ∧  
v14={1,2,3,4} 

0.94 0.18 0.82 0.73 0.56 0.77 

6 v1=1 ∧  v14={1,2,4} 0.95 0.16 0.83 0.71 0.58 0.76 
8 v1=1 ∧  v7={1,2,4,6} ∧  v14={1,2,3,4} 0.95 0.15 0.82 0.69 0.61 0.76 

9 v1={1,2} ∧  v3={1,3,4,5} ∧  v7={1,2,4} ∧  
v14={1,2,3,4} 

0.95 0.16 0.83 0.68 0.62 0.76 

10 v1={1,2} ∧  v6={2,3,5} ∧  v14={1,2,4} 0.96 0.11 0.80 0.67 0.63 0.75 

5   Conclusions  

Strongly competitive globalised markets drive towards strategies for the preservation 
of existing customers. In this scenario, understanding how customer loyalty 
construction mechanisms work, especially from the point of view of customer 
satisfaction, becomes a relevant task for service providers. 

Data from a survey of customers of Spanish petrol stations has been used in this 
study to predict customer satisfaction and intention to recommend the service, using a 
Bayesian ANN model. The ARD technique embedded in this model has been used for 
feature selection. The subset of selected features has, in turn, been used to describe 
the classification performed by the ANN through rules, through the novel OSRE 
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method. OSRE has been able to describe the factors driving customer satisfaction and 
intention to recommend in a reasonably simple and interpretable way that could be 
swiftly integrated in service management processes. 
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Abstract. In this paper, we focus on the problem of feature selection
with confidence machines (CM). CM allows us to make predictions within
predefined confidence levels, thus providing a controlled and calibrated
classification environment. We present a new feature selection method,
namely Strangeness Minimisation Feature Selection, designed for CM.
We apply this feature selection method to the problem of microarray
classification and demonstrate its effectiveness.

1 Introduction

Confidence machine (CM) is a framework for constructing learning algorithms
that predict with confidence. In particular, we use CM to produce hedged pre-
dictions with accuracy controlled by predefined confidence level. Predictions us-
ing CM are not only accurate but also, unlike many conventional algorithms,
well-calibrated [2,5]. This method is ideally suited to the problem of providing
measured and controlled risk of error for microarray analysis. In this paper, we
focus on the problem of feature selection with CM and describe a new feature
selection method, namely Strangeness Minimisation Feature Selection, designed
for CM. We apply this feature selection method to the problem of microarray
classification and demonstrate its effectiveness.

2 Confidence Machines

CM is a general learning framework for making well-calibrated predictions, in the
sense that test accuracy is controlled. Intuitively, we predict that a new example
(eg microarray data for a new patient with unknown diagnosis) will have a
label (eg disease diagnosis) that makes it similar to previous examples in some
specific way, and we use the degree to which the specified type of similarity holds
within the previous examples to estimate confidence in the prediction. Formally,
CMs work by deriving a p-value based on a strangeness measure. A strangeness
measure is a function that provides an indication of how strange or typical a
new example is in relation to a given sequence of examples.

Once a strangeness measure A is defined, we can compute the p-value for a
new example. Given a sequence of labelled examples for training (z1, ..., zn−1)

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 978–985, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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where each example zi consists of an object xi and its label yi, and a new example
xn with label withheld, we calculate p-values for each y ∈ Y , where Y is the set
of all possible class labels, as

py =
|{i : i ∈ {1, ..., n}, αi ≥ αn}|

n
(1)

where αi = A(zi, (z1, ..., zn)) and zn = (xn, y) for i ∈ {1, ..., n}. So, py is com-
puted from the sequence (z1, ..., zn−1, (xn, y)). Clearly 1

n ≤ py ≤ 1. The p-value
py gives a measure of typicalness for classifying xn with label y. The use of
p-values in this context is related to the Martin-Löf test for randomness [3]. In-
deed, the p-values generated by CM form a valid randomness test under the iid
assumption.

A region prediction for xn is then computed as R = {{y : py > δ} ∪
argmaxy(py)} where 1 − δ is a confidence level supplied prior to using CM (and
argmax here returns the set of arguments giving the maximum value). This re-
gion prediction will always predict the label with the highest p-value, but may
also hedge this prediction by including any other label with a p-value greater
than δ. If |R| = 1, i.e. only one label is predicted, it is called a certain prediction.
Otherwise, if |R| > 1, it is an uncertain prediction. Clearly, certain predictions
are more efficient than uncertain ones, so an objective of learning with region
predictions is to make as many certain predictions as possible. A region predic-
tion is correct if the true label for the example is a member of the predicted
region. Otherwise it is an error. Region predictions are well-calibrated, in the
sense that we expect the number of errors for k predictions to be approximately
less than or equal to kδ [11].

CM can operate as an on-line or off-line learner. In the on-line learning set-
ting the examples are presented one by one. Each time, the classifier takes an
object to predict its label. Then the classifier receives the true label from an
ideal teacher and goes on to the next example. The classifier starts by observ-
ing x1 and predicting its label ŷ1. Then the classifier receives feedback of the
true label y1 and observes the second object x2, to predict its label ŷ2. The
new example (x2, y2) is then included in the training set for the next trial.
And so on. At the nth trial, the classifier has observed the previous examples
(x1, y1), ..., (xn−1, yn−1) and the new object xn and will predict ŷn. We expect
the quality of the predictions made by the classifier to improve as more and more
examples are accumulated. In the off-line learning setting, the classifier is given a
training set (x1, y1), (x2, y2), ..., (xn, yn) which is then used to make predictions
on new unlabelled examples xn+1,xn+2, ...,xn+k. For on-line learning, it is pos-
sible to prove that CM is well-calibrated, in the sense that the test errors form a
Bernoulli sequence with parameter δ if we assume identically and independently
distributed (iid) data. Calibration to confidence level is a useful property of CM
allowing direct control of risk of error. For example, CM has been applied success-
fully to the problem of reliable diagnosis from microarray data and proteomics
patterns [2,5]. In order to achieve calibration, the strangeness measure needs to
be exchangeable in the sense that the strangeness value αi is not dependent on
the order of the sequence of labelled examples given to Equation (1) [11].
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3 Feature Selection

Most microarray gene expression data sets suffer from the dual problem of low
sample size and high-dimensional feature space [8]. It is well known that di-
mension reduction is necessary when high dimensional data is analysed. This is
because,

1. large number of features may cause over-fitting, if they are not relevant
features, and if the underlying distributions are not estimated accurately,

2. large number of features makes it difficult to design a classifier due to time
and space complexity issues.

Previous work with gene expression data has shown that the use of feature
selection during classification can lead to improvements in performance, in light
of these problems; eg Yeoh et al [12].

Feature selection is the process of selecting a subset of features from a given
space of features with the intention of meeting one or more of the following goals:

– choose the feature subset that maximises the performance of the learning
algorithm;

– minimise the size of the feature subset without reducing the performance of
a learning algorithm on a learning problem significantly;

– reduce the requirement for storage and computational time to classify data.

There are three general methods for feature selection: filters, wrappers and em-
bedded feature selection. The filter method employs a feature ranking function
to choose the best features. For example, the signal to noise ratio (SNR) is a
ranking function that scores a feature by how well it is a signal for the clas-
sification label. Wrapper methods are general purpose algorithms that search
the space of feature subsets, testing performance of each subset using a learn-
ing algorithm. Some learning algorithms include an embedded feature selection
method. Selecting features is then an implicit part of the learning process. This
is the case, for example, with decision learners like ID3.

It is possible to derive feature selection from within the CM framework. In
this paper, we propose a new method called Strangeness Minimisation Feature
Selection (SMFS) that selects the subset of features that minimise the overall
strangeness values of a sequence of examples. The intuition for this approach
is that reducing overall strangeness implies an increase in conformity amongst
the examples in the sequence. Therefore, the set of features that minimise over-
all strangeness are most relevant to maximising conformity between training
examples.

3.1 Strangeness Minimisation Feature Selection

The SMFS goal is defined in relation to any strangeness measure. Let Ã be an
exchangeable measure. The optimal strangeness minimisation feature subset S0
of size t for a sequence (z1, ..., zn) ∈ Zn with feature space F is the SMFS goal,
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S0 = arg min
S∈G

n∑

i=1

Ã(zi, (z1, ..., zn), S) (2)

where G = {R : R ⊆ F, |R| = t}. We establish that this is an exchangeable fea-
ture selection function and can be implemented in CM. In common with wrapper
feature selection methods, it requires a search over the space of all subsets of
F , although restricted to subsets of size t. For m features, in the typical case
when t < m, this search has computational complexity of O(mt). The number of
selected features t does not need to be very large for this to become intractable.
Fortunately, practical implementations of SMFS are possible if we restrict our
attention to a subclass of linear strangeness measures. The problem becomes
tractable without the need for ad-hoc heuristics that are often required with
wrapper methods. Within CM framework, we can still implement useful ver-
sions of CM based on learning algorithms such as nearest centroid and SVM.
We find that SMFS is a principled, broad and practical feature selection frame-
work, for which distinct feature selection methods are determined by strangeness
measures.

The function Ã : Z×Zn × 2F → R is a linear measure based on the transfor-
mation function φ : Z × F × Zn → R if

Ã(zi, (z1, ..., zn), S) =
∑

j∈S

φ(zi, j, (z1, ..., zn)) (3)

for all zi ∈ Z, and S ⊆ F .
In CM, strangeness examples are computed as α-strangeness values for each

example, see Eq (1). By using linear strangeness measures, we can compute
strangeness values for each feature. We call them β-strangeness measures. The
β-strangeness value for feature j is defined as

βj =
n∑

i=1

φ(zi, j, (z1, ..., zn)). (4)

We reformulate the SMFS goal to minimise the sum of β-strangness measure
values across subsets of features of size t,

S0 = arg min
S∈G

∑

j∈S

βj (5)

where G = {R : R ⊆ F, |R| = t}. It is easy to see that this minimum is computed
from the set of features giving the smallest β-strangeness values. Hence, the
SMFS goal can be solved by

1. computing β-strangeness values for each feature,
2. sorting the β-strangeness values in ascending order and choosing the top t.

Clearly, this solution is tractable and is a great improvement on the computa-
tional complexity for SMFS in general.
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We now consider implementing SMFS using two examples of linear strangeness
measures and construct strangeness measures based on the Nearest Centroid
(NC) classifier [8] and linear classifier. In both cases, we derive an exchangeable
transformation function and the corresponding β-strangeness measure.

For the NC classifier, a linear strangeness measure can be given using specif-
ically one of family of Minkowski distance metrics,

ÃNC((x0, y0), (z1, ..., zn), S) =
∑

j∈S

(
|x0j − μ

(y0)j
|

σj
)k (6)

where μ
(y0)j

is the within class mean for label y0 and σj variance for feature j

based on the sequence (z1, ..., zn). If we consider NC with the usual Euclidean
distance measure (k = 2), the β-strangeness measure corresponding to the NC
linear strangeness measure ÃNC is

βj =

∑
y∈Y (|Cy|σ2

(y)j)

σ2
j

(7)

where |Cy| is the number of examples with label y.
We have described a strangeness measure for SVM based on the Lagrange

multipliers defined in the dual form optimisation problem for SVM [5]. Although
these work for SVM, they cannot be applied to other linear classifiers in general.
Also, the range of strangeness values that are output is small since all nonsupport
vector examples will have a strangeness value of zero. This means strangeness
cannot be measured between these examples. We define a new strangeness mea-
sure which resolves both these difficulties, by measuring the distance between an
example and the separating hyperplane. The linear classifier strangeness measure
is the function ÃLC defined for all (x0, y0) and (z1, ..., zn) as

ÃLC((x0, y0), (z1, ..., zn), S) = −y0(
∑

j∈S

wjx0j + b) (8)

where the hyperplane (w, b) has been computed using a linear inductive learner
based on the sequence (z1, ..., zn). We can take the threshold b as an extra weight
on a new constant-valued feature without loss of generality. The β-strangeness
measure corresponding to the above linear classifier strangeness measure ÃLC is

βj = −wj

n∑

i=1

yixij . (9)

4 Experiments

Our experiments are based on two public databases of Affymetrix HG-U133A
oligonucleotide microarrays for children with acute leukaemia. These microarrays
provide gene expression measurements on over 22,000 gene probes for human
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genes. The data are given with an established clinical subtype classification for
each microarray. Each example is classified as either ALL or AML and then
as a specific subtype within each of these groups. Therefore each patient is
represented as a vector of expression levels and a subtype label.

Dataset A comprises 84 microarrays sourced from Royal London Hospital, UK
[10]. There are 62 ALL and 22 AML examples and the data is available at
nostradamus.cs.rhul.ac.uk/MicroArray. Dataset A was normalised so that
each example had the same mean expression level (across all gene probes) and a log
transform applied prior to classification. Dataset B is a combination of 132 ALL
cases [7] and 130 AML cases [6] which are both sourced from St. Jude Children’s
Research Hospital, USA and are available at www.stjuderesearch.org/data.

Strangeness Minimisation Feature Selection (SMFS) is a new feature selection
method proposed in this paper. The effectiveness of these two new linear strange-
ness measures is tested on the two microarray datasets and compared with other
feature selection techniques, such as using the SNR filter. SVM is used as the
linear classifier without kernels. Both test accuracy and and efficiency which is
the ratio of certain predictions are measured. For predictions to be useful, the
large majority of region predictions need to be certain.

Table 1. Dataset A: On-line CM with different feature selection methods

Feature selection method Accuracy Efficiency
None 1 0.018
SNR 0.976 0.607

ANOVA 0.988 0.702
SAM 1 0.750
SMFS 1 0.738

The NC strangeness measure given in Equation (7) for SMFS was applied to
Dataset A classifying for subtypes ALL or AML. The online setting was used
to determine the effectiveness of classification over the time. CM was run with-
out feature selection and then with SMFS taking the top t = 40 features. Both
were run in the online setting with a confidence level of 95%. SMFS was also
contrasted with several established feature selection techniques for microarray
analysis: the SNR filter, analysis of variance (ANOVA) as available in the Gene-
Spring 5.0.3 and the more sophisticated Significance Analysis of Microarrays
(SAM) for reducing the false discovery rate [9]. The top t = 40 genes were cho-
sen for each method and a 95% confidence level was set. Table 1 shows results at
the last trial. SMFS gives clearly better results than SNR, in terms of less errors
and uncertain predictions, is slightly better than ANOVA and is comparable
with SAM. Both ANOVA and SAM were run on the entire data set prior to
classification so we might expect some selection bias with these experiments [1].

CM was run with the linear classifier strangeness measure define in Equation
(9), based on SVM. The same algorithm was applied to Dataset B using 10
cross validation. Since the linear classifier SVM is binary classifier, the binary
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Table 2. Dataset B: Off-line CM results

Confidence level
97.5% 95% 90%

Method Accuracy Efficiency Accuracy Efficiency Accuracy Efficiency
SVM

No FS 0.989 0.034 0.966 0.065 0.939 0.160
SNR 0.989 0.496 0.977 0.710 0.973 0.966
SMFS 0.989 0.996 0.989 1 0.989 1

NC
SMFS 0.992 0.992 0.992 0.992 0.992 0.992

classification task of discriminating between subtypes ALL and AML was un-
dertaken. It is contrasted with applying CM without feature selection and with
using the SNR filter feature selection, instead of SMFS. Results are shown in
Table 2 for different confidence levels. This shows that using SMFS yields the
best performance in terms of accuracy and efficiency and CM is well-calibrated
in all cases. The results for CM based on the NC strangeness measure are also
shown for 10 cross validation. Both NC and SVM perform well with NC giving
slightly higher accuracy but less efficiency. Standardisation was applied as a pre-
processing step prior to classification using the SVM linear classifier strangeness
measure [4].

5 Conclusions

Feature selection is important for successful microarray classification. We have
described the recently developed feature selection method, namely strangeness
minimisation feature selection, designed for confidence machines. Our experi-
ments demonstrate that SMFS works well.
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Abstract. This paper proposes an efficient method for indexing and mining 
graph database. Most existing approaches are based on frequent sub-structures 
such as edges, paths, or subgraphs. However, as the size of graphs increases, such 
index structure grows drastically in size for avoiding performance degradation. 
This yields a requirement for constructing a more compact index structure and 
introducing more informative indexing items into this index to increase its 
pruning power. In this paper, we demonstrate that degree information can help 
solve this problem. Based on this idea, we propose a new index structure 
(D-index) which uses the subgraph and its degree information as the indexing 
item. Our empirical study shows that D-index achieves remarkable improvement 
in performance over the state-of-the-art approach. 

1   Introduction 

Recently, indexing and mining techniques for graph data has attracted increasing 
attentions due to its usefulness in a wide variety of applications, including analysis on 
XML, biologic database, chemical database, social relationship, etc. [1, 5, 2, 3, 10, 9, 4, 
6, 7, 8]. Efficient retrieval of graphs which contain a given subgraph is a very 
important, if not fundamental, problem for many information retrieval and data mining 
tasks on graph database, e.g., mining frequent software model in a model database. 

Since subgraph isomorphism is very time consuming (NP-complete in 
complexity). It is usually necessary to build an index to support efficient processing 
of subgraph queries. Typically, index aims at reduce the size of candidate answer set, 
and therefore to reduce the number of subgraph isomorphism computations. Existing 
index structures are mainly based on frequent sub-structures such as edges, paths 
[1,5] or subgraphs [2, 3, 10, 9]. Particularly, subgraph-based approach, gIndex[2,3] 
proposed by X. Yan et al. abbreviates the number of index features by discriminative 
selection. Some communities also develop data mining methods on graph database 
[3, 4, 6, 7, 8]. 

As the size of graphs increases, the substructure-based approaches cannot work 
efficiently with a static index structure. When the size of graphs increases, if we do not 
increase the size of index structure, a large graph will be divided into more subgraphs 
than a small graph. Therefore, the number of candidate answers retrieved by the 
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substructure-based method sharply increases with the size of graph. On the other hand, 
if we increase the size of the index to maintain the number of candidate answers, the 
size of index structure will exponentially increases. This is because when we enumerate 
subgraphs as the index, the number of subgraphs increases with the size of subgraph at 
an exponential rate. This yields a requirement for introducing more informative index 
items into the index to increase its pruning power in order to reduce the candidate 
answer set size.  

In this paper, we demonstrate that degree information can help solve this problem. 
We also propose a new index structure (D-index) based on the subgraph and the degree 
information. D-index preserves the information of relationships between the subgraph 
and the other parts outside this subgraph. Furthermore, D-index maintains a compact 
feature set whose size is much smaller than the subgraph-based approaches when they 
achieve the same performance. Experimental results show that D-index reduces the size 
of candidate answer set by 20%-50%, and thus reduce the execution time by 20%-50%. 
Moreover, this improvement over existing methods increases with the graph size. 

2   The D-subgraph and D-indexing 

We focus on the retrieval of graphs in which the query is a subgraph. Briefly, if G’ is a 
subgraph of G, we say G contains G’. Given a query graph Q and a graph database D, 
the subgraph query is to extract all the graphs G in D which contain Q. 

To help process the graph query, we build an index which consists of the features 
extracted from the graph database. Given a graph query, the first stage is searching the 
index to find which graphs contain all the features of the graph query. Then, the second 
stage is verifying whether the graph query is a subgraph of the graphs found in first 
stage. To build this index, we study which information should be contained in the index 
items (Section 2.1) and how the index organizes these index items (Section 2.2). The 
index item should be both small enough to be stored in the index and strong enough to 
represent the features of the graph. Therefore, we propose a new index structure 
(D-index) which uses the subgraph and the degree information as the index item. 

2.1   The Index Item 

In this section, we will discuss the structure of the index item, and we also introduce an 
approach to sequentialize the index item in order to remove the isomorphic index items. 

Our approach is based on the index item, called D-subgraph. D-subgraph is defined 
as a structure which consists of a subgraph divided from an original graph and the 
vertex degree information of the original graph. For example, considering the graphs 
shown in fig.1, some D-subgraphs of these graphs are shown the fig.2. It is meaningful 
to introduce the degree information, because the substructure with degree information 
is more discriminative than the subgraph. This is because the degree information can 
help represent the relationship between the subgraph and the other parts of the graph. 
Considering the graphs shown in fig.1, although subgraph C-C-C is frequent (appearing  
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4 times in the database), subgraph C-C-C cannot distinguish the four graphs in the 
database because all graphs contain C-C-C. The D-subgraphs with the subgraph C-C-C 
in the above database are shown in fig 2, where degree information is indicated in the 
brackets. In D-subgraph, we can distinguish the four graphs by the subgraph C-C-C and 
its degree information. 

 

Fig. 1. Graph database 

 

Fig. 2. D-subgraphs 

Based on the notion above, our index structure, D-subgraph, is an index item that 
introduces degree information into an existing subgraph-based index item. It can be 
viewed as two parts. The first part is for indexing the subgraph. All the existing 
approaches designed for subgraph indexing can be applied to this part, such as FSG [6], 
DFS-tree [2] and GraphGrep [5]. In this paper, we use DFS-tree [2] as a case study and 
use it in our experiments. The second part is for maintaining the degree information. It 
is organized in a degree-structure, which is an index item used to build the degree tree. 
(This will be discussed in Section 2.2). For example, the graph (a) in fig.3 could be 
stored in 8 different ways by the DFS-tree. (We do not consider edge labels in this 
paper for simplicity.) Graph (b), (c) and (d) in fig.3 are three isomorphic index items. 

 

Fig. 3. Three D-index structures generated from a same D-subgraph 

The index item (D-subgraph) can be derived as follows: (1) derive the DFS-trees of 
the sub-graph; (2) count the degree information in the original graph; and (3) 
sequentialize the D-subgraph by ruling out the isomorphic D-subgraphs. The first stage 
is similar to the existing method. The second stage can be easily achieved by counting 
the graph stored in the adjacency matrix or the adjacency list. In the third stage, we 
restrict the linear order to choose the Minimum D-subgraph in the isomorphic 
D-subgraphs. This Minimum D-subgraph will be an index item in the index structure, 
D-index. 
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In the first stage and the second stage, we use DFS-tree as a case study. The 
DFS-tree of a D-index is created by a DFS algorithm. (The detail of this approach is 
represented in [3].) After that, when we transform the DFS-tree into an edge table, we 
affix the degree information into the end of the table. Table1 is the information of graph 
(b), (c) and (d) in figure 3. Specifically, which is different from subgraph based method, 
when there exist many D-index with a same DFS-tree, we should consider all these 
DFS-tree and distinguish them by their degree information. As fig.3 (c), (d) and table.1 
(C), (D), they have same edge-structures and different degree-structures. 

Table 1. The index item information of fig.3(b)(c)(d). The top four rows are the edge-structures 
describing the edges of the D-subgraph. The bottom row is a degree-structure describing the 
degree information of the D-subgraph. 

D-index(B) D-index (C) D-index (D) 

(0,1,C,C) (0,1,A,C) (0,1,A,C) 
(1,2,C,C) (1,2,C,C) (1,2,C,C) 
(2.3.C,A) (2,3,C,C) (2,3,C,C) 
(3.0,A,C) (3,0,C,A) (3,0,C,A) 
(3,4,2,2) (2,3,4,2) (2,2,4,3) 

In the third stage, we restrict the order of D-subgraphs to rule out the isomorphic 
D-subgraphs. 

For two edge-structures 1 2 1 2 1 2 1 2( , , , ), ( ', ', ', ')a v v l l b v v l l= = : (i)if 1 1 'l l< , then 
a b< ; (ii)else if 1 1 2 2'  < 'l l l l= , then a b<  (iii) 1 1 2 2 1 1= '  = '  < 'l l l l v v , then a b< ; 
(iv)else if 1 1 2 2 1 1 2 2= '  = '  = '  < 'l l l l v v v v ,then a b< ; (v)else if 1 1 2 2 1 1= '  = '  = 'l l l l v v , 

2 2= 'v v then a b=  
For two degree-structures 1 2 na=(d ,d ...d ) , 1 2 nb=(d ',d '...d ') ,  0 ,  'k kif t t n d d∃ ≤ ≤ =  
 ,  ',   t tfor k t d d then a b< < < . 

The D-subgraph lexicographic linear order is defined as follow. If the D-subgraph 
0 1( , ... ) na a a a=  and the D-subgraph 0 1 mb=(b ,b ...b ) , a b<  if one of the following is 

true. 
(1) , 0 min( , ), k kt t m n a b∃ ≤ ≤ = , for k<t ta and bt are edge-structure, t ta b< . 
(2) , 0 min( , ), k kt t m n a b∃ ≤ ≤ = , for k<t; ta  is a degree-structure and  bt  is a 

edge-structure. 
(3) , 0 min( , ), k kt t m n a b∃ ≤ ≤ = , for k<t; ta and bt are degree-structure, t ta b< .  
For the D-index in Table.1 ,(D)<(C)<(B) 

Definition 1 (Minimum D-index). Given a D-subgraph G, the minimum D-index of 
all D-indices generated from G is called Minimum D-index. 

2.2   The Index Construction  

In this section, we will consider the construction of D-index. Briefly, we add Minimum 
D-subgraphs into the index structure. The root part of the D-index is 
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Fig. 4. The overview of the D-index Fig. 5. Mergence of the degree structures 

subgraph index. For each subgraph indexed in the root part, the D-subgraphs are 
organized as a degree tree shown in Fig.4. There are three sub-problems should be 
considered: (1) which subgraphs should be included as the root part of the D-index; (2) 
which Minimum D-subgraphs should be included in the degree tree of D-index; and 
(3) how the D-subgraphs in the degree tree are organized. All the existing approaches 
designed for subgraph indexing can be applied to the first sub-problem. In this paper, 
we adopt the gIndex [2, 3], because the discriminative selection existed in the 
subgraph-based approach can be easily extended to D-subgraph. For the second 
problem and the third problem, we present the mergence tree to solve these problems. 

Frequent Selection and Discriminative Selection. The frequent number is the least 
appearance times of the indexing D-subgraph. The discriminative selection based on 
subgraph can be found in [2]. The XD  is the set of graphs which contain D-subgraph x 
in the database. Fragment x is discriminative with respect to graph sets F, 
if  | |  |   ) |X fD f F f x D<< ∩ ∈ ∧ ⊂ . 

The subgraph of D-subgraph. Both selection need to define the subgraph of 
D-subgraph. If D-subgraph X is a subgraph of D-subgraph Y, X can be created by the 
combination of the operations as follow: 

(1) Reduce the degree of Y’s vertex. 
(2) Remove edges of Y, when Y is still a connected graph 
(3) Remove edges of Y, and remove the isolated vertexes created by this remove. 

The mergence tree of degree-structures. The subgraph-based index can be generated 
by enumerating all the graphs in a certain bound of graph size. However, we cannot 
enumerate all D-subgraphs. Our approach is that we search the D-subgraphs by their 
edge-structure. Then, we use a tree to merge the nearest two D-indices whose 
edge-structures are same. The distance of two D-indices is the addition of all the 
absolute dispersions between each vertex pair. The parent of these two D-indices 
consist of the minimum degree of each vertex pair. For example, as shown in fig.5, the 
distance between (12,20,5,10) and (10,18,6,12) is 7, and their parent is (10,18,5,10). At 
last, we check whether the D-index is discriminative in the tree to judge the indexing 
ability. Because this approach does not need additional subgraph isomorphism 
operations, the runtime of index construction is close to that of subgraph-based 
approaches. 
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2.3   Applications of a D-index 

Given a query graph G, the searching method is straightforward. The query is 
processed as follows: 

Set candidate answer set C=D. 

(1) Search the index to find out D-index x whose edge-structure is a subgraph of the 
query graph G. 

(2) For each D-index x found in step (1), if all vertex degrees in the D-index x are 
smaller than the vertex degrees in the query graph G, then XC C D= ∩ . 

This approach can be used in mining frequent subgraph in graph database. 
Especially, when implemented on large graph databases or the database whose size of 
the index is restricted, our approach achieves considerable performance improvements 
over subgraph-based approaches as shown in the experiments. 

3   Experiments 

We compare our approach with the state-of-the-art subgraph-based approach, gIndex. 
The purpose of our experiments is to compare the performance on various database 
sizes and the graph sizes.  

Because the time of the search on index is much less than the time spent in candidate 
answer verification, the query response time ( queryT ) can be presented as 
follows: _ _ _ _ _| | | |query index search subgraph iso testy subgraph iso testT T C T C T= + × ≈ × , where 

_index searchT is the time spent in searching on index, _ _subgraph iso testT  is the average 
time of subgraph isomorphism test and C is the candidate answer set. Thus, the 
performance of an index can be defined as follows: 

_ _

1 1

| | | |q u e ry su b g ra p h iso tes t
P er fo rm a n ce

T C T
= ≈

×
 

As a result, it achieves an average 30% to 80% improvement in terms of the query 
response time compared to the state-of-the-art subgraph-based method, gIndex. 

The experiments are performed on a computer with 2.4GHZ CPU and 512M 
memory. We generate the databases by a graph generator. We use these databases 
instead of the real database because the size of graphs and the number of graphs can be 
successfully controlled which is necessary for our experiment. The databases contain 
1000-5000 graphs and the number of vertexes in the databases is from 10 to 14. The 
performance is average over 200 runs on different query graphs. We measure the 
results by the number of candidate answers. Because the time spent in searching of 
index is much less than that cost on the verification of subgraph. Therefore, the number 
of candidate answers exactly represents the execution time. 

The results of the relationship between the size of candidate answer set and the size 
of graphs are shown in fig.6. When the size of the graph increases, the difference 
between the candidate answer set size of D-index and that of gIndex also increases. 
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Fig. 6. Performance vs. size of graphs 
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Fig. 7. Performance on various 
sizes of database 

Fig. 8. Index size on various 
sizes of database 

Fig. 9. Performance on  various 
sizes of index 

This is because the number of subgraphs divided from a graph increases with the size of 
graphs. This increase, however, decreases the pruning power of the subgraph-based 
approach, because this approach cannot represent the information between the 
subgraph and the original graph. This also indicates that degree information can 
successfully maintain the relationship between the subgraph and the original graph, and 
therefore, decrease the size of candidate answer set. This made our approach superior to 
the existing approaches. 

Fig.7 shows that the performance of both D-index and gIndex scaled linearly with 
the database size. Furthermore, this difference is more remarkable especially when the 
database was extremely large.  

Fig.8 indicates that the database size have no impact on the size of index structure. 
This is due to the construction method of the index. Note that, recall from the results 
shown in Fig. 6, the improvement of our approach increases with the size of graphs. 
Although our approach is less storage efficient, the size of the index structure is stabile. 
Therefore, this disadvantage can be ignored when the size of database is large. 
Actually, D-index reduces the size of candidate answer set by 20%-50%. According to 
the definition of performance in the end of Section 3, it achieves a 30% to 80% 
improvement in terms of execution time over the gIndex when restricted in same size of 
storage. 

Although the improvement decreases when the size of the index increases, Fig. 9 
depicts that the D-index at least reduces the size of candidate answer set by 20%. The 
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experimental results suggest that D-index works well in any condition especially when 
implemented on large graph databases or the database whose size of the index is 
restricted. It at least achieves a 30% improvement due to reducing the size of candidate 
answer set by 20%. 

4   Conclusion 

Subgraph query is a very important problem for many information retrieval and data 
mining tasks on graph database. The graph indexing has attracted increasing attentions 
due to its wide usefulness. 

In this paper, we have explored a different approach to graph indexing. Our 
approach suggests that the introducing of degree information can help increase the 
pruning power of the index. Especially, when implemented on large graph databases or 
the database whose size of the index is restricted, D-index can help represent the whole 
features of graph by several small index items. 

Experimental results also show that D-index reduces the size of candidate answer set 
by 20%-50%. According to the definition of performance in the end of Section 3, it 
achieves a 30% to 80% improvement in terms of execution time over the 
state-of-the-art approach, gIndex. When implemented on large graph databases, 
D-index achieves more considerable performance improvements over subgraph-based 
approaches than it does on small database. 
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Abstract. Recent work on decision tree pruning [1] has brought to the
attention of the machine learning community the fact that, in classi-
fication problems, the use of subadditive penalties in cost-complexity
pruning has a stronger theoretical basis than the usual additive penalty
terms. We implement cost-complexity pruning algorithms with general
size-dependent penalties to confirm the results of [1]. Namely, that the
family of pruned subtrees selected by pruning with a subadditive penalty
of increasing strength is a subset of the family selected using additive
penalties. Consequently, this family of pruned trees is unique, it is nested
and it can be computed efficiently. However, in spite of the better theo-
retical grounding of cost-complexity pruning with subadditive penalties,
we found no systematic improvements in the generalization performance
of the final classification tree selected by cross-validation using subaddi-
tive penalties instead of the commonly used additive ones.

1 Introduction

Decision trees are one of the most extended types of classifiers. The reasons for
their wide use are the availability of efficient algorithms for the automatic induc-
tion of decision trees from labeled data (CART [2], C4.5 [3]), the high processing
speed and accuracy that can be obtained in many classification problems of prac-
tical interest, and the interpretability of the classification models generated.

A decision tree is a hierarchical questionnaire that partitions the data into
disjoint subsets according to the result of tests associated to each of the non-
terminal nodes of the tree. By applying the sequence of tests at the internal
nodes, an example is associated to a single leaf node on the fringe of the decision
tree. The classification given by the tree is the class label of the leaf node to
which the example is assigned. Assuming that only Boolean tests are used, as
in CART, the decision tree is a rooted binary tree. The root node has all the
examples associated to it and yields as a classification the majority class of the
examples in the whole training set. The binary decision tree is grown from the
root node by performing a test that splits the data into two disjoint subsets.
Each of these subsets is associated to one of the two child nodes of the root
node, which becomes an internal node of the tree. Each of the newly generated
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child nodes becomes labeled with the majority class of the training examples as-
sociated to it. The split is chosen to maximize a quantity that is correlated with
the classification accuracy of the tree (for instance impurity reduction [2], in-
formation gain, information gain ratio [3], etc.) This divide-and-conquer process
is repeated for each of the newly generated nodes until either all examples are
correctly classified or a termination criterion is satisfied.

Trees grown with this greedy algorithm need not be globally optimal. Further-
more, if they are grown until they reach the minimum classification error on the
training data, they typically exhibit poor generalization performance and yield
overly optimistic estimates of the true classification error. To avoid overfitting to
the training data, the tree growing process could be stopped when a properly de-
signed termination criterion is fulfilled. However, it has proved difficult to design
appropriate stopping rules [2]. Instead, the strategy that is commonly used is
to overgrow the decision tree until all training examples are correctly classified,
and then to prune the fully-grown tree upward, in an appropriate order, until
the optimal tree is found. Biases can be avoided if the pruning process is guided
by using classification error rates estimated on a validation set, an independent
collection of labeled examples, which have not used in the construction of the
tree [4]. While this may be an appropriate strategy for problems in which la-
beled training data is either abundant or easy to obtain, in data-poor problems,
or when the labeling process is costly, one should avoid using separate portions
of the training set for the growing and for the pruning process [5]. An alternative
to this procedure is the cost-complexity pruning proposed in CART, where the
goal is to minimize a function that considers both misclassification costs and a
measure of the tree complexity [2].

The complexity penalty used in most cost-complexity pruning methods for
decision trees, and in particular in CART, is additive. Additive penalties increase
linearly with the size of the decision tree. Recent results in statistical learning
theory suggest that subadditive penalties, and in particular a penalty term that
varies as the square root of the size of the tree, may be more appropriate for
classification problems [1,6,7,8,9]. A subadditive penalty is monotonic but its
increase with the size of the tree is slower than linear. The theoretical support
for subadditive penalty terms comes from complexity regularization theory [7]
and from structural risk minimization formulas that provide bounds for the
generalization error of a decision tree [6]. Generally, additive penalties are used
because one can design pruning algorithms that are fast, efficient in memory use,
and easy to implement [1]. Little o no theoretical justification is given for the
choice of a linear penalty term.

The goal of the present work is to investigate whether cost-complexity pruning
with subadditive penalties, which seems to be theoretically well grounded, im-
proves the results of other pruning strategies in a collection of benchmark prob-
lems. Previous research devoted to performing extensive comparisons between
different pruning strategies [5,10] did not consider the possibility of subadditive
penalties. To carry out this comparison we implement the efficient pruning al-
gorithms designed in [1] and confirm the main results of this work. In particular
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we corroborate that in all cases the family of trees selected by pruning with a
subadditive penalty is a subset of the nested family of trees obtained by prun-
ing with additive penalties. Following CART, we select a single tree from the
family of pruned trees using cross-validation error estimates. The performance
of the selected tree is then compared with the corresponding standard CART
tree, which is induced using an additive penalty.

2 Cost-Complexity Pruning Using Subadditive Penalties

Consider T , a binary decision tree. Any subtree S of T containing the root node
is a pruned subtree of T . This relation is denoted by S � T . The set of terminal
nodes of T is T̃ and the number of terminal nodes is |T |.

The idea behind cost-complexity pruning is to avoid overfitting by balancing
the performance on the training data and the complexity of the generated model.
The performance is quantified by a cost function ρ(S). In classification trees the
cost function typically used is the training classification error. The complexity
of the model is measured by a penalty function Φ(S), which, for decision trees,
is a function of the size of the tree or, equivalently, of the number of terminal
nodes. The following assumptions can be made about these functions: (i) ρ(S) is
a monotonically non-increasing function. That is, if S1 � S2 then ρ(S1) ≥ ρ(S2),
(ii) ρ(S) is additive; i.e. it can be calculated by ρ =

∑
t∈T̃ ρ(t) and (iii) the

penalty function Φ(|S|) is a monotonically increasing function of the tree size.
That is, if S1 ≺ S2 then Φ(|S1|) < Φ(|S2|), where S1 ≺ S2 indicates that S1 � S2
and that S1 �= S2.

To balance the importance of ρ(S) with respect to Φ(|S|) a tuning parameter
α is introduced. For a given value of α the optimal tree according to the cost-
complexity function is

T ∗(α) = argmin
S�T

[ρ(S) + αΦ(|S|)] . (1)

The final classification tree is selected by estimating the value of α using cross-
validation. Given that |T | < ∞, the solutions of Eq. (1) are a finite set of pruned
subtrees Rl � T, l = 1, . . . , m such that |R1| > |R2| > · · · > |Rm| = 1. Each of
these trees is optimal for a range of values of α

α ∈ [αl−1, αl) ⇒ T (α) = Rl, 0 = α0 < α1 < · · · < αm = ∞ (2)

The goal is to select the optimally pruned tree from Rl, l = 1, . . . , m by deter-
mining the correct value of α. For both additive and subadditive penalties the
family of pruned subtrees is unique and nested [1,2]

root = Rm ≺ · · · ≺ R2 ≺ R1 � T. (3)

Another important result demonstrated in [1] is that the family of subtrees
obtained using subadditive penalties is a subset of the family generated using
additive penalties. This implies that there are less trees available for selection



998 S. Garćıa-Moratilla, G. Mart́ınez-Muñoz, and A. Suárez

Input: Fully developed tree T

Output: Minimum cost trees T k = T k
1 , k = 1, 2, . . . , |T |

1. for t = 2|T | − 1 to 1 {
2. set T 1

t = t
3. if (t is not a terminal node) {
4. for k = 2 to |Tt| {
5. set mincost = ∞
6. for i = max(1, k − |Tr(t)|) to min(|Tl(t), k − 1|) {
7. set j = k − i

8. set cost = ρ(T i
l(t)) + ρ(T j

r(t))
9. if cost < mincost {

10. set mincost = cost

11. set T k
t = merge(t, T i

l(t), T
j
r(t))

12. }
13. }
14. }
15. }
16. }

Fig. 1. Pseudocode for computing minimum cost trees

Input: Minimum cost trees T k
1 , k = 1, 2, . . . , |T |

Output: Family of prunings Rl and thresholds αl

1. set k1 = argmin
k

(ρ(T k) = ρ(T ))

2. set R1 = T k1

3. set l = 1
4. while kl > 1 {
5. set αl = ∞
6. for k = kl − 1 to 1 {
7. set γ = (ρ(T k) − ρ(T kl))/(Φ(kl) − Φ(k))
8. if γ < αl {
9. set αl = γ

10. set kl+1 = k
11. }
12. }
13. set l = l + 1
14. set Rl = T kl

15. }

Fig. 2. Pseudocode for computing the family of pruned subtrees

using cross-validation. Despite having a smaller range of trees to choose from,
the extra trees that appear when additive penalties are used may actually have
poorer generalization performance, in which case it would be better not to con-
sider them for selection [1].
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The algorithms presented in Figs. 1 and 2 generate the family of subtrees
pruned with a general size-based penalty term of increasing strength [1]. The
algorithm detailed in Fig. 1 constructs the minimum cost pruned subtrees of
sizes 1 to |T | from the fully grown tree T . Tree nodes are indexed by numbers
1 to 2|T | − 1 in such a way that children nodes always have a larger index than
their parents. The root node has index 1. The expression Tt denotes the full tree
rooted at node t (hence T = T1) and T k

t denotes the lowest cost pruned subtree
of Tt of size k (i.e. |T k

t | = k). The expressions l(t) and r(t) refer to the left child
and right child of t, respectively. The algorithm given in Fig. 2 generates the
family of pruned subtrees Rl and thresholds αl of Eq. (2) from the minimum
cost tree set (T k = T k

1 , k = 1, 2, . . . , |T |) returned from the algorithm in Fig. 1.

3 Experiments

In order to compare the performance of pruning strategies using either linear
(additive) or square-root (subadditive) penalties we carry out experiments in
eight datasets from the UCI repository [11] and in two synthetic datasets pro-
posed by Breiman et al. [2]. The datasets are selected to sample a variety of
problems from different fields of application. The characteristics of the selected
datasets and the testing method are shown in Table 1.

The experiments consist in 100 executions for each dataset. For real-world
datasets we perform a 10 × 10-fold cross-validation. For the synthetic datasets
(Led24 and Waveform) random sampling was applied to generate each of the
100 training and testing sets. Each experiment involves the following steps: (i)
Obtain the training and testing sets (by 10-fold-cv or by random sampling) and
build a fully grown tree T with the training dataset using the CART tree growing
algorithm [2]. (ii) Compute the family of pruned subtrees Rl of T and thresholds
αl, using a square-root penalty (i.e. Φ(|S|) =

√
|S|) in the algorithms of Figs. 1

and 2. (iii) Obtain by V-fold-cv on the training dataset V trees (T (1), . . . , T (V ))
and their respective families of pruned subtrees R

(v)
m for v = 1, ..., V . The value

V = 10 is used. Select one subtree from each of the V families for each of the

Table 1. Characteristics of the datasets and testing method

Dataset Instances Test Attrib. Classes
Australian 690 10-fold-cv 14 2
Breast W. 699 10-fold-cv 9 2
Diabetes 768 10-fold-cv 8 2
German 1000 10-fold-cv 20 2
Heart 270 10-fold-cv 13 2
Ionosphere 351 10-fold-cv 34 2
Led24 200 5000 cases 24 10
New-thyroid 215 10-fold-cv 5 3
Tic-tac-toe 958 10-fold-cv 9 2
Waveform 300 5000 cases 21 3
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following α values: αl
geom = √

αl−1αl, l = 1, . . . , m. For each value of αl
geom

calculate the error of the selected subtrees using the independent set and obtain
the average cv-error (el

cv) and standard deviation (sel
cv). (iv) Select the pruned

subtree from (Rl, l = 1, . . . , m) corresponding to the αl
geom value producing the

smallest cv-error el∗
cv. Denote this tree by CV-0SE. We also select the smallest

tree corresponding to cv-error such that el
cv < el∗

cv + sel∗
cv and denote it by CV-

1SE. Breiman et al. advocate the selection of CV-1SE (the 1 SE rule in [2])
because it is the simplest tree whose accuracy is comparable to CV-0SE (the
optimal tree according to the cross-validation procedure) when the uncertainty
in the cross-validation error estimates is taken into account. (v) Repeat steps
2-4 using additive penalties Φ(|S|) = |S|. This configuration results in standard
CART trees.

The results of the experiments performed are in agreement with the theoretical
results demonstrated in [1]. In particular, the family of pruned subtrees obtained
when applying a square-root subadditive penalty term is a subset of the family
of trees obtained when considering additive penalties.

Table 2 displays the average test error and average size of the selected trees
for the different pruning configurations and datasets. The best average test error
for each classification task is highlighted in boldface. The test errors are very
similar in trees selected with either subadditive or additive penalties. The dif-
ferences between CV-0SE and CV-1SE (and between these and unpruned trees)
are actually larger. Another important observation is that there does not seem
to be a systematic trend in the variations in performance. In some datasets the
more complex trees perform better (New-thyroid, Tic-tac-toe). In other prob-
lems the minimum is obtained for medium-sized trees (Breast W., Heart, Led24,
Waveform). Finally, there are some datasets where the smaller trees are slightly
better (Australian, Diabetes, German). The lack of a clear tendency in the re-
sults is apparent in the Ionosphere dataset, where the highest error corresponds
to a tree of intermediate size.

Table 2. Test errors and sizes of the decision trees selected

Unpruned CV-0SE CV-1SE
Subadd. CART Subadd. CART

Dataset error size error size error size error size error size
Australian 18.7 151.2 15.1 9.8 15.2 9.9 14.7 3.6 14.7 3.8
BreastW. 5.6 67.4 5.3 31.3 5.5 29.7 6.0 12.3 6.2 12.5
Diabetes 29.9 247.1 26.0 19.1 25.8 22.5 25.9 8.1 25.8 6.8
German 30.8 329.2 26.0 26.9 26.0 23.6 26.1 10.8 25.8 11.1
Heart 26.8 83.9 22.7 15.7 22.7 16.4 23.4 9.0 23.3 8.5
Ionosphere 10.4 44.3 11.3 16.0 11.4 15.5 10.8 5.9 10.7 5.7
Led24 43.6 146.3 32.7 21.7 32.9 24.7 33.7 18.6 33.6 18.6
New-thyroid 6.6 22.9 7.6 17.6 7.6 17.5 9.2 10.6 9.1 10.7
Tic-tac-toe 5.5 143.1 5.9 105.4 5.9 106.1 6.7 69.1 6.7 71.0
Waveform 29.6 78.9 28.9 31.7 29.0 28.3 30.2 16.0 30.3 15.7
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Table 3. Family size and number of coincidences in the tree selected

Dataset Average m # same tree
is selected

Subadd. CART CV-0SE CV-1SE
Australian 10.74 13.32 79 96
Breast W. 10.01 10.54 59 70
Diabetes 11.24 16.02 64 82
German 13.52 19.52 44 65
Heart 9.47 10.19 64 71
Ionosphere 7.59 8.25 92 97
Led24 11.19 15.76 76 94
New-thyroid 5.85 6.60 99 95
Tic-tac-toe 13.40 17.22 78 75
Waveform 11.23 12.20 67 70

The average sizes of the trees selected using subadditive and additive penalties
are very similar. This can be seen in the second and third columns of Table 3,
which display the average size of the families of subtrees for subadditive and
additive penalties, respectively. The differences are small for most datasets. In
fact, they are less that one on average for half of the studied datasets (Breast,
Heart, Ionosphere, New-thyroid, Waveform). This indicates that the size of the
final tree selected with both types of penalties is very similar. The fourth and
fifth columns of Table 3 show the number of times (out of the 100 executions)
in which both penalties actually selected the same final pruned subtree for CV-
0SE and CV-1SE, respectively. The fact that in most instances the same tree
is selected, irrespective of the type of complexity penalty used, accounts for the
similarity of the values of test errors.

4 Conclusions

Despite the large body of work on decision trees, there has been little research
into the problem of how to prune fully grown trees to their optimal size using
complexity penalty terms. This paucity of theoretical investigations may be as-
cribed to the fact that pruning with additive penalties, which are commonly used
in cost-complexity pruning, can be readily and efficiently implemented. Further-
more, classification trees that are selected using cross-validation from a family
of trees pruned with additive penalties seem to perform well in many problems
of practical interest. Recent work on statistical learning theory for classification
problems indicates that subadditive penalties may have a sounder theoretical ba-
sis than the additive penalty terms commonly used in cost-complexity pruning.
In this research we implement the efficient algorithms designed in [1] to generate
families of decision trees pruned with nonadditive penalty terms. The family of
pruned trees is generated using a subadditive complexity penalty that increases
with the square root of the size of the tree. From this family a tree is selected
as the final classifier using cross-validation error estimates.
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Experiments on benchmark problems from the UCI repository show that, in
the datasets investigated, there is no systematic improvement of the classifi-
cation performance of decision trees selected by cross-validation from a family
of pruned trees induced with a square-root penalty. Since the family of trees
pruned using subadditive penalties is necessarily smaller than or equal to the
family pruned using additive ones, there is little room for improvement and,
in fact, the decision trees selected using either a square-root penalty or linear
penalty are often equal. This conclusion should also obtain for other subadditive
penalties. In summary, despite the implications of recent theoretical work, we
have found no evidence in the classification problems analyzed of systematic im-
provements in generalization performance by using subadditive penalties instead
of the usual additive ones.
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Abstract. Automatic text categorization requires the construction of appropriate 
surrogates for documents within a text collection.  The surrogates, often called 
document vectors, are used to train learning systems for categorising unseen 
documents. A comparison of different measures (tfidf and weirdness) for 
creating document vectors is presented together with two different state-of-the-
art classifiers: supervised Kohonen’s SOFM and unsupervised Vapniak’s SVM.  
The methods are tested using two ‘gold standard’ document collections and one 
data set from a ‘real-world’ news stream.  There appears to be an optimal size 
both for the of document vectors and for the dimensionality of each vector that 
gives the best compromise between categorization accuracy and training time.  
The performance of each of the classifiers was computed for five different 
surrogate vector models: the first two surrogates were created with tfidf and 
weirdness measures accordingly, the third surrogate was created purely on the 
basis of high-frequency words in the training corpus, and the fourth vector 
model was created from a standardised terminology database.  Finally, the fifth 
surrogate (used for evaluation purposes) was based on a random selection of 
words from the training corpus. 

Keywords: Feature selection, Text categorisation, Information extraction, Self-
organizing feature map (SOFM), Support vector machine (SVM). 

1   Introduction 

News text streams, like Reuters and Bloomberg, supply documents in a range of topic 
areas and the topic ‘code(s)’ are marked on the news texts.  The assignment of topic 
codes requires the definition of topics. For the automatic topic assignment, a semantic 
concept space of relevant terms has to be created.  There is a degree of arbitrariness in 
the assignment of topic codes by the news agency (subeditors) [1].  The problems 
relating to the choice of terms can be obviated to an extent by using information 
retrieval measures like tfidf where statistical criteria are used to select terms that are 
specific enough to be characteristic of a domain and characteristic of a the majority of 
documents within the domain. More problems are encountered when topics are 
closely related (for example in one of our experiments we found that the terminology 
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of currency markets and bond markets has substantial overlaps).  Due to the large 
volumes of new, covering different topics, that are becoming available, it is important 
to have a system that not only can categorise but can also learn to categorise.  Once 
trained to a certain performance measure, the system is then tested with an arbitrary 
selection of unseen texts from the domain.   

Typically, a text categorization system is presented with a representative sample of 
texts comprising one or more topic areas: each text is then represented by a surrogate 
vector – usually containing keywords that characterize a specific document or sets of 
keywords that may represent a domain [2].  The choice of the keywords – based on 
information-theoretic measures – is not without controversy or problems. Once the 
keywords are chosen the training of a text categorization begins: essentially, given the 
training texts and a lexicon of keywords to construct the vectors, a (supervised) 
learning system learns to categorize texts according to the categories that are 
prescribed by a teacher; or in the case of an unsupervised learning system, the vectors 
are clustered according to a similarity measure and the resulting  clusters are expected 
to have some relation to the given categories of news texts in the training data set.  
The supervised learning systems require the pre-knowledge of the categories and the 
keywords that may be used to construct the surrogate vectors.  In the case of 
unsupervised systems, only the knowledge of keywords is required; however, the 
categories generated by an unsupervised method may be at considerable variance with 
real world categories. The discussions in the information retrieval/extraction literature 
focus largely on supervised or semi-supervised classification [3, 5] and a keen interest 
in recent developments in machine learning, especially support vector machines 
(SVM) [5]. The success of the unsupervised text categorization systems, precipitated 
by the development of WEBSOM [7, 8], where they looked at a number of different 
methods for describing the ‘textual contents of documents statistically’, and have 
made comments about traditional information retrieval measures: tfidf and latent 
semantic indexing (LSI). An important finding here is that LSI particularly is 
computationally more complex than ‘random projection techniques’, that compress 
the feature vector space by around 1%, and that the use of LSI is not as 
straightforward as it appears.  It has been noted that the use of LSI does not offer 
significant advantage over term space reduction methods in the context of neural 
classifiers [9]. 

The measures used for selecting the keywords for surrogate vectors have been 
debated in the text categorization literature extensively.  Consider how such vectors 
were created for the ‘largest WEBSOM map […][that interfaces] a data base of 
6,840,568 patent abstracts’ written in English with average length of 132 words [6, 
pp. 581].  A total of 733,179 base forms exist in this patent-abstract corpus: 
WEBSOM designers decided intuitively to remove all words ‘occurring less than 50 
times in the whole [patent] corpus, as well as a set of common words in a stop-word 
list of 1335 words’: the ‘remaining vocabulary consisted of 43,222 words’; 122,524 
abstracts in which less than five words of the vocabulary were ‘omitted’.  The self-
organising system thus trained had an excellent classification accuracy of around 60% 
and took ‘about six weeks on a six-processor SGI O2000 computer’ (ibid, pp 582).  
The choice of keywords appears inspired and what is needed is to look at ways in 
which the choice itself is automated as the training is.  This is the burden of argument 
in this paper. 
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In our work we have looked at news wire either organised according to specific 
topics (the TREC 96 collection) or provided by a news agency covering a range of 
topics. The latter comprise two text collections: the topic diversified RCV1 corpus 
and daily financial news wire supplied by Reuters Financial over a month.  A part of 
the three news collections – also referred to as news wire corpora – was used for 
training two text categorisation systems and another smaller part used for testing. We 
have contrasted the performance of the two systems trained on two very different 
training algorithms for potentially eliminating the bias due to the algorithms used. The 
keywords used in the construction of vectors, for training the two systems, were 
extracted automatically from the text collections using two different methods: the first 
method uses the well-known tfidf measure [3, 4] and the second uses information 
about the use of English in everyday context and then selects keywords on the basis of 
the contrast in the distribution of the same word in a specialist and a general language 
context (weirdness [11]). In order to evaluate the effectiveness of the two methods we 
have compared the performance of systems trained using words selected (i) randomly; 
(ii) purely on the basis of being above an arbitrary frequency threshold, and (iii) using 
keywords already available from an on-line thesaurus; techniques (i)-(iii) will be 
referred to as ‘baseline’ vectors.  

The performance measurements for the supervised learning system included the 
use of a contingency table for contrasting the correctly/incorrectly recalled documents 
from the same category with that of the category of a test document; we have used 
‘break-even point’ statistic to evaluate the performance of the SVM-based text 
categorization system. 

The results presented here had involved us in training an SOFM and an SVM with 
very large vectors (starting from a 27 component vector through to 6561 component 
vector) and large number of documents (600 to 22,418). The computation for 27 
component vector takes about 1 minute for 1000 input vectors and 6561 component 
vector takes about 30 hours for 10,000 input vectors. These computations were 
carried out over many thousands of iterations. In this paper we report the results of 
one single run for the two methods over 4 different lengths of vector together with 5 
different methods of choosing keywords. Altogether we carried out 64 experiments 
each for SOFM and SVM (24 for TREC-AP, 20 each for RCV1 and Reuters 
Financial) over a period of about 10 weeks. Ideally we should have repeated these 
experiments especially for the SOFM and reported an aggregated result together with 
the values of standard deviations. This work is in progress. 

2   Method 

In the following section we describe measures for creating document vectors (2.1). 
The goal of a text classification algorithm is to assign a label to a document based 
upon its contents. We wish to explore the effect of how the choice of keywords to 
build a surrogate vector affects the ability of a system that is learning to classify 
documents. It may be argued that for supervised systems a complicating factor may 
be the choice of a ‘teacher’ and for the unsupervised system the factor may be the 
manner in which clusters are created and subsequently labelled [14]. In order to avoid 
such complications we use two popular and very different techniques: an exemplar 
unsupervised algorithm – Kohonen’s SOFM [7])  (2.2); and an exemplar supervised 
algorithm – Vapniak’s SVM [11] (2.3). 



1006 P. Manomaisupat, B. Vrusias, and K. Ahmad 

 

2.1   Measures for Creating Document Vectors from Text Collections 

The first measure Term Frequency Inverse Document Frequency,  tfidf, facilitates the 
creation of a set of vectors for a document collection by looking at the importance of 
a term within a document collection, document by document.  Subsequently, a weight 
is assigned to individual terms based on the observation as to whether a given term 
can help in identifying a class of documents within the collection: the more frequent a 
term is in a specific collection of documents, and the less it appears in other 
collections, the higher its tfidf value. 

The second measure is based on contrasting the frequency distribution of a word 
within a document collection, or a sub-collection, with the distribution of the same 
word within a non-specialist, but representative general language collection, for 
example, the 100 million words British National Corpus for English language.  The 
ratio of the relative frequency in specialist and general language collections indicates 
whether or not a token is a candidate term.  The ratio varies between zero (token not 
in the specialist collection) to infinity (token not used in the general language 
collection); the ratio of unity is generally found for the closed class words.  Tokens 
with higher ratio are selected as feature terms [11]. 

For creating baseline vectors we have used three ‘measures’:  first ‘measure’ 
relates to the random selection of words from the text collection excluding the closed 
class words; the second measure relates to the selection of most frequent words, 
excluding closed-class words, from a given text collection; the third ‘measure’ relates 
to the selection of using only those words that occur in a publicly available 
terminology database for the specialist domain where the texts in the collection 
originate. For the standardised term selection, we have used a web-based glossary of 
financial terms comprising 6,000 terms divided over 25 financial sub-categories [13] 
(see Table 1). In order to asses the optimum length of a surrogate vector, we have 
repeated our experiments with 3n tokens (where n=1-6). 

Table 1. The computation of term weighting used in the creation of vectors in the different 
models: the weighting is the product of term frequency (a) and text frequency (b) [14]) 

Methods Text type Term Frequency 
(a) 

Text Frequency  
(b) 

Term 
frequency/Inverse 

Individual Documents d in a 
collection C dttf ,  tdf  

Contrastive 
Linguistic 

Documents in a specialist 
collection ‘C’ and in a general 
language collection ‘G’ 

 

cttf ,  
GtC

G

tfN

N

,

1∗  

Baseline 
Random Collection C  dttf ,   NA 

Pure Frequency Collection C  dttf , >threshold  NA 

Standardised term Collection C and Terminology 
database TDB 

cttf ,  =1 if t ∈ TDB  
=0 otherwise 
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2.2   Self Organised Feature Map 

The self-organising feature map is based on a grid of artificial neurons whose weights 
are adapted to match the input vectors presented during the training process.  Unlike 
supervised neural networks, the SOFM does not produce an error based on an 
expected output; rather the SOFM learns to cluster similar data.  An SOFM produces 
visualisations of the original high-dimensional data onto a two-dimensional 
surface/map.  The two dimensional map produces clusters of input vectors based on 
‘detailed topical similarities’ as the document categories are not known, a priori for 
the unsupervised system [6, 14]: The lack of a priori category information is a given 
for rapidly updated text collections.  Financial news collections are a case in point: 
the categorisation at a sub-domain is quite critical (e.g. financial news currency 
news  US$ news); where a sub-domain may disappear (for instance financial news 

 currencies of national states now in the Euro zone); and, new domains may appear 
(e.g. financial news  derivative trading of currencies). We have used following 
algorithm for training a SOFM: 

STEP 1. Randomize the map's nodes’ weight vectors 
STEP 2. Take an input vector 
STEP 3. Traverse each node in the map 

a. Use Euclidean distance to measure the distance between the input and all map’s nodes  
b. Track the node that produces the smallest distance (the Best Matching Unit - BMU)  

STEP 4. Update the BMU and all nodes in the neighbourhood by pulling them closer to 
the input vector according to Kohonen’s formulae. 
STEP 5. Repeat step 3-4 with a new input vector until all the input has been taken. 
STEP 6. Update training parameters accordingly 

STEP 7. Repeat step 5 and 6 for the desired number of cycles. 

The weights wij(t+1) of the winning neuron and its neighbourhood are adjusted as the 
incremental-learning occurs following the formulae: 

( ))()()()()1( twxtttwtw ijjijij −××+=+ γα  (1) 

wij is the current weight vector, xj is the target input, t is the current iteration and α(t) 
is the learning restraint due to time. α(t) is given by: 

max

1
ln

minmax
max

max

)()( αααα +×−=
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×

t

t
t

et  
(2) 

where αmax is the starting learning rate and αmin is the final learning rate.  The t value is 
the current cycle and the tmax is the total number of cycles.  γ decays exponentially 
with increasing training cycles and neighbourhood distances [8]. 

In this experiment, the number of exemplar input vectors has a fixed size similar to 
the output grid which is determined during the unsupervised training process. 
Training commences with an output layer, consisting of 15x15 nodes.  This training 
process is repeated for a fixed number λ of training iterations, we set λ = 1,000 cycles.  
The key parameters for successfully SOFM training include the learning rate (α) and 
the neighbourhood size (γ). We have used a typical initial setting for the training 
parameters, α=0.9, γ=8, that eventually both decreased to zero towards the end of the 
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training process. The testing regimen involves the computation of the Euclidian 
distance of a text input vector from the most ‘excited’ (winner takes all) node on the 
output map of the 15x15 trained SOFM, which will eventually determine the 
classification of the test input. 

2.3   Support Vector Machine 

A Support Vector Machine is a relatively new learning approach for solving two-class 
pattern recognition problems [16, 17].  An SVM attempts to find a hyperplane that 
maximises the margin between positive and negative training examples, while 
simultaneously minimizing training set misclassifications. Given a training set of 
instance-level pairs (xi, yi), i=1,…,l where xi ∈Rn and y ∈{1, -1}l, when perfect 
separation is not possible along two class lines a slack variable (ξ) is introduced, and 
w defined as the weight vector.  The support vector machines require the solution of 
the following optimisation problem: 

l

i
i

T

bw
Cww

1
2
1

,,
min

=
∑+ ξ

ξ
 (3) 

subject to    ;1))(( ii
T

i bxwy ξφ −≥+  where 0≥iξ  (4) 

In a binary classification task m labelled examples (x1, y1),..., (xm, ym) are used, 

where xi∈X are training data points and yi ∈{-1, +1} are the corresponding class 
labels for the elements in X and b is a parameter.  In order to make the data linearly 
separable, data points are mapped from the input space X to a feature space F with a 

mapping Φ: X → F before they are used for training or for classification.  The 
training vector xi  is mapped into a higher dimensional space by the function Φ.  The 
support vector machine is expected to find a linear separating hyperplane with the 
maximal margin in this higher dimensional space.  (C > 0 is the penalty parameter of 
the error term). 

Following Yang and Liu [18]; Dumais et al [19] or Hearst [11], we have used the 
SVM with the RBF kernel function.  The RBF kennel function is defined by as: 

0),exp(),(
2

>−−= γγ jiji xxxxK  (5) 

For computing C and γ the open-source implementation due to Hsu et al [20] was 
used. 

3   Performance Measures 

Two key metrics for determining the performance of SOFM’s were used – the so-
called classification accuracy and the average quantization error (AQE). For SVM 
performance we chose the Break-even points measure for measuring the effectiveness 
of the classification task. 
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Classification accuracy: Our evaluation method is similar to Kohonen et al [7] and 
Hung et al [19, 21]. Kohonen defines the categorisation error in terms of ‘all 
documents that represented a minority newsgroup at any grid point were counted as 
classification errors.’ We have used a majority voting scheme: given that a node in the 
SOFM has “won” many news reports from the same topic category, then our system 
can check the category information (which not used during the training process). If a 
majority of the news reports belonging to one category have been won over, then that 
node is assigned the majority’s category. The classification accuracy is computed 
during testing by simply checking whether the category of the test news report 
matched that assigned to the BMU by the majority voting scheme. 

Average quantization error (AQE): The best SOFM is expected to yield the 
smallest average quantization error qE. The mean of quantization error (AQE) as: 

,
1

1
∑

=

−=
N

i
ii wx

N
AQE

 
(6) 

where N is the total number of input patterns, ix  is the sequences of the training 

vectors, and 
iw  is the initial values of the input pattern i [7]. 

Break-even points (BEP): For supervised networks, that have access to correct 
category information, information retrieval measures of precision and recall are used.  
Break-Even Points measure is an equally weighted combination of recall and 
precision. 

4   Experiments and Results 

We report on experiments carried out for selecting an ‘appropriate’ vector 
representation model for training and testing an unsupervised and supervised neural 
networks for text classification.  The data sets used in creating representative vectors 
are publicly available.  The systems used for training and testing can be downloaded 
by request to the authors. 

We have used two data sets that have been used extensively in testing and 
evaluating text categorisation systems over the last 10 years: the TREC-AP-News wire 
(http://www-nlpir.nist.gov/projects/duc/pubs.html and ttp://trec.nist.gov/faq.html), the 
Reuters-22173 text collection (RCV1). These data sets were chosen by text retrieval 
experts from the ‘noisy’ real world news wire: we have used a third data set, only 
available through subscription – Reuters Financial News Stream (Table 2).   

Table 2. The text collections used in our study. The texts were selected from a large dataset: 
TREC-AP news corpus comprises 242,918 documents; RCV1 has 806,791. For Reuters 
Financial we chose a month’s news supply which was 22,418 news stories for that month. 

Training Set Testing Set Collection 
# of Document # of Words # of Document # of Words 

TREC- AP news 1,744 962,322 543 321,758 
RCV1 600 114,430 180 64,217 
Reuters Financial 13,670 6,710,000 8,748 4,074,174 
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4.1   SOFM Classifier Results 

We begin by describing the results obtained on the TREC-AP collection.  Recall that 
experts carefully chose this collection and their focus was on 10 well-defined topics.  
We created five vector sets of sizes 27, 81, 243, 2187 and 6561 – multiples of powers 
of 3.   

The classification accuracy improves when increasing the vector size, therefore 
increasingly larger number of features, for both the key feature selection measures – 
weirdness and tfidf. However, the accuracy quickly reached 99% mark when the 
vector size was increased from 27 to 81 dimensions and the accuracy remained about 
the same despite the increase in the vector size to 6561 (See Table 1). 

The comparison with our first benchmark –randomly-selected keyword vectors 
indicates that for small vector sizes the SOFM trained with randomly selected 
keywords has a classification accuracy of 60% for a 27 component vector and 72% 
for a 243 component vector: compare these with 96% and 99% for a SOFM trained 
using words of high weirdness and tfidf.  As the number of components increase the 
randomly selected vector comes to within 10% of the classification accuracy for 6561 
component vector. The second benchmark – high-frequency vector – has better or 
equal accuracy for all the six component vectors (between 27 and 6561 components). 

Table 3. Classification Accuracy results using different size of vectors in TREC-AP collection 

Feature Selection Measure  Benchmarking Measures 
Vector Size Weirdness tfidf  Random High-frequency Term-base 

27 96.2% 96.3%  60.2% 99.1% 97.0% 
81 99.3% 92.5%  66.8% 98.8% 97.1% 

243 99.1% 93.7%  72.9% 99.0% 97.8% 
2187 99.3% 98.8%  88.9% 99.0% 99.3% 
6561 99.1% 98.8%  88.1% 98.1%  - 

As expected, the average quantization error increases when the vector sizes are 
increased for both the key feature selection measures and for the three benchmark 
measures (See Table 4). The quantization error determines the extent to which the 
categories are isolated from each other. Recall that we are using a fixed size output 
surface (15X15) but we are increasing the components of the input vector 2-3 orders 
of magnitude. Perhaps, the increased resolution of the input vector, thereby allowing  
 

Table 4. AQE of five feature selection methods for TREC-AP 

 Feature Selection Measure  Benchmarking Measures 
Vector Size Weirdness tfidf  Random High-frequency Term-base 

27 0.002 0.001  0.02 0.01 0.02 
81 0.01 0.02  0.004 0.03 0.02 

243 0.05 0.04  0.01 0.07 0.04 
6561 0.12 0.12  0.13 0.19  - 
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for more potential categories, should have been matched by an increment in the 
output map. As the output map was fixed, then that nodes that had ‘won’ different 
categories could not have been isolated enough. Higher AQE does not necessarily 
indicate that the classification will be bad. It simply indicates that there are no clear 
cluster boundaries. We are investigating the use of AQE in this respect. 

The classification errors for the Reuters RCV1 corpus are substantially higher than 
that of TREC-AP as this corpus is more diffuse. The increment in the size of the 
vectors does decrease the error and again there is a plateau when the vector length 
increases beyond 243 (35). The keyword selection method shows a mild impact: 
vectors constructed using tfidf show a marginally poor performance than those 
constructed using weirdness analysis, especially for vectors of longer lengths (>243). 
As expected, the more diffuse Reuters Financial News Stream Corpus was 
categorized with much poorer classification accuracy partly because the number of 
terms used in the corpus is far higher than the maximum vector length of 6561: the 
weirdness measure appears to be performing better than the tfidf measure of 
constructing the vectors. 

 

Fig. 1. shows the results for the benchmark vectors and a simple choice of very high frequency 
words as the basis of feature selection. This simple choice of keywords pays handsome 
dividends in terms of roughly the same or better classification accuracy obtained when 
compared with results of weirdness or tfidf measures.  The other empirical choice of keywords 
– constructing vectors based on the entries in a terminology database appears to give similar 
results. 

4.2   SVM Classifier 

The performance of the support vector machines was quantified using the break-even 
point (BEP) computation – a combination of precision and recall measures.  The 
results are, as expected, better than those obtained with the SOFM classifiers. The 
increase in the size of the vector eventually beyond 243 keywords both for weirdness-
based and tfidf constructions and the former measure gives better BEP than the later 
(Figure 2a). 

The high frequency vector outperforms all other methods of construction followed 
closely by vectors constructed exclusively from term bases (Figure 2b). 
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Fig. 2. Classification accuracy (CA) for SVM for different methods of constructing training 
vectors for learning categories in the two diffuse corpora (Reuters - RCV1 and Reuters - 
Financial News Stream). Figure 2(a) shows the comparison of CA between weirdness-based 
measures (W) and the tfidf measure. Figure 2(b) shows the comparison between the 
‘benchmark’ vectors using high-frequency terms in the RCV1 and R-Financial corpora and 
using terms in a terminology database only. 

5   Conclusions and Future Work 

In this paper we have discussed the relative merits of constructing feature vectors for 
training classifiers. The choice of two different learning algorithms was to eliminate 
the bias due to learning algorithms. We have observed that there is an optimum size 
of the feature vector beyond which classification accuracy, and the break-even point, 
does not increase much whilst the computation time increases due to the length. 

Usually, human evaluators are involved in judging the categorization performance 
of learning systems. Given the volume of data now available, it is not possible to 
engage human evaluators in a realistic sense – although when available we should use 
human volunteers. One way to circumvent this problem is to use feature vectors with 
randomly selected terms from the training, or to select terms whose frequency is above 
a certain threshold within the corpus, or to construct a vector from a terminology data 
base without reference to the training corpus. Terms selected on the basis of simple 
frequency (or other frequency based measures like tfidf and weirdness) appear to lead 
to training vectors that, in turn, lead to higher classification accuracy (or BEP). 

Work on large corpora needs further research due largely to the sheer volume of 
data and the computation time involved. All our results on CA and BEP are averages 
over thousands of trials, but in the case of Reuters Financial Corpus we need to carry 
more computations to deal with this topic-diverse corpus. 
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Abstract. Association Rule Mining (ARM) is a popular data mining technique 
that has been used to determine customer buying patterns. Although improving 
performance and efficiency of various ARM algorithms is important, 
determining Healthy Buying Patterns (HBP) from customer transactions and 
association rules is also important. This paper proposes a framework for mining 
fuzzy attributes to generate HBP and a method for analysing healthy buying 
patterns using ARM. Edible attributes are filtered from transactional input data 
by projections and are then converted to Required Daily Allowance (RDA) 
numeric values. Depending on a user query, primitive or hierarchical analysis of 
nutritional information is performed either from normal generated association 
rules or from a converted transactional database. Query and attribute 
representation can assume hierarchical or fuzzy values respectively. Our 
approach uses a general architecture for Healthy Association Rule Mining 
(HARM) and prototype support tool that implements the architecture. The paper 
concludes with experimental results and discussion on evaluating the proposed 
framework.  

Keywords: Association rules, healthy patterns, fuzzy rules, primitive and 
hierarchical queries, nutrients. 

1   Introduction 

Association rules (ARs) [1] have been widely used to determine customer buying 
patterns from market basket data. Most algorithms in the literature have concentrated 
on improving performance through efficient implementations of the modified Apriori 
algorithm [2], [3].  Although this is an important aspect in large databases, extracting 
health related information from association rules or databases has mostly been 
overlooked. People have recently become “healthy eating” conscious, but largely they 
are unaware of qualities, limitations and above all, constituents of food. For example, 
how often do people who buy baked beans bother with nutritional information other 
than looking at expiry dates, price and brand name? Unless the customer is diet 
conscious, there is no explicit way to determine nutritional requirements and 
consumption patterns. As modern society is concerned with health issues, association 
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rules can be used to determine healthy buying patterns by analysing product 
nutritional information, here termed Healthy Association Rule Mining (HARM), 
using market basket data.  The term Healthy Buying Patterns (HBP) is introduced and 
signifies the level of nutritional content in an association rule per item.  

The paper is organised as follows: section 2 presents background and related work; 
section 3 gives a problem definition; section 4 discusses the proposed methodology; 
section 5 details the proposed architecture; section 6 reviews experimental results, and 
section 7 concludes the paper with directions for future work. 

2   Background and Related Work 

In almost all AR algorithms, thresholds (both confidence and support) are crisp 
values. This support specification may not suffice for our approach and we need to 
handle linguistic terms such as “low protein” etc. in queries and rule representations.  

Fuzzy approaches [4], [5] deal with quantitative attributes [6] by mapping numeric 
values to boolean values. A more recent overview is given in [7]. Little attention has 
been given to investigating healthy buying patterns (HBP) by analysing nutrition 
consumption patterns. However [8] presents fuzzy associations by decreasing the 
complexity of mining such rules using a reduced table. The authors also introduce the 
notion of mining for nutrients in the antecedent part of the rule but it is not clear how 
the fuzzy nutrient values are dealt with and consequently how membership functions 
are used. Nutrient analysis is therefore more complex a process than mere search for 
element presence. Our approach determines whether customers are buying healthy 
food, which can easily be evaluated using recommended daily allowance (RDA) 
standard tables. Other related work dealing with building a classifier using fuzzy ARs 
in biomedical applications is reported in [9]. 

3   Problem Definition 

The problem of mining fuzzy association rules is given following a similar 
formulation in [10]. One disadvantage discussed, is that discretising quantitative 
attributes using interval partitions brings sharp boundary problems where support 
thresholds leave out transactions on the boundaries of these intervals. Thus the 
approach to resolve this, using fuzzy sets, is adopted in this paper.  

Given a database D of transactions and items },..,,{ 21 miiiI = , we also define 

edible set of items IE ⊆  where any Ei j ∈  consists of quantitative nutritional 

information ∪
p

k

k
ji

1=

, where each 
k

ji  is given as standard RDA numerical ranges.  

Each quantitative item ji  is divided into various fuzzy sets )( jif  and ),( vlm
ji  

denotes the membership degree of v  in the fuzzy set l ,  1),(0 ≤≤ vlm
ji . For each 
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transaction Et ∈ , a normalization process to find significance of an items 
contribution to the degree of support of a transaction is given by equation (1): 
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The normalisation process ensures fuzzy membership values for each nutrient are 
consistent and are not affected by boundary values. To generate fuzzy support (FS) 
value of an item set X with fuzzy set A, we use equation (2):   
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A quantitative rule represents each item as <item, value> pair. For a 
rule >>→<< BYAX ,, , the fuzzy confidence value (FC) where 

CBAZYX =∪=∪ ,  is given by equation (3): 
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where each }{ YXz ∪∈ . For our approach, EYX ⊂, , where E is a projection of 

edible items from  D. Depending on the query, each item ji specified in the query and 

belonging to a particular transaction, is split or converted into p nutrient parts 

∪
p

k

k
j mji

1

1,
=

≤≤ .  For each transaction t, the bought items contribute to an overall 

nutrient k by averaging the total values of contributing items i.e. if items 43 , ii  and 7i  

are in a transaction 1t and all contain nutrient k=5 in any proportions, their 

contribution to nutrient 5 is ∑ 3

|| 5
ji

, j∈{3,4,7}. These values are then aggregated 

into an RDA table with a schema of nutrients (see table 2, in 4.1) and corresponding 

transactions. We use the same notation for an item ji  with nutrient k, 
k

ji , as item or 

nutrient ki  in the RDA table. Given that items ki  are quantitative (fuzzy) and we 

need to find fuzzy support and fuzzy confidence as defined, we introduce membership 
functions for each nutrient or item since for a normal diet intake, ideal intakes for 
each nutrient vary. However, five (5) fuzzy sets for each item are defined as {very 
low, low, ideal, high, very high}.  
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Fig. 1. Fuzzy membership functions 
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Examples of fuzzy membership functions for some nutrients are shown in figue 1 
(Protein and Vitamin A). The functions assume a trapezoidal shape since nutrient 
values in excess or in deficiency mean less than ideal intake according to expert 
knowledge. Ideal nutrients can assume value 1 naturally, but this value could be 
evaluated computationally to 0.8, 0.9 in practical terms. Equation 4 [11] represents all 
nutrient membership functions with input range of ideal values and the initial and 
final range of all values.  

Note that equation 4 gives values equal to ),( vlm
ki

 in equations 1, 2 and 3. We 

can then handle any query after a series of data transformations and fuzzy function 
evaluations of associations between nutritional values.  

4   Proposed Methodology 

The proposed methodology consists of various HARM queries, each of which is 
evaluated using fuzzy sets for quantitative attributes as mentioned earlier.  We can use 
any Apriori-type algorithm to generate rules but in this case Apriori TFP (Total From 
Partial) ARM algorithm is used as it is efficient and readily available to us. Apriori 
TFP stores large items in a tree and pre-processes input data to a partial P tree thus 
making it more efficient than Apriori and can also handle data of duplicate records.  
We have discovered three techniques to obtain HBPs as described in the next 
sections.   

4.1   Normal ARM Mining  

To mine from the transactional file (table 1), input data is projected into edible 
database on-the-fly thereby reducing the number of items in the transactions and 
possibly transactions too. The latter occurs because some transactions may contain  
 



1018 M. Muyeba et al. 

non-edible items which are not needed for nutrition evaluation. This new input data is 
converted into an RDA transaction table (table 2) with each edible item expressed as a 
quantitative attribute and then aggregating all such items per transaction.   

At this point, two solutions may exist for the next mining step. One is to code 
fuzzy sets {very low, low, ideal, high, very high} as {1, 2, 3, 4, 5} for the first item or 
nutrient, {6, 7, 8, 9, 10} for the second nutrient and so on. The first nutrient, protein 
(Pr), is coded 1 to 5 and based on equation 4, we can determine the value 20 as “Very 
Low” or VL etc. Thus nutrient Pr has value 1 in table 3. The encoded data (table 3) 
can be mined by any non-binary type association rule algorithm to find frequent item 
sets and hence association rules. This approach only gives us, for instance, the total 
support of various fuzzy sets per nutrient and not the degree of support as expressed 
in equations 1 and 2.  

Table 1.  Transaction file     Table 2. RDA transactions          Table 3. Fuzzy transactions 
 

TID Items 
1 X, Z 
2 Z 
3 X,Y, Z 
4 .. 

TID Pr Fe Ca Cu 
1 20 10 30 60 
2 57 70 0 2 
3 99 2 67 80 
4 .. .. .. .. 

TID Pr Fe Ca Cu 
1 1 7 15 24  
2 3 10 11 20 
3 5 6 15 25 
4     

Table 4. Linguistic transaction file 

TID  VL L Ideal H VH VL L Ideal H VH .. 
1 0.03 0.05 0.9 0.01 0.01 0.2 0.1 0.8 0 0.7  .. 
2 0.2 0.1 0.0 0.7 0.1 0.23 0.2 0 0.5 0.1 .. 
3 0.7 0.2 0.03 0.15 0.12 0 0.5 0.3 0.3 0.11 .. 
4 .. .. .. .. .. .. .. .. .. .. .. 

The other approach is to convert RDA transactions (table 2) to linguistic values for 
each nutrient and corresponding degrees of membership for the fuzzy sets they 
represent above or equal to a fuzzy support threshold. Each transaction then (table 4), 
will have repeated fuzzy values {very low, low, ideal, high, very high} for each 
nutrient present in every item of that transaction. Table 4 actually shows only two 
nutrients. A data structure is then used to store these values (linguistic value and 
degree of membership) and large itemsets are found based on the fuzzy support 
threshold. To obtain the degree of fuzzy support, we use equations 1 and 2 on each 
fuzzy set for each nutrient and then obtain ARs in the normal way with HBP values.  

4.2   Rule Query on Nutrient Associations 

To mine a specific rule, X Y, for nutritional content, the rule base (table 5) is 
scanned first for this rule and if found, converted into an RDA table (table 6) 
otherwise, the transactional database is mined for this specific rule. The latter 
involves projecting the database with attributes in the query, thus reducing the number 
of attributes in the transactions, and mining as described in 4.1. 
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In the former case, HBP is calculated and the rule stored in the new rule base with 
appropriate support, for example [proteins, ideal]  [carbohydrates, low], 35%. A 
rule of the form “Diet Coke   Horlicks, 24%” could be evaluated to many rules 
including for example, [Proteins, ideal]  [Carbohydrates, low], 45%; where, 
according to rule representations shown in section 3,  X is “Proteins”, A is “ideal” and 
Y is “Carbohydrates”, B is “low” etc. The same transformation to an RDA table 
occurs and the average value per nutrient is calculated before conversion to 
membership degrees or linguistic values.  Using equations 1, 2, 3 and 4, we evaluate 
final rules with HBP values expressed as linguistic values. The following example 
shows a typical query as described in 4.1 where TID is transaction ID, X,Y, Z are 
items and Pr (protein), Fe (Iron), Ca (calcium), Cu (Copper) are nutritional elements 
and support of N% is given: 

                 Table 5. Rule base         Table 6. RDA table and HBP rule 

  Rules Support 
X Y 24% 
Y Z 47% 
X,Y Z 33% 
 .. .. 

 Pr Fe Ca Cu .. 
X Y 20 10 30 60 ..  

X Y  [Proteins, Very Low]  [Carbohydrates, Low], s=45%, c=20%; 

4.3   Hierarchical Rule Query  

To make the system usable by a variety of users, hierarchical queries may be needed 
and a tree parsing algorithm can be used to obtain leaf nodes or concepts of the 
hierarchical query terms can be retrieved. After obtaining leaf terms, the mining 
algorithm proceeds as in section 4.2. For example, a hierarchical rule query such as:   

Vegetable   (V)     Meat (P) 

where Vegetable is parsed to lettuce, cabbage etc. and meat to beef, liver etc. can be a 
typical query for other types of users.   

5   Architecture 

The proposed framework has a number of components in the architecture (see figure 
2). Firstly, a user query is given for a specific task and the HARM Manager through 
the Query Detector determines the query type. If it is a query type described in section 
4.1, the edible filter is activated and an RDA table generated for the given 
transactions for edible items.  The Data Mining (DM) module then invokes an 
appropriate association rule algorithm. If the query is as in 4.2, then the RDA 
Converter is activated to generate RDA transactions for that rule and then an 
algorithm in the DM module is used. In our approach, we have thought it useful, for 
future use, to keep generated RDA transactions so that we can test other AR 
algorithms.  
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The fuzzy module involves tree parsing of hierarchical query terms (items) and 
determining fuzzy sets for these items’ leaf concepts which become predefined rules.  
After filtration and RDA conversion is done, the query is then passed to the DM 
module where an appropriate algorithm is run for a particular query. Rules are 
generated and stored in the rule base. 

 

Fig. 2. HARM Architecture 

After generating the rule base or finding the support and confidence for predefined 
rules, the rules are passed to the HBP Module where the HBP calculator is activated 
which uses fuzzy functions to evaluate the HBP strength of given rules as outlined in 
section 4.2.  

6   Experimenta Results 

In order to show the defined frameworks effectiveness, we performed experiments 
using the prototype system with synthetic data (1 million transactions with 30 edible 
items out of 50 items) and used a real nutritional standard RDA table to derive fuzzy 
values. Our choice of association rule algorithm [12] was based on efficiency and 
availability. We also implemented the algorithms for analysing rule queries and 
calculating fuzzy support and fuzzy confidence.  For missing nutrient values or so 
called “trace” elements, the fuzzy function evaluated zero degree membership. We 
run AprioriTFP on the data to produce a rule base. Some of the rule queries are as 
follows:  
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Rule 1: Milk   Honey, Support=29% 

The rule is evaluated accordingly (see 4.2) as 

HBP is  
44% - Very Low in [Calcium Cholesterol Fats Iodine Magnesium Manganese  
Phosphorus Sodium VitaminA VitaminC VitaminD VitaminK] 
3% - Low in [VitaminB12]  
14% - Ideal in [Fiber Protein VitaminB6 Zinc] 
7% - High in [Niacin VitaminE] 
29% - Very High in [Biotin Carbohydrate Copper Folacin Iron Riboflavin  
Selenium Thiamin] 

Rule 2: Cheese,  Eggs  Honey,  Support=19% 

HBP is  
37% - Very Low in [Calcium Fats Iodine Magnesium Phosphorus VitaminA  
VitaminB12 VitaminC VitaminD VitaminK] 
3% - Low in [Carbohydrate]  
22% - Ideal in [Manganese Protein Sodium VitaminB6 VitaminE Zinc] 
3%  - High in [Cholesterol] 
33%  - Very High in [Biotin Copper Fiber Folacin Iron Niacin Riboflavin  
Selenium Thiamin] 

Rule 3:  Jam  Milk, Support=31%  

HBP is  
48% - Very Low in [Calcium Cholesterol Fats Iodine Iron Magnesium 
Phosphorus] etc.  

It is surprising to see that for most rules (at least these shown here), calcium 
purchases from calcium rich products like milk and cheese are very low. Contrary, 
Biotin (Vitamin H, rules 1 and 2) deficiency that causes cholesterol, loss of appetite, 
hair loss etc is very high possibly because it is found in egg yolks and milk (dry 
skimmed). These inferences could be useful in real data applications.  

7   Conclusion and Future Work 

In this paper, we presented a novel framework for extracting healthy buying patterns 
(HBP) from customer transactions by projecting the original database into edible 
attributes and then using fuzzy association rule techniques to find fuzzy rules. In this 
new approach, a user can formulate different types of queries to mine ARs either from 
the transactions, or from a given rule from the rule base or using a hierarchical query. 
Standard health information for each nutrient is provided as fuzzy data to guide the 
generation and evaluation of the rules.  

In future, we intend to evaluate our approach on real and larger customer data. The 
determination of comparative complexity between typical Apriori-like or similar 
algorithms [13] and our presented approach for nutrient analysis is also important and 
viable future work. Overall, the approach presented here could be very useful for both 
the customer and health organizations. 
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Abstract. We develop and investigate probabilistic approaches of state
clustering in higher-order Markov chains. A direct extension of the Ag-
gregate Markov model to higher orders turns out to be problematic due
to the large number of parameters required. However, in many cases, the
events in the finite memory are not equally salient in terms of their pre-
dictive value. We exploit this to reduce the number of parameters. We
use a hidden variable to infer which of the past events is the most predic-
tive and develop two different mixed-order approximations of the higher-
order aggregate Markov model. We apply these models to the problem of
community identification from event sequences produced through online
computer-mediated interactions. Our approach bypasses the limitations
of static approaches and offers a flexible modelling tool, able to reveal
novel and insightful structural aspects of online interaction dynamics.

1 Introduction

With the growing spread of web-based online communication applications, there
is a growing demand for developing tools that allow us to learn from the wealth
of data being generated. Community identification [8] is one of the most impor-
tant learning tasks, because discovering communities and their evolution may be
useful in bringing individuals with common interests together, tracking trends
and facilitating the transmission of information and targeted marketing.

In social sciences, relationships are typically represented by edge-weighted,
directed graphs. Communities are then identified by finding densely connected
subgraphs [3]. This an NP-complete problem. Approximate polynomial-time al-
gorithms include the maximum flow algorithms [3] and spectral-methods [4]
(based on eigen-computations), such as the Hypertext Induced Topic Search
(HITS) [7] and PageRank [1] algorithms, which identify authoritative or influen-
tial web pages from the graph formed by the interconnected pages. Probabilistic
counterparts of some of these ideas with a desirable clear generative semantics
have also been devised and shown to have certain advantages. These include the
Aggregate Markov (AM) model [11], developed in language modelling, which
introduces a hidden ’bottleneck’ variable to infer the state groupings. Essen-
tially the same model has later been employed for bibliometric analysis, for
finding related publications [2] and it can be seen as a probabilistic version of

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1023–1030, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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the HITS model, and therefore has also been termed as the probabilistic HITS
(PHITS).

However the AM model makes the first-order assumption of Markovianity. In
this paper we extend it to higher-order Markov chains in various ways.

2 Model Formulation

Let X = {x1, x2, · · · , xN} denote a discrete state sequence with each symbol
xn ∈ {1, 2, · · · , S} coming from a S-symbol state space.

2.1 A Higher-order Aggregate Markov Model (HAM)

Retaining the idea of a ’bottleneck’ latent variable, we may directly attempt
to extend the Aggregate Markov (AM) model to higher orders. The resulting
generative model is then the following.

– Conditional on the finite memory of past events, generate a class k ∼
Multinomial P (k|xn−1, ..., xn−L).

– Generate the next symbol xn ∼ Multinomial P (xn|k), conditional on class k.

Thus, the probability of observing state xn under the above generative process
is the following.

P (xn|xn−1, · · · , xn−L) =
K∑

k=1

P (xn|k)P (k|xn−l, ..., xn−L) (1)

Although conceptually very simple, there is an obvious problem with this ap-
proach in that the number of parameters in the term P (k|xn−l, ..., xn−L) grows
exponentially with L. This makes the approach impractical and it is most prob-
ably the reason why it was never pursued in the literature. We need to make
further assumptions in order to make progress. A natural assumption that we
exploit in the sequel is that the past events xn−l, ..., xn−L are not equally salient
and at each time n there is a single most salient event. Somewhat differently
from model-based saliency estimation in static generative models [12], in the
dynamic context this leads us to mixed-memory formulations.

The idea of mixed transition Markov models was first introduced in the sta-
tistical literature by Raftery [9], as an approximation to higher order Markov
models with a reduced parameter complexity. Later [10] have proposed a version
of this model which employs a separate parameter transition for each time-lag
and the resulting model was termed as the mixed-memory Markov model.

2.2 Mixed-memory Aggregate Markov Chains (MAMC)

Let P l(k|xn−l) denote the probability of cluster k conditional on the event xn−l.
Further, let P (xn|k) be the probability of choosing state xn from cluster k.

Our model assumption proposes a generative process according to which the
generation of each symbol xn of the sequence X = {x1, · · · , xN} is the following:
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– Generate the salient lag l ∼ Multinomial P (l)
– Conditional on the salient lag, generate a class k ∼ Multinomial P l(k|xn−l),

conditional on the symbol observed at lag l
– Generate the next symbol xn ∼ Multinomial P (xn|k), conditional on class

k.

The probability of observing state xn under the above generative process is the
following.

P (xn|xn−1, · · · , xn−L) =
L∑

l=1

P (l)
K∑

k=1

P (xn|k)P l(k|xn−l) (2)

Analogously to the two different versions of Mixed-memory Markov models,
namely that of [9], where a single transition parameter matrix is employed,
i.e P l(xn|xn−l) = P (xn|xn−l) versus that of [10], where a separate transition
parameter matrix is kept for all lags l = 1 : L, we shall also consider two
versions of our model. For consistency, by m MAMC we will refer to our model
as described above, while s MAMC will stand for the version in which P l(k|sl) =
P (k|sl) is the same for all lags. Further, it is easy to see that both versions of
our model recover AM as a special case, at L = 1, and s MAMC is identical to
the model we have recently introduced in [5], and termed deconvolutive state
clustering. In the later sections of this paper, we will assess these two versions
comparatively. However, the formalism is sufficient to be given for the more
general version, which is the m MAMC.

2.3 Estimation of MAMC Models

In this section we derive an efficient iterative estimation algorithm for MAMC,
based on maximum likelihood (ML). Simple manipulation of (2) yields the log
likelihood of a sequence X = {x1, · · · , xN} under the MAMC model as follows:

L(Θ|X) ≡ log P (X |Θ) =
T∑

s0,s1,··· ,sL=1

Ns0,s1,··· ,sL log
L∑

l=1

P (l)
K∑

k=1

P l(k|sl)P (s0|k)

where (s0, s1, · · · , sl, · · · , sL) is used to denote a (L + 1)-gram (xn = s0, xn−1 =
s1, · · · , xn−L = sL), s0, s1, · · · , sl, · · · , sL are symbols∈{1, 2, · · · , T }. Ns0,s1,··· ,sL

is the frequency of (L+1)-gram sL → sL−1 → · · · → s0 being observed. xn−L =
sL, · · · , xn−l = sl, · · · , xn = s0, and sl ∈ {1, 2, · · · , T } and l ∈ {1, · · · , L}.

We employ the standard procedure for ML estimation in latent variable mod-
els, the Expectation-Maximisation methodology, and obtain the following
algorithm:

– E-step

P (l|s0, s1, · · · , sL) ∝ P (l)
K∑

k=1

P l(k|sl)P (s0|k)

P (k, l|s0, s1, · · · , sL) ∝ P l(k|sl)P (s0|k)
∑K

k′=1 P l(k′|sl)P (s0|k′)
P (l|s0, s1, · · · , sL)
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– M-step

P (l) ∝
T∑

s0,s1,··· ,sL=1

Ns0,s1,··· ,sLP (l|s0, s1, · · · , sL)

P l(k|sl) ∝
T∑

s0,··· ,sl−1,sl+1,··· ,sL=1

Ns0,s1,··· ,sLP (k, l|s0, s1, · · · , sL)

P (s0|k) ∝ P (s0|k)
T∑

s1,··· ,sL=1

L∑

l=1

Ns0,s1,··· ,sLP (k, l|s0, s1, · · · , sL)

This is guaranteed to converge to a local optimum of the likelihood and is
applicable to both versions (m MAMC and s MAMC) of our model. In the case
of s MAMC, the substitution P l(k|sl) = P (k|sl) needs to be made throughout.

Implementation issues It is advantageous to perform a complete E-step before
each of the three M-step updates. By doing this, we can effectively replace the
E-step expressions into the M-step expressions and avoid storing the burdensome
posteriors. In the case of s MAMC, the algorithm in [5] is recovered.

2.4 Model Complexity

Time complexity Theoretically, the time complexity of the algorithms is O(T L+2

×L×K). However usually the real data are quite sparse. Let S denote non-zero
elements (grams) in the observed data. Both algorithms scale as O(S × L × K).
Usually L×K � S, so we can say that both of the two algorithms scale linearly
with the number of observed non-zero (L + 1)-grams.

Space complexity. The space complexity consists of two parts, the space for
model parameters and space for the data, counts of (L + 1)-grams Ns0,s1,··· ,sL .
For models with large T , the number T L+1 of potential patterns can be ex-
tremely large, thus it is not practical to store the (L + 1)-dimensional count
matrix. This problem can be solved by a hashing algorithm. We proceeded by
labelling a pattern (s0, s1, · · · , sL) by all the L + 1 indices followed by the fre-
quency of the pattern occurred in the observed data, so the (L + 1)-dimensional
count matrix is substituted by a S × (L + 2) matrix, S is the observed non-zero
(L+1)-grams in the data. So the space for storing data is O(S ×L). The number
of free parameters to be stored is P = (L − 1) + (T − 1) × K + (K − 1) × T
for s MAMC and P = (L − 1) + (T − 1) × K + L × (K − 1) × T for m MAMC
respectively. Note, the number of free parameters are an important character-
istic that may be used in model selection criteria (AIC will be used in some of
our experiments). Therefore by summing the above two parts, the total space
complexity of the algorithm is O(K × T × L + S × L) for m MAMC, or in the
simpler s MAMC case it is O(K ×T +S ×L) instead. Further, when the data is
very sparse, L×K � S and L×K � T , the space complexity can be simplified
to O(S + T ).
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3 Experiments

3.1 Model Identification from Synthetic Data

As a first experiment, we generate data sequences from both s MAMC and
m MAMC, of 1,000 symbols each, over a 15-symbol state space. The model order
of K = 3 and L = 2 and a memory depth distribution P (l = 2) = 1, P (l �= 2) = 0
have been defined. The AIC-penalised log likelihood is then calculated over a
range of L and K in order to assess the correctness of model identification. This
is shown on Fig. 1. In both cases, the model order as well as the generating pa-
rameters are correctly recovered. We also conducted model order identification
using the out-of-sample likelihood on a separate test sequence and the results
were qualitatively similar for both MAMC models. In addition, we observe that
due to its extremely compact parameterisation, the AIC score for s MAMC does
not decrease so quickly with increasing L. This suggests that in the case of large
state-space problems the compactness of s MAMC may be expected be more ad-
vantageous. As shown on the rightmost plot of Fig. 1, at larger values of L, the
distribution of memory depths, P (l), is still recovered. By contrary, experiments
with high-order AM (HAM) have indicated serious overfitting problems. A lot
longer sequences would be required for a full HAM to be reliably estimated.
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Fig. 1. Model estimation from generated data. From left to right: AIC-penalised log
likelihood for s MAMC, AIC-penalised log likelihood for m MAMC and the recovered
distributions, P (l), for both data and model pairs.

3.2 Results on Real Data

Finding Communities from Internet Chat Participation. In this experi-
ment, a sequence of userID-s from real-world IRC chat participation is analysed.
This encompasses N = 25, 355 contributions from S = 844 chat participants
and the observed transition counts are very sparse. For a range of model or-
ders K and L, the models were trained 20 times to avoid local optima. Fig. 2
shows the AIC curves obtained with the MAMC models. As expected, simple
higher-order AM model experienced overfitting from the start and is therefore
not included on the plots. Also, as we can see from the figure, for m MAMC,
the model with L = 1, K = 7 has the highest value. This is essentially just a
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Fig. 2. The left hand plot shows the AIC curves for s MAMC, peaking at L = 9, K = 9,
which means the optimum number of clusters in this data is 9, with a maximum
allowed lag of 9. The right hand plot corresponds to m MAMC and this peaks at
L = 1 and K = 7, which is essentially an Aggregate Markov model with 7 clusters. As
the two MAMC versions at L = 1 are both identical to the AM model, it is clear that
s MAMC outperforms both AM and m MAMC on this data.

first-order AM model. However, inspecting the left-hand plot, we see the AM
curve is now the lowest of all s MAMC results, and the optimal model order
with s MAMC is L = 9, K = 9. Thus, although there is clearly evidence for
higher-order structure in the dynamics, the more free parameters of the HAM
or even the m MAMC do not seem to contribute sufficiently to the data likeli-
hood at the expense of increasing the model complexity. Revealing the structure
can only be achieved through careful modelling. This shouldn’t be surprising,
given that the state space is relatively large. In addition, it intuitively makes
sense that many of the delayed replies may be mainly due to concurrency rather
than due to the existence of a genuinely different dynamics at different lags.
This explains the advantage of s MAMC over m MAMC for this kind of data
and therefore in the reminder of experiments, only the s MAMC model will be
employed.

With the optimal model order selected above, the development of the com-
munities identified is presented on Fig. 3.

This is the actual event aggregation as obtained with the optimal model,
visualised as event components versus discrete time. Each row corresponds to
the context-conditional state cluster probabilities for one cluster k, marginalised
over the time lag variable, i.e. P (k|s0, s1, · · · , sL) =

∑L
l=1 P (k, l|s0, s1, · · · , sL)

and time goes on the horisontal axis t = 1, ..., T . We see the evolution of nearly
all communities are characterised by bursts of activity over time, indicating
our model manages to capture the bursty nature [6] of the stream in a natural
manner. This has not been the case with a Hidden Markov Model (HMM), which
instead tends to produce sharp boundaries between time segments. As previously
shown [6], additional constraints on the transition probability structure would
be required for a HMM to model bursty activity.
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Fig. 3. The time evolution of chatting communities
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Fig. 4. The distribution of the memory depths, as estimated by the four best s MAMC
from IRC (leftmost plot), EPA (middle plot) and NASA (rightmost plot)

3.3 Chat Versus Browsing Traces

We also analysed two collections of web browsing traces, the EPA and the
NASA data set (see http://ita.ee.lbl.gov/html/contrib for details). In-
terestingly, and contrarily to the clustered structure of static web link graphs
[4], the dynamic browsing activity viewed globally (unconditional on particular
users) has not displayed clusters of site locations. Instead, we noticed consistent
structural differences between synchronous and one-along type online interac-
tions: It is particularly illustrative to inspect the distribution of memory depths,
as estimated by our model in the case of the two different online interaction
scenarios. These are shown on Fig. 4, for four typical results for each of the
data sets analysed. It can be observed that while in direct online communica-
tions through a single IRC channel, more distant past contributions consistently
have a significant non-zero contribution due to concurrency, in the case of web
browsing in turn, the distribution of memory depths tends to peak at the im-
mediate past, i.e. P (l = 1) is the highest peak of P (l). We believe these are
rather insightful findings, which have not been noticed and studied before. A
more detailed study may be conducted by employing of a mixture of MAMC
models.
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4 Conclusions

We developed and investigated probabilistic approaches of state clustering in
higher-order Markov chains. A direct extension of the Aggregate Markov model
to higher orders has proved to be impractical, and we created models that are
able to infer the class-predictive saliency of past events and reduce the number
of parameters. Our approach was able to unearth novel and insightful structural
aspects from online interaction log sequences.
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Abstract. In this paper a method for feature selection based on analy-
sis of variance and using functional networks as induction algorithm is
presented. It follows a backward selection search, but several features are
discarded in the same step. The method proposed is compared with two
SVM based methods, obtaining a smaller set of features with a similar
accuracy.

1 Introduction

Reduction of feature dimensionality is of considerable importance in machine
learning because it can reduce the computational complexity and it may improve
the performance of the induction algorithm [1]. Moreover, reducing the number
of features results in better understanding and interpretation of the data. Feature
selection reduces the number of original features by selecting a subset of them
that still retains sufficient information for obtaining a good performance result.
In general, feature selection approaches can be grouped into two categories[2]:

– Filter algorithms, in which case the selection method is used as a preprocess-
ing that does not attempt to optimize directly the predictor (machine learn-
ing method) performance. For example, in a classification problem, distance
measures which reflect how well the classes separate from each other.

– Wrapper algorithms, in which the selection method optimizes directly the
predictor performance. Based on the predictor performance, these methods
evaluate the “goodness” of the selected subset of features.

In this paper, we present a wrapper algorithm based on a functional components
decomposition of the function to be estimated and analysis of variance over this
decomposition. Functional networks are employed as the induction algorithm.
The method can be applied to regression and classification problems. However,
most of the previous studies in feature selection are only devoted to classification
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problems. Then, the method presented is applied to real-world classification data
sets and its performance results are compared to those obtained by other feature
selection methods.

2 Previous Concepts

2.1 A Brief Introduction to Functional Networks

Functional networks are a generalization of neural networks that combine both
knowledge about the structure of the problem, to determine the architecture of
the network, and data, to estimate the unknown functional neurons [3]. Func-
tional networks have been successfully applied to different problems [4]. Although
functional networks are a generalization of neural networks, there are important
differences between them, some of which are shown in Fig.1. It can be noticed
that, in functional networks, there are no weights, i.e., they are incorporated into
the neural functions fi; i = 1, 2, 3. These neural functions are unknown functions
from a given family, i.e., the polynomial or Fourier families, to be estimated dur-
ing the learning process. For example, the neural function f1 in figure 1(b) could
be approximated by:

f1(x1, x2) =
mi∑

i=0

c1ix
i
1 +

mj∑

j=0

c2jx
j
2

and the parameters to be learned will be the coefficients c1i and c2j . As each
function fi is learnt, a different function is obtained for each neuron.
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Fig. 1. (a)A neural network. (b)A functional network.

2.2 Functional Components Decomposition

According to Sobol[5], any square integrable function f(x1, . . . , xn) defined on
the unit hypercube [0, 1]n can be written as

y = f(x1, . . . , xn) = f0 +
2n−1∑

ν=1

fν(xν), (1)
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where {xν |ν = 1, 2, . . . , 2n − 1} is the set of all possible subsets of the set
{x1, x2, . . . , xn}. In the case ν = 0, corresponding to the empty set, the func-
tion fν(xν) has no arguments, and it is assumed to be the constant f0. The
decomposition (1) is called ANOVA iff

1∫

0

fν(xν)dxi = 0; ∀xj ∈ xν i �= j ∀ν.

Then, the functions corresponding to the different summands are unique and
orthogonal [5], i.e.:

1∫

0

1∫

0

. . .

1∫

0

fν1(xν1)fν2(xν2 )dxν1dxν2 = 0; ∀ν1 �= ν2.

Note that, since the above decomposition includes terms with all possible kinds
of interactions among the variables x1, x2, . . . , xn, it allows determining those
interactions.

The main advantage of this decomposition is that there are closed or explicit
formulas to obtain the different summands or components of f(x1, . . . , xn). These
expressions were given by Sobol in [5], allowing that the f(x1, . . . , xn) function
can always be written as the sum of the 2n orthogonal summands:

f(x1, . . . , xn) = f0 +
n∑

i=1

fi(xi)+
n−1∑

i=1

n∑

i<j

fij(xi, xj)+ · · · + f12...n(x1, x2, . . . , xn).

Since if f(x1, . . . , xn) is square integrable, then all fν(xν); ν = 1, 2, . . . , 2n −1
also are square integrable, squaring f(x1, . . . , xn) and integrating over (0, 1)n one
gets

1∫

0

1∫

0

. . .

1∫

0

f2(x1, . . . , xn)dx1dx2 . . . dxn − f2
0 =

2n−1∑

ν=1

1∫

0

f2
ν (xν)dxν ,

and calling D to the left part of this equation and Dν to each summand in
the right part, it results

D =
2n−1∑

ν=1

Dν .

If (x1, x2, . . . , xn) is a uniform random variable in the unit hypercube, then
the constant D is its variance. With this, the following set of global sensitivity
indices, adding up to one, can be defined

Sν =
Dν

D
; ν = 1, 2, 3, . . . , 2n − 1.

Therefore, the variance of the initial function can be obtained by summing up the
variance of the components, and this allows assigning global sensitivity indices,
adding to one, to the different functional components.



1034 N. Sánchez-Maroño et al.

3 The AFN Method: Anova and Functional Networks for
Feature Selection

The idea consists of approximating each functional component fν(xν) in (1),
using some set {h∗

ν1(xν), h∗
ν2(xν), . . . , h∗

νk∗
ν
(xν)} of simple basic functions (poly-

nomial, Fourier series, etc.). Then, those functions are orthonormalized, so each
functional component in (1) is estimated by:

fν(xν) ≈
kν∑

j=1

cνjpνj(xν).

The parameters cνj will be estimated by solving an optimization problem and
will be interpreted as global sensitivity indices that will suggest the variables to
discard.

It is important to notice that the feature selection process depends on the
function learnt. In order to get a good approximation, the following issues must
be considered:

– The cost function. MSE was our first consideration [6] because it exhibits a
good performance for classification and regression problems and the method
proposed can be applied to both types of problems. However, as this work is
devoted to classification problems and it is well-known that there are more
adequate functions than MSE [7], several optimization problems were solved
considering different functions (accuracy, cross-entropy and mean squared
error(MSE)) in order to improve the function estimated. Cross-entropy ob-
tained the best performance results, then the optimization problem to solve
was:

Minimize J = −
M∑

i=1

yiln(ŷi) + (1 − yi)ln(1 − ŷi), (2)

where M is the number of samples, yi is the desired output for the sample
i and ŷi is the estimated output.

– The evaluation function. The evaluation function used is the mean accuracy
from a five-fold cross-validation as done in [2]. The five-fold cross-validation
is repeated several times in order to get a low standard deviation for the
accuracy, i.e., we look for a training set as homogeneous as possible. The
maximum number of repetitions was set to five in order to avoid a high-time
consuming process.

– The set of basic functions. Several functions have to be tested for each prob-
lem in order to get a good approximation. Then, the elected functions are
orthonormalized.

Once the proper functions were selected, the feature selection process may
start. The method that allows to select the most relevant from the whole set of
features is a backward selection method. It is divided into several steps that are
briefly described in the next page. Figure 2 shows an overview of the selection
process.
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Initial
Selection

Selection
tσ gσ

tiniσ
Increase number
of coefficients

Include
discarded
variableselse else

if accuracy N+1 >= accuracy N

else

giniσ

if accuracy N >= accuracy N-1

original
features

selected
features

if accuracy N >= accuracy N-1

Fig. 2. The proposed method for feature selection. σgini, σtini, σt and σg are thresholds.
Stop condition: any smaller subset of features leads to worse accuracy results.

1. Initial selection
As it was previously described, the coefficients are estimated by solving the
optimization problem in (2) where the functional decomposition in (1) is used
to estimate the desired output. All the original features of the problem are
initially considered. After solving the problem, a mean accuracy is obtained
for the test data (accuracyn−1).
Since the resulting basis functions have already been orthonormalized, the
global sensitivity indices (importance factors) are the sums of the squares of
those coefficients, i.e.:

Sν =
kν∑

j=1

c2
νj ; ν = 1, 2, . . . , 2n − 1. (3)

The total sensitivity index (TSI) for each variable is calculated by adding the
global sensitivity index for that variable, xi, and the global sensitivity index
of each combination of variables where xi is included, i.e., it is calculated by:

TSIi =
2n−1
∑

j=1

Sνj such that xi ∈ νj . (4)

The most relevant features are selected according to the total sensitivity
indices; those features under an established threshold (σtini) are discarded.
This threshold is calculated for each dataset considering the different values
obtained for each variable trying to retain around a 90% of the variance.
Also, it is necessary to determine if the feature is important by its own or
by its combination with other variables. As global sensitivity indices provide
this information, another threshold needs to be established for them (σgini).
Those variables or combinations between variables under this threshold are
eliminated.
As a wrong initial selection may lead to poor performance results, both
thresholds were initially established to small values, so the number of features
discarded in this step is reduced, being of one or two features at most.
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2. Selection
The minimization problem in (2) is solved again, but considering only the
features that were not discarded in the previous step. The estimation learnt
lead to a determined accuracy (Accuracyn). Comparing this accuracy with
the one obtained in the previous run, the method can follow one of two ways:
(a) Accuracyn >= Accuracyn−1. The variables and relations between them

discarded in the previous step (step n − 1) seem irrelevant and so the
feature selection process is correct. Then, the thresholds are reestablished
(σt and σg) in order to get a new set of variables to discard and the
feature selection process continues (go to step 2).

(b) Accuracyn < Accuracyn−1. As several features are discarded in just one
step, the number of coefficients can be considerably reduced. Even if the
features are correctly selected, such a small number of coefficients may
not lead to a good approximation of the problem, therefore, go to the
next step where the number of coefficients is increased.

3. The number of coefficients of the basis functions are increased. If the poly-
nomial family is being used, this can be done by increasing the degrees of the
function. The goal is to use the same number of coefficients than those used
when the classifier obtained the previous accuracy result. Once the number
of coefficients has been increased, if the accuracy obtained with this subset
of features is equal or higher than accuracyn−1, the selection continues (go
to step 2), otherwise some discarded variables may be reconsidered in the
next step.

4. Discarded variables are included. If a highest accuracy was not reached by
increasing the number of coefficients, variables that have already been dis-
carded will be taken into account again. This can be done by changing the
values of the thresholds (σt and σg).
Notice that this point was included because several variables are discarded
in just one step. This step allows to consider again variables eliminated by
a too aggressive selection.

The process finishes when the accuracy obtained with a smaller subset of
features cannot be improved by increasing the number of coefficients or including
variables that had been discarded previously.

4 Experimental Results

The proposed method has been applied to some data sets used in previous studies
[1,2], and that can be obtained in the Irvine repository [8]. A brief description
for them is given in Table 1. Before applying the algorithm to each dataset, the
values for each variable were normalized between 0.05 and 0.95. The exponential
complexity to the number of features of the method proposed does not allow to
consider data sets with a large number of features. The proposed method (AFN)
is compared with two methods based on SVM (Support Vector Machines)[9]: (a)
the novel work presented in [1] called FS-SFS (Filtered and Supported Sequential
Forward Search) and (b) SFS (Sequential Forward Search).
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Table 1. Dataset description. Baseline accuracy: accuracy when the main class is
selected.

Dataset Features Classes Number of Samples Baseline Accuracy
Bupa liver 6 2 345 57.97

Breast cancer 9 2 683 65.01
Pima 8 2 768 65.10
Cleve 13 2 303 54.46

Table 2. Comparative results between the proposed method (AFN) and two methods
based on SVM. Features indicates the mean number of features for the 20 simulations,
with the maximum and minimum features selected in parenthesis. The accuracy for
testing data sets is also presented.

Dataset
Features (min,max) Test Accuracy

FS-SFS SFS AFN FS-SFS SFS AFN
Bupa liver 4.6 (4,5) 4.6 (4,5) 3.5 (2,5) 70.2 71.7 70.4

Breast cancer 5.4 (5,6) 5.4 (5,6) 4.5 (2,7) 96.3 95.4 96.5
Pima 4.2 (4,5) 4.2 (4,5) 3.6 (2,6) 74.9 74.9 75.3
Cleve 6.6 (5,7) 6.6 (5,7) 6.3 (4,9) 84.8 84.8 82.1

For a fair comparison, the same technique to obtain the experimental results
was used. The same solution for the missing values was chosen and so those
samples containing missing values were discarded. Also, 20 simulations for each
dataset were carried out as in [1], and for each simulation a 20% of the samples
were randomly selected to construct the test set. The rest of the samples form the
training set that will be used for the feature selection process. The performance
results are shown in Table 2. The accuracy results are similar to those reached
by the other methods. Besides, the mean number of features is smaller, although
it exhibits more variability. This variability is obtained by two or three variables
that are considered in some simulations, while the relevant variables remain in
most of the cases. Figure 3 illustrates this problem for the Bupa set. As it can be
seen, four variables are selected in most of the cases, while the rest only appears
in very few simulations. Regarding the computational time, it takes around 30
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seconds to compute the 20 simulations of the Bupa data set. Besides, only 6.5
different subsets were explored for this dataset, while 11 subsets will be explored
with a sequential backward search from a set of 6 features to a subset compound
by 4 features as the Bupa dataset.

5 Conclusions

This paper presents a new wrapper method based on functional networks and
analysis of variance decomposition. The experimental results shown the adequacy
of the method proposed, that exhibits a good accuracy results while maintaining
a reduced set of variables. Besides, it allows to discard several variables in just
one step and there is no need to check all the possible subsets as in a sequential
backward search. Finally, the importance of each feature is given in terms of
variance, allowing for interpretation of the results. Future work would address
the main disadvantage of this method, that is, the exponential complexity of the
functional decomposition.
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Abstract. In this paper we explore the effectiveness of combining diverse 
machine learning based methods to categorize patent applications. Classifiers 
are constructed from each categorization method in the combination, based on 
the document representations where the best performance was obtained. 
Therefore, the ensemble of methods makes categorization predictions with 
knowledge observed from different perspectives. In addition, we explore the 
application of a variety of combination techniques to improve the overall 
performance of the ensemble of classifiers. In our experiments a refined version 
of the WIPO-alpha1 document collection was used to train and evaluate the 
classifiers. The combination ensemble that achieved the best performance 
obtained an improvement of 6.51% compared to the best performing classifier 
participating in the combination. 

Keywords: Categorization, Machine Learning, Knowledge Management. 

1   Introduction 

A patent is a contract between the state and the applicant by which a temporary 
monopoly is granted in return for disclosing all details of an invention. Patent rights 
must be applied for at a patent office to gain rights in a country. Patent classification 
schemes are a hierarchical system of categories used to organize and index the 
technical content of patents so that a specific topic or area of technology can be 
identified easily and accurately. Different classification schemes are used in the 
different patent organizations. The most widely used classification scheme is the 
International Patent Classification (IPC). The IPC is a hierarchical categorization 
system comprising sections, classes, subclasses and groups (main groups and 
subgroups). The eighth edition of the IPC contains approximately 70,000 groups. 
Every subdivision of the IPC is indicated by a symbol and has a title. The IPC divides 
all technological fields into eight sections designated by one of the capital letters A 
through H. The sections include from Human Necessities and Physics to Electricity, 
Textiles and Mechanics among others. Each section, in turn, is subdivided into classes 
labeled with a section symbol followed by a two-digit number. Each class then 
 

                                                           
1 WIPO-alpha document collection available at http://www.wipo.int/ibis/datasets/index.html 
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Fig. 1. Automated patent categorization based on machine learning 

 
contains one or several subclasses labeled with a class id followed by a capital letter, 
e.g. A01B. Finally, each subclass is broken down into subdivisions referred to as 
groups and known as either main groups or subgroups. The IPC is developed and 
administered by World Intellectual Property Organization (WIPO). The WIPO-alpha 
collection, a publicly available dataset aimed at encouraging research in automated 
categorization of patent documents, contains 75,000 patent documents in English 
divided into a training set of 46,324 documents and a test set with 28,926 documents. 

An intellectually built (i.e. human made) taxonomy is the only solution when 
patent categories are new and empty. However, since normally a great amount of 
manually categorized patent examples exist, it is feasible to apply machine learning 
techniques. The machine learning techniques employed in patent categorization are 
normally based on supervised learning. In supervised learning some examples called 
training documents are assigned to the correct category first. Then, based on the 
learned information from these examples, new unseen documents are categorized. 
Fig. 1 shows the general scheme of an automated patent categorization method. The 
module used to categorize documents is called the classifier. The classifier is trained 
using machine learning algorithms from an inductive process called the 
training/learning phase. 

Patents are normally processed within organizations in two main stages: pre-
categorization where it is determined the technical unit that will handle a patent and 
the categorization stage where the final category is assigned. 

In this paper we explore the effectiveness of applying diverse techniques for 
combining supervised machine learning methods to automatically categorize patents. 
The techniques presented in this paper are aimed to automate the pre-categorization 
stage of patents. The rest of the paper is organized as follows. Section 2 discusses 
related research on patent categorization. Section 3 describes our proposed model for 
a patent categorization system. Experimental results of our model are presented in 
Section 4. Finally, Section 5 describes future work and presents some conclusions. 

2   Related Work 

The first reported research on patent categorization is the work by Chakrabarti et al. 
In [2] they propose a statistical model that attempts to categorize patents into a 
hierarchical model containing 3 categories subdivided into 12 subcategories. The 
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classifier obtained a precision of 64% when was applied to patents. The authors argue 
that this relatively poor performance is caused by the diversities in authorship 
performed across time and assignees. To improve performance they attempted to use 
information contained in links between referencing patents. Naively indexing features 
from referenced patents is reported to have a negative effect on the performance. 
Better results are obtained by including the labels from categorized referenced 
document in the indexing. This approach is reported to obtain a precision of 79%.  

Larkey presents a system in [10] for searching and categorizing U.S. patent 
documents. The system uses a kNN (K-Nearest Neighbor) approach to categorize 
patents into a scheme containing around 400 classes and 135,000 subclasses. Larkey 
concludes that the best performance is obtained by using a vector, made up of the 
most frequent terms from the title, the abstract, the first twenty lines of the 
background summary, and the claims, with the title receiving three times as much 
weight as the rest of the text.  

Koster et al. present in [8,9] some of the best published results on patent 
categorization using the Winnow algorithm. Winnow is a mistake driven learning 
algorithm that iterates over the training documents and computes for each category a 
vector of weights for approximating an optimal linear separator between relevant and 
non-relevant patents. Winnow is trained and tested with patent databases obtained 
from the European Patent Office (EPO). In the experiments with Winnow, documents 
are represented as a bag of words and in contrast to [10] the internal structure of the 
documents is completely ignored. When Winnow is tested assigning only one 
category per document (mono-categorization), it achieves a precision exceeding 98%. 
To achieve such high precision as much as 1000 training examples for each of the 16 
categories are utilized. When the amount of training examples is reduced to 280 
documents per category the precision decreases to 85%. The F1-measure was 
employed for evaluating Winnow’s performance when set to categorize documents 
that belong to more than one category (multi-categorization). The F1-measure is a 
standard measure used in information retrieval that combines precision and recall into 
a single value. The optimal performance obtained on multi-categorization is an F1-
measure of 68%. This result was obtained using 88,000 training examples distributed 
so that each of the 44 directorates2 has 2000 examples. It is argued that this 
considerable decrease in performance (larger for multi than mono-categorization) is 
caused by noise, since training documents are labeled arbitrarily in the border cases. 

In [6] different text categorization methods included in the Rainbow and SNoW 
package are tested on the WIPO-alpha document collection. The Rainbow package 
implements Naïve Bayes, kNN, and Support Vector Machines (SVM) algorithms. The 
SNoW package implements a network of linear functions where a variation of the 
Winnow algorithm is used for learning. In the Rainbow package indexing is 
performed at word level, accounting for term frequencies in each document. The 
output from all classifiers consists of a ranked list of categories for each test 
document. In the evaluation presented in [6] three different evaluation measures are 
used to asses the performance of the categorization process at class-level and at 
subclass-level. At class level the best performance is achieved when the first 300 
words of each document are indexed. The best scoring text classification methods 
 

                                                           
2 A directorate is an administrative defined cluster. 
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Fig. 2. The model used for constructing a combined classifier 

 
were Naïve Bayes and SVM with a precision of 55%, whereas Winnow and kNN only 
achieved a precision of 51%. The research in [6] revealed that the distribution of 
errors of Naïve Bayes is strictly different from the error distribution in SVM. Using 
three-guesses the best scoring method is Naïve Bayes with a precision of 79%. The 
precision for the other algorithms is 77% (kNN), 73% (SVM) and 73% (SNoW). 
When measuring with all-categories Naïve Bayes still achieves the best precision at 
63%. At subclass level the best performance is also achieved when the first 300 words 
are indexed. Here Naïve Bayes achieves the lowest precision of all TC methods tested 
with a top-prediction of 33% compared to 41% best achieved precision by SVM. In 
first three guesses kNN achieves the best precision of 62% and tested with all-
categories SVM achieves the best precision of 48%. In a second article by Fall et al. 
[5], a customized language independent text classification system for categorization in 
the IPC is presented. The system is based on state-of-the-art Neural Network 
techniques, and applies in particular a variant of the Winnow algorithm. 

To our knowledge, no previous work has investigated automatic patent 
categorization methods that rely on classifier combinations. The contribution 
presented in this paper is to explore the effectiveness of applying diverse combination 
techniques trained with different document representations to categorize patents. 

3   Patent Categorization Model 

The combined classifier proposed in this paper is constructed in several steps. The 
output of each step is shown in the states depicted in Fig. 2, where the rectangular 
boxes represent the software components responsible for the transformation between 
two states. The combined classifier is able to categorize patent documents in the 
categories represented in the document collection (State #4 in Fig. 2). The document 
collection is divided into a training set, a validation set, and a test set. The training set 
and the validation set are used to build the classifiers (State #1 in Fig. 2) and the test 
set is used to evaluate classifiers’ performance. The Document Representation 
component is responsible for constructing different representations of the document 
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collections (State #2). In our experiments the document representations used vary 
according to three characteristics a) how features are indexed, b) how features are 
represented, and c) how the process of feature reduction is performed. From each 
representation of the document collection, four classifiers are constructed (State #3). 
The classifiers are trained with one of the following machine learning methods: kNN, 
LLSF (Linear Least Square Fit), Neural Networks and Winnow. The details of these 
algorithms can be found in [9,15,16]. 

The Document Representation stage consists of three separated processes: Feature 
Indexing, Feature Weighting, and Feature Dimensionality Reduction. The Feature 
Indexing process includes methods for stop-word removal and stemming and 
basically selects different document features to index documents. In the Feature 
Weighting process term frequencies can be used as feature weights but also other 
weighting schemes such as different versions of the term frequency – inverse 
document frequency (tf-idf) were included in our model. Methods for reducing the 
dimension of the feature collection were included in the Feature Dimensionality 
Reduction process. Our model employs two methods of Feature Reduction: by 
Document Frequency and by Relevance Score. In Feature Reduction by Document 
Frequency an upper and a lower bound obtained experimentally determines which 
features are included. Feature Reduction by Relevance Score, described in detail in 
[18], calculates for each feature a relevance score in each category. This score reveals 
how discriminative a feature is for one category in relation to all the other categories. 

Our flexible patent categorization model includes also different methods to 
combine the machine learning based classifiers. Following sections briefly describe 
the methods employed to combine these classifiers; more details can be found in [16]. 

3.1   Combination Methods 

In Binary Voting, voting is used to decide whether a document belongs or not to a 
category. Using this method it is possible to assign a document to several categories, 
since a voting round is conducted per category. 

Weighted Classifier Combination uses the Importance Weighted OWA operator 
[14] to combine the prediction of several classifiers. The OWA operator is an 
averaging operator and its properties are defined by the quantifier andness ρQ applied 

to the algorithm using the OWA weights w . Each classifier generates a value yi ∈[0, 
1] signifying a document’s relationship to a category ci and for each category it also 

contains a value p ∈ [0, 1] representing the precision of the classifier on the validation 
set. In the combination method only classifiers producing a value exceeding some 
threshold are averaged for each main class. Thus, the input a  to the OWA operator is 
the precision obtained by the classifiers exceeding the threshold in the specific main 
class. Additionally, a value vi associated with yi is used as importance weight for the 
respective value ai. The computed average is multiplied with a value b representing 
the number of votes ki. The values vi and b have associated significance scores sy and 

sv ∈ [0, 1], which can be used to grade the impact of yi and ki respectively. 
Dynamic Classifier Selection is based on an approach for hand-printed digit 

recognition proposed by Sabourin et al. [13], which selects the classifier that correctly 
categorizes the most consecutive neighboring training examples to perform the final 
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prediction. In case of a tie, the algorithm implemented in our model, performs a 
voting round between the classifiers holding the tie, predicting the category with the 
highest number of votes. 

Adaptive Classifier Selection was introduced by Giacinto and Roli in [7]. This 
method predicts also according to the best performing classifier on the validation 
examples in the neighborhood of the document that will be categorized. The 
performance of the classifier is measured according to a soft probability, used to 
identify the classifier that obtains the highest probability in categorizing a document 
correctly. A confidence score, defined as the difference in probabilities obtained by a 
classifier and the others, is calculated. If the confidence score exceeds a threshold, the 
classifier with the highest probability is used to categorize the document. If any of the 
computed confidence scores does not exceed the threshold, the algorithm identifies all 
classifiers with differences in a range of the best classifier and performs a voting 
round between these classifiers. 

3.2   Expert Advice Algorithms 

Five different Expert Advise algorithms were implemented in our model: WM [12], 
WMG [12], P [4], BW [3] and BW’ [3]. Additionally a mistake driven variation of P, 
denoted P’, was also implemented. These algorithms aim at finding the optimal 
combination of experts by minimizing the number of mistakes over a worst case 
sequence of observations. The idea behind the expert advice algorithms is to optimize, 
in a series of trials, a set of weights used to properly combine the prediction of each 
expert. Based on the weighted linear combination of the prediction of each expert, the 
algorithm is able to predict if an unseen document belongs to a category or not. 

4   Experimental Results 

A comprehensive collection of classifier combinations was evaluated in our 
experiments using different document representations. As is described in [16], 23 
different document representations were tested. The 4 document representations, 
where the classifiers obtained the best performance, were selected for training. Fig. 3 
shows the performance obtained by the classifiers on six of these document 
representations. The document representation that obtained the best performance 
(DR23), from all the categorization methods within each of the 10 main classes 
comprised in the refined version of the WIPO-alpha document collection, used the 
following features: a) indexed sections: title, 200 first words from abstract, 200 first 
words from claims and 400 first words from description, b) feature reduction: using 
500 features per main class, c) section weight: the title was weighted five times as 
much as the other sections, and d) feature weight: normalized term frequency weight 
was employed. It was also determined experimentally that the best performing of the 
classifiers participating in the combination was LLSF, which achieved an F1 measure 
of 0.8137. The performance measures obtained by the different combination methods 
that were evaluated are depicted in Fig. 4. The combination method that achieved the 
best performance in the evaluations was Weighted Classifier Combination with an F1 
measure of 0.8667, which is an improvement of 6.51% compared to the best classifier 
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Fig. 3. Performance of four classifiers on six document representations 
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Fig. 4. F1 measures obtained using the evaluated combination methods 

participating in the combination. Weighted Classifier Combination achieves the best 
performance when the significance of voting is maximized, i.e. the voting phase of 
the algorithm is favored. Similar properties were observed with other combination 
methods. The great impact of voting in performance might be caused by the relatively 
large number of classifiers participating in the combinations. 

Our results also show that the performance obtained by classifiers based on 
Winnow and kNN is inferior to the performance obtained by classifiers based on 
LLSF and Neural Networks. To determine the impact on performance of these 
classifiers, two of the combination methods were evaluated with and without 
classifiers based on Winnow and kNN participating in the combination. The evaluated 
combinations showed more effectiveness without a classifier based on kNN but 
including classifiers based on Winnow. To evaluate the contribution of the four 
categorization methods the BestSelect algorithm described in [1] was applied on five 
collections of classifiers. BestSelect predicts correctly whenever any of the classifiers 
in the combination predicts also correctly; otherwise the prediction remains 
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Fig. 5. Recall obtained using BestSelect with different combinations of categorization methods 

undefined. We applied BestSelect on five settings, each comprising the same 
document representations where either, all of the categorization methods or all 
methods except the method from which the contribution should be tested, participated 
in the combination. The difference between the recall measured on a setting where 
classifiers based on one method are not contained in the combination and the setting 
where all classifiers are contained in the combination, can be seen as the contribution 
of a particular method. The recall obtained using BestSelect on the five settings is 
depicted in Fig. 5. This figure surprisingly reveals that combinations including a 
Winnow classifier have the best performance, although this classifier alone showed 
relatively poor performance. 

5   Conclusions and Future Work 

In this paper we have described a new model of an automatic patent categorization 
system based on an ensemble of classifiers. Our model was evaluated on a refined 
version of the WIPO-alpha document collection. However, since no previous research 
has been evaluated on this same collection no direct comparison with other methods 
can be done at this time. Instead, the performance results obtained by the ensemble 
were compared to the best performing categorization method used in the combination. 
As is described in Section 3, we evaluated 10 different techniques for combining the 
classifiers. Our experiments show that all of the combination methods achieved 
improved performance when compared to the best classifier participating in the 
combination. The best combination technique Weighted Classifier Combination 
achieves an F1 score of 0.8667, which is an improvement of 6.51% to the best 
classifier participating in the ensemble. Among the four machine learning based 
categorization methods, the best performing were Neural Networks and LLSF, but 
they also have the worst training efficiency. However, their training can be improved 
reducing the feature collection. Interestingly, our experiments also show that reducing 
the feature collection improves the performance of some classifiers. The 
categorization methods employed in our model are representative of a variety of the 
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available methods. As future research we plan to explore combining a broader class of 
classifiers and optimize the overall performance of the ensemble using genetic 
algorithms. 
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Abstract. We address the problem of identifying a non-redundant sub-
set of important variables. All modern feature selection approaches in-
cluding filters, wrappers, and embedded methods experience problems in
very general settings with massive mixed-type data, and with complex
relationships between the inputs and the target. We propose an efficient
ensemble-based approach measuring statistical independence between a
target and a potentially very large number of inputs including any mean-
ingful order of interactions between them, removing redundancies from
the relevant ones, and finally ranking variables in the identified minimum
feature set. Experiments with synthetic data illustrate the sensitivity and
the selectivity of the method, whereas the scalability of the method is
demonstrated with a real car sensor data base.

1 Introduction

Ensembles of decision trees have proven to be very efficient and versatile tools
in classification and regression problems [2,4]. In addition, the structure of the
trees can be used as a basis for variable selection methods. We have presented
such a variable selection method that amends the ensemble with the concept of
artificial contrast variables (ACE) [10].

The contribution of this paper is to extend ACE into the removal of redundant
variables. This is an important problem in several domains. It may be expensive
to observe all features at once. In medical diagnostics the smallest subset of tests
for a reliable diagnosis is usually desirable. Similarly, in engineering problems
concerned with a set of sensors, it is often necessary to design the lowest cost
(the smallest) set of sensors to accomplish a particular task.

The generalization capability of a learner typically improves with a smaller
set of parameters. Even with regularizing learners, removal of redundant features
has shown improvement in domains such as cancer diagnosis from mass spectra
or text classification [5].

Smaller model, in this case a smaller subset of relevant features, makes it easier
to interpret the structure and the characteristics of the underlying domain. DNA
microarray gene expression analysis is an example. As a reduced set of genes
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is chosen, it makes their biological relationship with the target diseases more
explicit. New scientific knowledge of the disease domain is then provided by
these important genes.

We describe first how ensembles of trees can produce a variable masking
measure that forms the basis of the elimination of the redundant variables. Next
we introduce the idea of artificial contrasts that is in the core of the proposed
algorithm for the best subset feature selection. Experimentation with artificial
as well as real data sets demonstrates the performance of the method.

2 Tree Ensemble Methods in Feature Ranking

In this paper we address the problem of feature filtering, or removal of irrelevant
and redundant inputs in very general supervised settings. The target variable
could be numeric or categorical, the input space could have variables of mixed
type with non-randomly missing values, the underlying X −Y relationship could
be very complex and multivariate, and the data could be massive in both dimen-
sions (tens of thousands of variables, and millions of observations). Ensembles
of unstable but very fast and flexible base learners such as trees can address
most of the listed challenges when equipped with embedded feature weighting
[1]. They have proved to be very effective in variable ranking in problems with up
to a hundred thousand predictors [1,7]. More comprehensive overview of feature
selection with ensembles is given in [9].

Random Forest (RF) and MART are two distinguished representatives of tree
ensembles. Random Forest extends the ”random subspace” method [6]. It grows
a forest of random trees on bagged samples showing excellent results comparable
with the best known classifiers [2]. MART is a sequential ensemble of trees that
fits a sequence of the shallow trees using gradient boosting approach [4].

2.1 Feature Masking

Decision trees can handle missing values gracefully using so-called surrogate
splits. The surrogate splits, however, could also be used to detect feature mask-
ing. We describe now a novel masking measure assuming that the reader has an
understanding of basic decision trees such as CART [3].

The predictive association of a surrogate variable xs for the best splitter x∗

at a tree node t is defined through the probability that xs predicts the action of
x∗ correctly and this is estimated as:

p(xs, x
∗) = pL(xs, x

∗) + pR(xs, x
∗)

where pL(xs, x
∗) and pR(xs, x

∗) define the estimated probabilities that both xs

and x∗ send a case in t left (right). The predictive measure of association d(x∗|xs)
between xs and x∗ is defined as

d(x∗|xs) =
min(pL, pR) − (1 − p(xs, x

∗))
min(pL, pR)

(1)
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where pL, pR are the proportions of cases sent to the left(or right) by x∗. It mea-
sures the relative reduction in error due to using xs to predict x∗ (1−p(xs, x

∗)) as
compared with the “naive” rule that matches the action with max(pL, pR) (with
error min(pL, pR)). d(x∗|xs) can take values in the range (−∞, 1]. If d(x∗|xs) < 0
then xs is disregarded as a surrogate for x∗, otherwise we say that x∗ masks xs.

To comprehend the masking in terms of model impact, we define the masking
metric for a pair of variables i, j as

Mij =
∑

t∈T,s=si

w(si, t)d(s|sj) (2)

where w(si, t) is the decrease in impurity [3] due to the actual split on the variable
si, and the summation is done over those tree ensemble nodes where the primary
split s was made on the variable si. Here we take into account how well variable
j ”mimics” predictive action of the primary splitter i, and the contribution of
the actual split on the variable i to the model.

2.2 Ranking Features

The main idea in this work relies on the following reasonable assumption: a sta-
ble feature ranking method, such as an ensemble of trees, that measures relative
relevance of an input to a target variable Y would assign a significantly higher
score to a relevant variable Xi than to an artificial variable created independently
of Y from the same distribution as Xi. The same also applies to the masking
measure. We compare the masking of all variables by a list of selected relevant
variables, and consider only those masking values as real masking that are sta-
tistically higher than masking values of noise variables by selected variables. To
select the minimal subset, the algorithm drops all masked (in a statistical sense)
variables from the relevant variable list at every residual iteration.

We present now an algorithm for the best subset feature selection (BSFS)
based on this idea. It is similar to the iterative procedure described in [10],
but extends it in order to eliminate redundant features. The proposed approach
encapsulates a new masking metric estimation scheme.

3 The Algorithm: The Best Subset Feature Selection

Our best subset selection method is a combination of the following steps: A)
Estimating variable importance using a random forest of a fixed depth, such
as 3-6 levels (we do split weight re-estimation usiing out-of-bag (OOB) samples
because it gives more accurate and unbiased estimate of variable importance
in each tree and filters out noise variables), B) Comparing variable importance
against artificially constructed noise variables using a formal statistical test, C)
Building a masking matrix for selected important variables, and selection of
statistically important masking values using a formal test (here a series of short
MART ensembles is used [4]), D) The masked variables are removed from the
important variable list, and E) The effect of the identified important variables
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is iteratively removed to allow the detection of less important variables (because
trees and a parallel ensemble of trees are not well suited for additive models).
Steps C) and D) are novel and different from ACE [10].

A. Split Weight Re-estimation. We propose a modified scheme for calculat-
ing the split weight and for selecting the best split in each node of a tree. The
idea is to use the training samples to find the best split point for each variable,
and then to use the OOB samples that were not used in building the tree in
order to select the best split variable in a node. The split weight used for variable
importance estimation is also calculated using the OOB samples.

B. Selecting Important Features. In order to determine the cut-off point for
the importance scores, there needs to be a contrast variable that is known to be
truly independent of the target. By comparing variable importance to this con-
trast (or to several ones), one can then use a statistical test to determine which
variables are truly important. These artificial contrast variables are obtained by
randomly permuting the values of the original M variables across the N ex-
amples. Generating contrasts using unrelated distributions, such as Gaussian or
uniform, is not sufficient, because the values of original variables may exhibit
some special structure.

Trees in an ensemble are then broken into R short independent series of equal
size L = 10−50, where each series is trained on a different but fixed permutation
of the contrast variables. For each series, the importances are then computed
for all variables including the artificial contrasts. Using these series is important
when the number of variables is large or when the trees are shallow, because some
(even important) features can be absent from a single tree. To gain statistical
significance, importance score of all variables is compared to a percentile of
importance scores of the M contrasts (we used 75th percentile). A statistical test
(Student’s t-test) is evaluated to compare the scores over all R series. Variables
scoring significantly higher than the contrasts are selected as relevant.

C. Estimation of Masking Between Features. Next we calculate the mask-
ing matrix for the selected important features. Let their number be m. We build
a set of R independent short MART models [4], with L=10-50 trees, and calcu-
late all surrogates for all variables (including the contrasts) in all nodes of every
tree. Note that the surrogate scores and the split weights are calculated using
the OOB sample as in step A. For each pair of variables i, j ∈ 1 . . . , 2m and for
each ensemble r = 1 . . . , R we compute the masking measure M r

ij as a sum of the
masking measure Mij(t) over all trees t in the ensemble. Let M t

i,α be α - quantile
of M t

ij , j = m+1, . . . , 2m. Then a square masking matrix M∗
ij is filled as follows.

We set an element M∗
ij = 1 if the hypothesis M r

ij − M r
i,α > 0, r = 1, . . . , R is

accepted with a given significance level p (we used p=0.05). Otherwise we set
M∗

ij = 0. We say variable j is masked by variable i if M∗
ij = 1.

D. Removal of Masked Features. After building the masking matrix, the
masked variables are removed from the important variable list L as follows. Let
L∗ be initially an empty list of non-masked important features. We sort the items
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in L by the importance measure that is calculated as sum of the importances over
the ensemble built on step E (or on step B for the initial pass). First, we move
variable in L that has maximum importance from L to L∗. Next, all variables
masked by this variable (in terms of matrix M∗

ij) are removed from L. Then this
procedure is repeated for the remaining variables in L, until it is empty.

E. Removing Effects of Identified Important Variables. After a subset
of relevant variables has been discovered in step B, we remove their effects on
the target variable. To accomplish this, the target is predicted using only the
identified important variables. The prediction residuals become then a new tar-
get. We return to step A, and continue iterating until no variables remain with
scores significantly higher than those of the contrasts. It is important that step
A uses all variables to build the ensemble not excluding identified important
ones. This step is even more important here than in the ACE algorithm since it
ensures that the algorithm will recover partially masked variables that still have
their unique effect on the target.

To accommodate the step E in classification problems we adopted the multi-
class logistic regression approach described in [4].

Note that the computational complexity of our method is of the same order
as the maximal complexity of RF and MART models (usually MART is more
complex, as it requires computing all surrogate splits at every tree node), but
it could be significantly faster for datasets with large number of cases since the
trees in RF are only built to a limited depth.

4 Experiments

We describe first experiments with the proposed method using synthetic data
sets followed by a real example. Synthetic data sets allow one to vary system-
atically domain characteristics of interest, such as the number of relevant and
irrelevant attributes, the amount of noise, and the complexity of the target con-
cept. The relevance of the method is demonstrated using a real-life car sensor
dataset.

4.1 Synthetic Data

To illustrate the sensitivity and the selectivity of the method, we simulated a
dataset that conceptually should be challenging for our method, but optimal for
the standard stepwise selection methods.

The data generated had 203 input variables and one numeric response.
x1, ..., x100 are highly correlated with one another, and they are all reasonably
predictive of the response (R2 ∼ 0.5). a, b, and c are independent variables that
are much weaker predictors (R2 ∼ 0.1). y1, ..., y100 are i.i.d. N(0, 1) noise vari-
ables. The actual response variable was generated using z = x1 + a + b + c + ε,
where ε ∼ N(0, 1).

Tables 1 and 2 compare stepwise best subset forward-backward selection with
the significance level to enter/leave 0.05 to the proposed method.
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Table 1. Ranked list of important variables (synthetic case) found by standard stepwise
best subset forward-backward selection. Five of the important (but correlated) variables
are at the head of the list. These are followed by eight noise variables before the weak
(but important) predictors are discovered.

x1 x5 x37 x77 x93 y11 y13 y19 y25 y27 y67 y68 y74 a b c

Table 2. Ranked list of important variables (synthetic case) found by the proposed
method together with their importances. Only one of the correlated variables appears
in the list; the rest have been pruned as redundant variables. This is followed by the
weak predictors. None of the noise variables have been picked.

variable x13 a b c
importance 100% 10.6% 9.3% 5.9%

Note that even though this case is ideal for standard stepwise best subset
selection, noise may be picked before weak but relevant predictors, whereas the
proposed method is immune to independent noise. Naturally, the point of the
paper, elimination of redundant variables is demonstrated.

4.2 Realistic Data

classification. Sensor data is collected in a driving simulator. This is a commer-
cial product with a set of sensors that, at the behavioral level, simulate a rich
set of current and future onboard sensors. This set consists of a radar for locat-
ing other traffic, a GPS system for position information, a camera system for
lane positioning and lane marking, and a mapping data base for road names,
directions, locations of points of interest etc. Thus, sensors are available that
would be hard or expensive to arrange to a real vehicle. There is also a complete
car status system for determining the state of engine parameters and driving
controls (transmission gear selection, steering angle, brake and accelerator ped-
als, turn signal, window and seat belt status etc.). The simulator setup also has
several video cameras, microphones and infrared eye tracking sensors to record
all driver actions during the drive that is synchronized with all the sensor out-
put and simulator tracking variables. Altogether there are 425 separate variables
describing an extensive scope of driving data — information about the auto, the
driver, the environment, and associated conditions.

The 29 driver activity classes in this study are related to maneuvering the ve-
hicle with varying degrees of required attention [8]. The classes are not mutually
exclusive. An instant in time can be labeled simultaneously as “TurningRight”
and “Starting”, for example. Thus, we performed variable selection separately
for each of the 29 classes. We compare variable selection without redundancy
elimination (ACE) to variable selection with redundancy elimination (BSFS).

Current database consists of 629375 data records (7.5 hours of driving) with
109 variables (this study excluded driver activity tracking variables). Of these
variables, 82 were continuous, and 27 were catecorigal.
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Fig. 1. Variable importances for each driver activity class. 109 variables on the y-axis,
29 classes on the x-axis. The lightness of the square is proportional to the variable
importance for the detection of the class. Thus the set of light squares in a column
indicate the set of variables necessary for the detection of that particular class.

A visual overview of the results is presented in Fig. 1 (see caption for legend).
Elimination of redundancies between important variables is clearly visible as the
drastic reduction of the number of “light” squares in each column corresponding
to each class.

We present a detailed view of one of the columns, class “TurningLeft” in Ta-
ble 3. The three most important variables chosen by ACE have been retained
as such even after the redundancy elimination (“steeringWheel”, “LongAccel”,
“lateralAcceleration”). Of the following three variables on the list, “steering-
Wheel abs” and “lateralAcceleration abs” are absolute values of one of the three

Table 3. Variable importances for class ”TurningLeft” without (ACE) and with
(BSFS) redundancy elimination. See text for discusion
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most important variables, and “acceleration” is a discretized version of the “Lon-
gAccel”. All three have been completely (and correctly) eliminated as redundant
variables. Variable “steeringManeuver” is a “virtual” sensor that has been cal-
culated as a discretized nonlinear function of “steeringWheel”, “speed”, and
“accelerator”. We can see that “steeringManeuver” has been almost completely
eliminated as a redundant variable and that its source variables have all been
retained as important variables. These redundancy eliminations verify that the
method is working as designed. The rest of the dependencies and their elimina-
tions are subject to further analysis.

5 Discussion

We have presented an extension to feature selection with artificial contrasts,
which also removes redundant variables from the result. Although some classi-
fiers, such as Random Forest, for example, thrive with redundant information,
there are application domains in which the minimum, most economical set of
variables is needed. As an example, we presented a sensor selection example in
the automotive domain.

Because in real engineering applications inclusion of a sensor incurs a cost,
and the costs vary from one sensor to another, an interesting thread of future
work would be to optimize the cost of a sensor set for a given fixed and required
performance level. Medical diagnostics would also fall under the same scheme.
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Abstract. This article presents a hierarchical planner to actuate in uncertain 
domains named HIPU - Hierarchical Planner under Uncertainty. The 
uncertainties treated by HIPU include the probabilistic distribution of the 
operators effects and a distribution of probabilities on the possible initial states 
of the domain. HIPU automatically creates the abstraction hierarchy that will be 
used during planning, and for this it uses an extension of the Alpine method, 
adapted to act under uncertainty conditions. The planning process in HIPU 
happens initially in the highest level of abstraction, and the solution found in 
this level is refined by lower levels, until reaching the lowest level. During the 
search the plan evaluation is carried out, indicating if the plan achieves the goal 
with a success probability larger or equal to a previously defined value. To 
evaluate this probability, the planner uses the forward projection method. 

Keywords: planning, reasoning under uncertainty, machine learning. 

1   Introduction 

In situations that involve choice of actions to reach an objective, it is natural that 
rational beings use a planning strategy to determine the sequence of actions to be 
taken. The approach for planning problems that is more challenging is Planning under 
Uncertainty or Decision Theoretical Planning [1], that involves partially observable 
environments, actions with non-deterministic effects, unknown initial state, and 
possibly other uncertainties. 

There are many ways of tackling a planning problem under uncertainty. The most 
common approach considers adapting and generalizing classical planning through the 
use of techniques such as those based on Markov Decision Processes (MDPs), like 
Reinforcement Learning and Dynamic Programming [2]. These approaches cause 
modifications in several aspects in the structure of planning, both in action 
representation and plan evaluation. Many planners and theories in this area have been 
published, such as Buridan [3], CL-Buridan [4], Weaver [1], RTDP [5, 6], C-SHOP 
[7] and Drips [8]. 
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The Buridan planner [3] uses classical planning techniques to build plans that 
probably achieve a goal, the C-Buridan [9] planner extends the representation and 
algorithm to handle sensing actions and conditional plans and the CL-Buridan planner 
adds the concept of a looping construct and introduces the idea of “plan blocks” 
which facilitate generating conditional and iterative plans. RTDP is a greedy search 
algorithm that learns to solve MDPs by repeatedly updating the heuristic values of the 
states that are visited, such updates eventually deliver an optimal behavior provided 
that the state space is finite and initial heuristic values are admissible [5]. Weaver is a 
planner that can handle uncertainty about actions taken by external agents, more than 
one possible initial state and non-deterministic outcomes of actions. It produces 
conditional plans and compute the plan’s probability of success automatically, 
through a Bayesian belief net [1]. C-SHOP extends the classical hierarchical planner 
SHOP [10] to act in situations with incomplete and uncertain information about the 
environment and actions. Drips combines conditional planning with probabilistic 
distribution of effects, and accomplish abstraction of probabilistic operators with 
common pre-conditions and effects. This mechanism makes it possible that planning 
happens in different hierarchical abstraction levels. The association of the concepts of 
hierarchical structures and abstractions allow the reduction of the search space for 
solutions, converting the space complexity from exponential to linear [11],[12]. 

HIPU – Hierarchical Planner under Uncertainty – is inserted in the context of 
hierarchical planning and planning under uncertainties. Regarding uncertainties, it 
allows a probabilistic distribution of possible operators effects and a probabilistic 
choice under possible initial states of the domain. It is proposed as an extension of the 
Alpine method [12], adapted to act under uncertainty conditions, automatically 
generating an abstraction hierarchy and planning from this hierarchy. Many Alpine 
properties are modified due to the probabilistic operators. Planning in HIPU begins at 
the highest level of abstraction, and the solution found in this level is refined by lower 
levels. During refinement, the plan found so far is evaluated, verifying if the solution 
succeeds with probability equal or higher than a predefined value. Evaluation of the 
success probability is by forward assessment, as in [3]. This paper formalizes aspects 
of HIPU and presents a case study to a version of the Blocks World problem.  

2   Definitions and Language 

Classical Planning considers simplifying properties regarding the agent and the 
environment, for example: static, totally observable and deterministic, meaning 
respectively that the changes in the environment depend solely on actions executed by 
the agent, the agent completely knows the environment and its actions have pre-
defined effects in the environmental states. In this context, planning means finding a 
sequence of operators (actions) that solve a problem in a problem space. The problem 
space is defined by a group of legal operators, where each operator consists of pre-
conditions and effects. The pre-conditions should be satisfied before an operator can 
be applied, and the effects describe the state modifications generated by application of 
the operator [13]. A problem of classical planning can thus be formalized as a triple 
(L, S, O), where L is a logical language of first order; S is the set of states and O is a 
set of operators. Each operator α ∈ O is defined by a triple (Pα, Dα, Aα), where Pα is 
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the set of literals that indicate the pre-conditions, and Dα e Aα are the operators 
effects, so that Aα encompasses the list of positive literals1 and Dα the group of 
negative literals. A problem ρ consists of an initial state S0 and a set of conditions that 
determines the objective state Sg. The solution (or plan) Π for a problem is a sequence 
of operators that, when executed, transform an initial state in a state that satisfies all 
the conditions of the objective state. 

2.1   Planning in Uncertain Environments and Language 

One of the uncertainties that an agent can find regards the actions, which can have 
stochastic effects, in other words, the next environmental state is expressed as a 
probability distribution over states. Problems that involve this type of uncertainty can 
be modeled as probabilistic processes, where the goal is find a plan or policy Π that 
maximizes the probability of achieving the goal state. Formally, this probabilistic 
process is a 3-uple (A, S, T), where S is a set of states, A is a set of possible actions, 
and T is the transition model for the system, that corresponds to a mapping SxAxS 
with probabilities between [0, 1].Problems with probabilistic actions have been 
approached in IA through adaptations of classical planning and high-level languages, 
such as STRIPS [14], to actuate in uncertainty domains (for instance, RTDP [5] and 
Weaver [1]). 

The adaptations proposed here modify the definition of the classical planning 
problem, specifically regarding operators. The space problem is defined by a set of 
legal operators, where each operator consists of preconditions and one or more 
subsets of effects. Each subset describes state modifications generated by the 
application of the operator. The set of effects is chosen non-deterministically. A 
planning problem under uncertainties can thus be formalized as a triple (L, S, O), 
where L is a first-order logic language; S is the set of states; and O is a set of 
probabilistic operators, where each operator α ∈ O is a probabilistic operator. Each 
subset of effects can be composed by a list of positive and negative literals, and all 
subsets are different from each other.  

Definition 1. Subset of effects  

Eα = {eα0, eα1, ..., eαk} is the set of effects of the operator α. 
iEα  is a subset i of effects such that: 

1. n represents the number of possible subsets of effects to an operator α; 

2. iEα ∈ Power Set(Eα ), 1≤i≤n; 

3. ∀ iEα ,
jEα ∈ Power Set(Eα) ,  i ≠ j, iEα - jEα ≠ ∅ 

Definition 2. Probabilistic Operator 

Let α be an operator belonging to O, α is probabilistic when for each subset of effects 

there is an occurrence probability ℘i( iEα ), such that 0<℘i( iEα ) ≤1 and ∑ ℘n

i i = 1. 

                                                           
1 A literal is an atomic sentence (a positive literal) or a denied atomic sentence (a negative 

literal). Atomic sentences are indivisible syntactic elements, a proposition that can be true or 
false. 
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Figure 1 presents an example of a probabilistic operator. The probability 

distribution is given by PDα = {0,5( 0
αE ), 0,25( 1

αE ), 0,25( 2
αE )} and each subset 

contain the respective literals, 0
αE ={e1,e2,e3}, 1

αE ={e1,e2,e4} and 2
αE = {e1,e2,e3,e5}. 

When there is more than a single possible subset of effects, only a subset will be 
considered in the moment of the execution. The choice of this subset is non-
deterministic. An operator and its respective subset of effects will be called a 
realization αi. The operator has three possible realizations, α0

, α1, α2, determined by 

the choice of one of each possible subset, 0
αE , 1

αE and 2
αE . 

Operator α

p1, p2, p3

e1, e2, e3 e1, e2, e4 e1, e2, e3, e5

0,5 0,25 0,25

 

Fig. 1. Generic probabilistic operator 

3   Automatically Generating Hierarchies in HIPU  

The method used by HIPU for automatic generation of abstracting hierarchies is an 
extension of the Alpine method [12, 13], adapted to act in domains with probabilistic 
operators. The starting point is the algorithm for determining constraints (Algorithm 
1). It establishes interactions among literals, creating constraints for the hierarchy. 
The definition of a relevant effect is very important. The relevant effects of an 
operator α relative to a goal Sg (Relevant(α, Sg)) are the effects of α that are either in 
Sg, or are preconditions of operators that have relevant effects with respect to Sg [12]. 
If α is probabilistic, its effects are distributed among the different subsets, then an 
operator α is relevant if one or more subsets contain relevant effects. The relevance 
of a probabilistic operator is associated with its realization that contain relevant 
effects, denoted Relevant(αi, Sg) and 1≤ i ≤ n, where n is the number of possible 
realizations.  

After creating the graph of constraints, we find the strongly connected 
components using depth-first search [15]. The next step constructs a reduced graph 
where the nodes that comprise connected components in the original graph 
correspond to a single node. Literals within a node in the reduced graph must be 
placed in the same abstraction space, and connections between nodes define a partial 
order, transformed into a total order using topological sort or heuristics [12, 13]. The 
total order graph originates the hierarchy, each level of the graph corresponding to a 
hierarchical level. 
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Function Find-Constraints (graph, operators, goals): 
Input: The operators of the apace problem and the goals of a problem. 
Output: constraints to guarantee ordered monotonicity for the problem. 

For each literal in the goals do 
If not(Constraint-Determinated-literal)  

Constraint-Determinated-literal TRUE; 
 For each operator in Operators do 
  Subset_relevant FALSE; 
  For each Subset_Effects(operator) do 

For each literal2 in Subset_Effects(operator) do 
If (literal match  literal2) Subset_Relevant TRUE; 
For each Effect in Subset_Effects(operator) do 
Add_Directed_Edge(literal, Effect, graph); 
Preconditions  Preconditions(operator); 
For each precondition in Preconditions do 
Add-Directed-Edge(literal, precondition, graph); 

   If (Subset_Relevant) 
Find_constraints(graph, operators, Preconditions); 

return(graph);  

Algorithm 1. Algorithm for determining Constraints 

4   Hierarchical Problem Solver 

Given a hierarchy of abstractions, HIPU proceeds as follows. First the problem solver 
maps the original problem to the highest level of the hierarchy (level i) by deleting 
literals from the initial and goal states that are not relevant to the abstraction level. 
The planner then finds a pilot solution for that level. The pilot solution found in the 
level i will be used in the next abstraction level (level i-1), where the literals of the 
intermediate states of the pilot plan serve as sub goals at level i-1. The problem solver 
then solves each of the intermediate subproblems, using the final state of one 
subproblem as initial state for the next subproblem. The process is repeated until the 
pilot plan has been refined in all hierarchical levels. 

The main purpose of HIPU is to find a plan such that the probability that it 
achieves the goal is no less than a user-supplied threshold. Searching for plans, HIPU 
performs depth-first search with modifications imposed by the probabilistic effects of 
operators. The search is initiated through expansion of the initial state in the highest 
level of abstraction. All applicable operators in the initial state (root node) are inserted 
in the search tree, and each subset of effects generates a new state (or node) at the 
tree. The child nodes are inserted in the tree in agreement with the occurrence 
probability associated with the subset of effects. The expansion continues on the 
nodes from the left, according to the depth search. When a plan that satisfies the goal 
state is found, the probability that the current plan will achieve the goal is computed. 
If the probability is high enough, then the plan is a solution, and planning terminates 
successfully, otherwise, the planner continues, choosing a new state for the expansion 
or returning fault. 

Once HIPU has found a plan at an abstraction level, forward assessment [3] is 
executed to verify if the success probability exceeds the threshold δ. Execution of a 
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probabilistic operator induces a transition from a probability distribution over states to 
another. The algorithm takes an operator sequence, executes each operator, and 
computes the probability of the goal literals in the final distribution [3]. To illustrate 
forward assessment see Figure 2, which contains two operators α and β. To calculate 
the final probability, it is necessary to evaluate all possible executions of the plan, 
which comprise all the possible realizations of probabilistic operators. Consider for 
example that a represents the initial state, and that a, b and e are goal literals. There 
are four possible combinations of realizations: (α0, β0), (α0, β1), (α1, β0), (α1, β1). 

Operator α Operator β

Preconditions: a

0,8

Effects: b ^ c

0,2

Effects: b ^ d

Preconditions: a ^ b

0,6

Effects: e

0,4

Effects: d

Goal state: a, b, e

Initial state: a

 

Fig. 2. Example of plan with probabilistic operator 

Projecting effects of α at the initial state results in a state distribution with two 
states. The probability of these new states is the probability of the initial state (equal 
one) times the probability associated to realizations of α (0.8 to α0 and 0,2 to α1). 

S0 = Exec(α, initial state) Exec(α0, initial state) = {(a, b, c), 1 x 0,8 = 0,8} 
Exec(α1, initial state) = {(a, b, d), 1 x 0,2 = 0,2} 

The next projection corresponds to the execution of operator β in states resulting from 
execution of α. 

    Exec(β0, (a, b, c)) = {(a, b, c, e) 0,8 x 0,6 = 0,48} 
S1 = Exec(β, S0)  Exec(β1, (a, b, c)) = {(a, b, c, d) 0,8 x 0,4 = 0,32} 
    Exec(β0, (a, b, d)) = {(a, b, d, e) 0,2 x 0,6 = 0,12} 
    Exec(β1, (a, b, d)) = {(a, b, d) 0,2 x 0,4 = 0,08} 

After projecting all executions, the final probability of the plan is computed by 
adding the probabilities of states that accomplish the goal. In the example, the 
probability of reaching the goal in S1 is 0,48 + 0,12 = 0,6. 

5   Hierarchical Planning and Assessment Probabilities in HIPU  

This section presents the planning process and probability evaluation for the 
hierarchical planner's HIPU. The search begins in the highest level of abstraction that 
just possesses the initial state, the goal state and the group of relevant operators at the 
level. The initial state can be a distribution of probabilities under initial states or a 
single possible initial state. In the first case, the state with largest probability is 
expanded. Once defined the initial state, the search at level i is initiated. 
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HIPU is composed by six routines, with the functionalities: generate the hierarchy 
of abstractions (Section 3), manage the global planning, manage the flow among the 
hierarchical levels (planning inter-level), manage the planning inside an abstraction 
level (inter-level management), search for sub-objectives (intra-planning), and 
evaluate the generated plans. Figure 3 shows a process of hierarchical planning 
emphasizing where the planning routines act. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Planning routines in a hierarchy of abstractions 

Global planning controls the execution of planning in HIPU. It calls the routine 
that creates the abstraction hierarchy, define the abstraction spaces for each of the 
hierarchical levels and performs planning management among the hierarchical levels 
(inter-level management). When a pilot plan is found, the inter-level manager 
recovers each one of the intermediate states of the plan, designating them as sub-
objectives for the immediately lower level. When search cannot be solved in the 
active abstraction level, the manager returns control for the immediately superior 
level, so that a new pilot plan is found and refined. The intra-planning manager is 
responsible for controlling execution of searches for sub-objectives in a same 
abstraction level. When a solution is found, the manager attributes the final state of 
the sub-plan for the initial state of the following sub-objective, and executes the intra-
planning procedure, so that the next sub-plan is found. Sub-plans found in the same 
abstraction level are concatenated to compose the pilot plan of the respective level. If 
faults happen during the search by sub-plans, the manager controls backtracking 
among the sub-problems. In the search for objectives or intra-planning (depth-first 
search), the planner can detect a fault, when it is not possible to reach the goal state, 
or find a solution (sequence of operators that takes from the initial state to the goal 
state). In case of fault, the treatment will depend on the execution point in which the 
planner was, and in the case of success, the plan will be probabilistically evaluated by 
forward assessment. If the probability of the plan achieving the goal is less than a 
user-supplied probability δ, planning continues. The evaluation of the success 
probability defines a lower bound for the complete plan, and avoids that search 
continues in case the defined probability has already been reached. 
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6   Empirical Results 

The Blocks World Problem [15] (Figure 4) was used to evaluate HIPU. We included 
two additional actions in the original problem: Paint Block (probabilistic operator) 
and Charge Paint. The Appendix shows the modified version of this domain, adapted 
to probabilistic operators. 

A B

C

A

C

B

Initial State Goal State  

Fig. 4. Blocks World Problem 

Experiments were executed with HIPU and with a Depth Planner. The latter is a 
non-hierarchical probabilistic planner that performs a depth first search to find the 
solution. The search is similar to the one performed by HIPU and the success 
probability is also computed  by  forward assessment. The difference is that HIPU 
automatically creates an abstraction hierarchy and uses it to conduct the search, whilst 
the Depth Planner searches in a single level. In both planners all plans are searched 
and evaluated, and the highest success probability plan chosen as solution. 

The abstraction hierarchy created by HIPU to the Block’s World Problem contains 
two levels. Literals and respective abstraction spaces are in Table 1. The problem in 
HIPU was indirectly divided in two stages, first to paint blocks (level 1) and then to 
stack the painted blocks as described in the goal state (level 0). 

Table 1. Abstraction Spaces in the Blocks World 

Level Literals Abstraction Spaces 
Level 1 Paint, color(x) 

Operator Paint Block(x) 
Preconditions: ~color(x),paint  
Effects: 0,80:color(x),paint  

0,20:color(x),~paint 

Operator Charge Paint 
Preconditions: ~color(x), ~paint  
Effects: paint 

Level 0 on(x,y), onTable(x), clear(x), clear(y) Complete Domain (Appendix A) 

The performance of the planners was evaluated as the number of nodes generated 
in the complete search tree. As HIPU divides the search in subproblems (subgoals), it 
created several tree searches. The number of nodes for each subproblem is showed in 
Table 2. The total number of nodes in HIPU is the sum of nodes generated at each 
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abstraction level. The Depth planner creates a single search tree, however the number 
of nodes was nearly ten times larger. Concerning the plan solution, the number of 
operators and success probability were the same for both planners,. 

Table 2. Experimental Results 

 Nodes number in the 
complete tree. 

Success 
Probability 

Plan solution 

Level 1…………: 52 0,512 PaintBlock(A), PaintBlock(B), 
PaintBlock(C) 

Level 0 subgoal 1: 938.403 
Level 0 subgoal 2: 2.027 
Level 0 subgoal 3: 154 
Level 0 goal…….: 24 

0,512 UnstackBlock(C,A), 
PaintBlock(A), PaintBlock(B), 
PaintBlock(C), Putton(B,C), 
Putton(A,B). 

HIPU 

Total nodes in HIPU: 940.661   
Depth 
Planner 
(single 
level) 

 
9.441.837 nodes 

0,512 PaintBlock(B), 
UnstackBlock(C,A), 
PaintBlock(A), PaintBlock(C), 
Putton(B,C), Putton(A,B). 

7   Conclusions and Future Work  

This paper presented HIPU, a framework for hierarchical planning under 
uncertainties. In HIPU, the classical planning representation was extended to handle 
uncertainty in the initial world state (via probability distributions over domain states) 
and in the effects of operators (via probability distributions over subsets of effects). 
The abstraction hierarchy is automatically generated through an adaptation of the 
Alpine algorithm to handle uncertainties. Results demonstrate that the hierarchical 
planner can reduce the plan search in probabilistic planning. A proposal for future 
work is to test and use different search strategies and heuristics to increase the 
planner's efficiency. The forward assessment strategy, although simple, can be 
inefficient. For example, there are domains in which the number of states with non-
zero probability grows exponentially with the length of the plan. Assessing the 
probability of all possible plans and executions can thus be expensive. This motivates 
an investigation of alternative assessment algorithms. Some planners use Belief 
Networks [1] to calculate the probability of success of a plan. Another approaches 
evaluate the utility of a plan, and not its probability of success [8]. Comparing 
performance of HIPU with other planners is also a topic for further research. 
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Appendix 

Modified Blocks World Domain  

Operator Putton Block (x, y) 
Preconditions: clear(x),clear(y),onTable(x)     Effects: on(x, y),~clear(y),~onTable (x) 

Operator Unstack Block (x, y) 
Preconditions: on(x, y),clear(x)     Effects: ~on(x, y),clear(y),onTable (x) 

Operator Paint Block(x) 
Preconditions: clear(x),onTable(x),~color(x),paint  
Effects:0,80:color(x),paint  0,20:color(x),~paint 

Operator Charge Paint 
Preconditions: ~color(x), ~paint    Effects: paint 
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Abstract. A critical challenge of the postgenomic era is to understand how 
genes are differentially regulated even when they belong to a given network.  
Because the fundamental mechanism controlling gene expression operates at 
the level of transcription initiation, computational techniques have been devel-
oped that identify cis-regulatory features and map such features into differential 
expression patterns. The fact that such co-regulated genes may be differentially 
regulated suggests that subtle differences in the shared cis-acting regulatory 
elements are likely significant. Thus, we carry out an exhaustive description of 
cis-acting regulatory features including the orientation, location and number of 
binding sites for a regulatory protein, the presence of binding site submotifs, the 
class and number of RNA polymerase sites, as well as gene expression data, 
which is treated as one feature among many. These features, derived from dif-
ferent domain sources, are analyzed concurrently, and dynamic relations are re-
cognized to generate profiles, which are groups of promoters sharing common 
features. We apply this method to probe the regulatory networks governed by 
the PhoP/PhoQ two-component system in the enteric bacteria Escherichia coli 
and Salmonella enterica. Our analysis uncovered novel members of the PhoP 
regulon as and the resulting profiles group genes that share underlying biologi-
cal that characterize the system kinetics. The predictions were experimentally 
validated to establish that the PhoP protein uses multiple mechanisms to control 
gene transcription and is a central element in a highly connected network.   

1   Introduction  

One of the biggest challenges in genomics is the elucidation of the design principles 
controlling gene networks.  However, knowing the connectivity of a given network is 
not sufficient to define the expression dynamics of a group of genes; one also needs to 
specify the strength of the connections in a network, which are determined by the cis-
promoter features participating in the regulation (Fig. 1a-b). 

This work describes a machine learning method [1, 2] that integrates heterogene-
ous domains of knowledge to identify, differentiate and group genes by their expres-
sion patterns within a regulatory network. We encapsulate each source of information 
into model-based features, including fix-length DNA sequence motifs from transcrip-
tion factor binding sites encoded as position weight matrices; variable-length motifs 
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from RNA polymerase encoded as neural network edges; locations of these regulatory 
elements in the chromosome as data distributions encoded into fuzzy sets; and gene 
expression patterns from multiple experiments encoded as temporal vectors.  Fur-
thermore, we account for the variability of the data by treating these features as fuzzy 
(i.e., not precisely defined) instead of categorical entities [3-5]. 

We use conceptual clustering techniques [1] to integrate the regulatory features by 
combining features and promoters1 into dynamic profiles, which are sets of promoters 
sharing a common set of features. The features are treated with equal weight, because 
it is not known beforehand which features are important for a profile to explain a dif-
ferential gene behavior. The formulation of this clustering problem would result in the 
generation of many profiles with small extent, as it is easier to explain or profile-
match smaller data subsets than those that constitute a significant portion of the data-
set. For this reason, our approach also considers additional criteria to extract broader 
profiles based on their size, the number of retrieved profiles, and their diversity and 
extent of overlap [3, 5]. These are conflicting criteria that are formulated as a multi-
objective and multimodal optimization problem [6]. 

We applied our method to characterize a network controlled by the PhoP/PhoQ 
regulatory system of Escherichia coli and Salmonella enterica serovar Typhimurium. 
We could identify key features that enable the PhoP protein to produce distinct kinetic 
patterns in target genes and uncover novel members of the PhoP regulatory network 
[7].  Our approach provides resources for the annotation of genome regulatory regions 
and their compilation in predictive databases. 

2   Methods 

Regulatory networks constitute a typical case of structural data, where genes can be 
viewed as objects described by several features including expression patterns and par-
ticular cis-acting promoter elements.  Promoters are inherently complex combinations 
of objects that, in turn, are described by a number of features.  For example, binding 
sites for one or more transcriptional regulators are characterized by their match to the 
binding motif of the regulators, and their locations relative to each other and to that of 
the RNA polymerase binding site(s).  

The purpose of our proposed method is to identify interesting substructures, here 
termed profiles (i.e., groups of promoters sharing a common set of features), within a 
regulatory network, thus to suggest possible mechanisms by which the respective 
genes are controlled, which can further be used to classify additional (e.g., newly 
identified) promoters. Our method represents, learns and infers from structural data by 
following three main phases: (1) Database representation by modeling the features of 
promoters[8] ; (2) Fusing distinct domain knowledge by dynamic learning profiles; 
and (3) Using the profiles to  predict new members [3].  

                                                           
1 One gene can be regulated by the same transcription factor using more than one binding site.  

We consider each one of them and their corresponding relations with other regulatory ele-
ments as a promoter. 
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2.1   Dataset: Genes from Escherichia Coli and Salmonella Enterica Genomes 

We built models based on microarray expression differed statistically between wild-
type and phoP E. coli strains experiencing inducing conditions for the PhoP/PhoQ re-
gulatory system and additional S. enterica promoters known to be regulated by the 
PhoP protein.  This set of promoters constitutes the 70/30% training and test partitions 
(see [8] for a complete list of promoters as well as the codification for multiples pro-
moters for a single gene). Expression values for Salmonella were inherited from its 
known orthologous genes in E. coli.  Additional data for RNA polymerase and oper-
ons were obtained from RegulonDB database.  

Representing Different Domain Knowledge: Modeling Promoter Features.  We 
focused on four types of features [9] for describing our training set of promoters:  

DNA Binding Site Motifs: (a) Fix-length Hierarchical Motifs: we modeled the PhoP 
box motifs by using position weight matrices2 [10] (Fig. 1c) (see Consensus matrices 
in gps-tools.wustl.edu). Then, we used these preliminary models to describe promot-
ers by using low thresholds corresponding to two standard deviations below the mean 
score obtained with the initial model [11]. We grouped the retrieved observations into 
subsets by using the possibilistic implementation of fuzzy C-means (PCM) [3] and re-
built matrix models for each one (E-value < 10E-22), thus obtaining several more re-
fined models, and increasing the sensitivity to departures from the consensus. These 
multiple matrices constitute the prototypes of the feature: 

∏
=

=
K

k
kKi xMxxM

1
1 )(),..,(  (1) 

where )( kxM  is the marginal probability of each nucleotide kx  in the k’th position on 

motifs of length K, and i indexes a family of prototypes iM [12].  The degree of mat-

ching between an observation and a feature is measured by its similarity with the pro-
totype by using the informational content scores normalized as fuzzy values in the 
unit interval.  The prototypes can be combined and arranged as a multiclassifier (see 
Bagging consensus in gps-tools.wustl.edu). 

(b) Variable-length Motifs: we gathered sigma 70 promoters [13] from the RegulonDB 
database and built models of the RNA polymerase site using a neuro-fuzzy method 
(see Promoter search (CPR-MOSS) in gps-tools.wustl.edu), and used the resulting 
models to perform genome-wide descriptions of the intergenic regions of the E. coli 
and Salmonella genomes with a false discovery rate <0.001.  The time delay neural 
network constitutes the feature prototype [5] and the scores were also normalized. 

Transcription Factor Binding Site Orientation:  categorical data.  We classified PhoP 
boxes as either in direct or opposite orientation relative to the open reading frame 
(Fig. 1d), and the prototype is a simple Boolean function. 

                                                           

2 A matrix of log-odd score 
)(

)(
log

0 k

k

xP

xP
 where )(0 kxP  is a background distribution. 
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RNA Polymerase Distances:  data distributions modeled as fuzzy sets.  We built his-
tograms with the distance between RNA polymerase and transcription factor from in-
formation available in RegulonDB database [13].  We encoded these distributions by 
using fuzzy set representations [5] into close, medium, and remote sets (Fig. 1e). 
These fuzzy sets constitute the prototypes of the feature, and can be viewed as ap-
proximation of data distributions: 
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where x is any distance between the transcription start site of an RNA polymerase bind-
ing site and the center of a transcription factor binding site, and i indexes a family of 
distances mediumclose DD ,  and remoteD .  Initial partitions are learned from the projection 

of the histograms onto the variable domains by simple regression and minimum squared 
methods [14].  The degree of matching between an observation and a prototype is calcu-
lated by specializing a value in a triangular fuzzy membership functions [15]. 

Microarray Expression Data:  collection of fuzzy sets encoded as a fuzzy centroid. 
We clustered PhoP-regulated gene expression levels (Fig. 1f) by using PCM and built 
models for each cluster by calculating its centroid.  These models represent the proto-
types, where the values of the expression feature for each promoter in E. coli is calcu-

lated by its similarity to the centroids iV as a vector of fuzzy sets: 
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where },...,{ 1 kxxx =  corresponds to the expression of a gene in k microarray ex-

periments; iw is the “bandwidth” of the fuzzy set iE ; m is the degree of fuzzification 

which is initialized as 2; the type of norm, determinated by A, is Pearson correlation 
coefficient; and i indexes a family of prototypes iE . 

Composite Features. We combine several features with dependencies between each 
other into more informative models by using AND-connected fuzzy predicates: 

jij

i

iji FFFANDFFFC ∩==),(  (4) 

where iF  and jF  are previously defined features.  Fuzzy logic-based operations, such 

as T-norm/T-conorm, include operators like MINIMUM, PRODUCT, or MAXIMUM, 
which are used as basic logic operators, such as AND or OR, or their set equivalents 
INTERSECTION or UNION [3, 15]. In this work we used the MINIMUN and 
MAXIMUM as T-norm and T-conorm, respectively.  For example, the RNA poly-
merase motif, learned by using a neural network method, it sigma class, identified by  
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using an intelligent parser that differentiates class I from class II promoters, and the 

distance distributions ( remotemediumclose DDD ,, ) between RNA polymerase and transcrip-

tion factor binding sites, learned by using fuzzy set representations [5], are normalized 
and combined into a single fuzzy vector (e.g., lkji TANDDANDRxP =)( ). 

2.2   Fusing Distinct Domain Knowledge: Dynamic Learning Profiles 

Initializing Profiles. Our method independently clusters each type of feature to build 
initial level-1 profiles (Fig. 1g) based on the PCM clustering method and a validity 
index  [3] to estimate the number of clusters, as an unsupervised discretization of the 
features [5, 16]. For example, we obtained five level-1 profiles for the “submotifs” 

feature ),...,( 1
4

1
0 MM (The superscript denotes the level, 1 in this case. The subscript 

denotes the specific profile, with subscript 0 corresponding to profiles containing 
promoters that do not have the corresponding type of feature). 

Grouping Profiles. We group profiles by navigating in a lattice corresponding to the 
feature searching space [1, 2] and systematically creating compound higher level pro-
files (i.e., offspring profiles) based on combining parental profiles, by taking the fuz-

zy intersection (Fig. 1h). For example: level-1: ( 1
1E , 1

2M  and 1
3P ) 6 level-2: 

( 2
2

2
1 ME , 2

3
2
2 pM  and 2

3
2

1 PE ) 6 level-3: ( 3
3

3
2

3
1 PME ), where level-3-profiles are 

obtained from intersection of the promoter members of level-2- profiles (e.g., 
2
2

2
1 ME , 2

3
2
2 PM and 2

3
2

1 PE ) and not between those belonging to the initial profiles 

( 1
1E , 1

2M and 1
3P ). This is because our approach dynamically re-discretizes the 

original features at each level and allows re-assignations of observations between sib-
ling profiles.  In this hierarchical process, each level of the lattice increases the num-
ber of features shared by a profile. After searching through the whole lattice space, 
the most specific profiles (i.e., the most specific hypothesis [17]) are found.  As a re-
sult of this strategy, one promoter observation can contribute to more than one profile 
in the same or a different level of the lattice, with different degrees of membership.  
This differentiates our approach from a hierarchical clustering process where, once an 
observation is placed in a cluster, it can only be re-assigned into offspring clusters.  In 
contrast, our approach is similar to optimization clustering methods [18] in that it al-
lows transfers among sibling clusters in the same level.  

Prototyping Profiles. We learn profiles by using the PCM clustering method [3, 4], 
where promoters can belong to more than one cluster with different degrees of mem-
bership, and are not forced to belong to any particular cluster.  This consists of indi-
vidually evaluating the membership of the promoters to each feature, at each level in 
the lattice, and combining the results (equation (4)). 

Selecting Profiles. Profile search and evaluation is carried out as a multi-objective op-
timization problem [5, 6], between the extent of the profile and the quality of matching 
among its members and the corresponding features.  The extent of a profile is calcu-
lated by using the hypergeometric distribution that gives the chance probability (i.e., 
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probability of intersection (PI)) of observing at least p candidates from a set iV of size 

h within another set jV of size n, in a universe of g candidates: 
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where iV is an alpha-cut of the offspring profile and jV is an alpha-cut of the union of 

its parents. The PI  [19] is a more informative measure than the number of promoters 
belonging to the profile, such as the Jaccard coefficient, in being an adaptive measure 
that is sensitive to small sets of examples, while retaining specificity with large data-
sets. 

The quality of matching between promoters and features of a profile (i.e., similar-
ity of intersection (SI)) is calculated using the following equation: 
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where αn  is the number of elements in an arbitrary alpha-cut αU . 
The tradeoff between the opposing objectives (i.e., PI and SI) is estimated by se-

lecting a set of solutions that are non-dominated, in the sense that there is no other so-
lution that is superior to them in all objectives (i.e., Pareto optimal frontier) [5, 6]. 
The dominance relationship in a minimization problem is defined by: 

)()()()( bOajObOaOiiifba jjii <∃≤∀≺  (7) 

where the iO and jO are either PI or SI.  The method applies the non-dominance re-

lationship only to profiles in the local neighborhood or niche [6] by using the hy-
pergeometric metric (equation (5)) between profiles and selecting an arbitrary 
threshold; in this way combining both multi-objective and multimodal optimization 
concepts [6]. 

2.3   Using the Profiles to Predict New Members 

The method uses a fuzzy k-nearest prototype classifier (FKN) to predict new profile 
members using an unsupervised classification method [3] applied to regulatory re-
gions of genomes described by regulatory features.  First, we determine the lower-
boundary similarity threshold for each non-dominated profile.  This threshold is  
calculated based on the ability of each profile to retrieve its own promoters and to dis-
card promoters from other profiles [20].  Second, we calculate the membership of a 
query observation qx to a set of k profiles previously identified and apply a fuzzy OR 

logic operation:  

},..,1{,),...,,( 1 kiiVVxFKN kq ∈=  (8) 
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where },...,{ ,,1, qkqORqi OP μμμ = , μ is calculated based on (equation (4)) in which 

iw (equation (3)) is initialized as: 

21

21 )()'/()(

rr

VSItfrVPIr
w ii

i +
+

=  (9) 

with 't  being the number of distinct features observed in qx  and iV , and f is the 

number of features in common between qx and iV , which are combined to obtain a 

measure of belief or rule weight [2]; 1r and 2r are user-dependent parameters, initial-

ized as 1 if no preference exists between both objectives; and OROP is the Maximum 

fuzzy operator [3, 4]. 

Possibilistic Fuzzy C-means Clustering Method [3, 4]: (i) Initialize },..,{ 10 cVVL = ; 

(ii) while (s<S and ε>− −1ss LL ), where S is the maximum number of iterations; 

(iii) calculate the membership of sU  in 1−sL as in (equation (3)); (iv) update 1−sL  to 

sL with sU  and ∑∑ ==
=

n

k ik

n

k kiki xV
11

/ μμ ; (v) iterate. 

3   Results 

We investigated the utility of our approach by exploring the regulatory targets of the 
PhoP protein in E. coli and S. enterica, which is at the top of a highly connected net-
work that controls transcription of dozens of genes mediating virulence and the adap-
tation to low Mg2+ environments [7].  We demonstrated that our method makes pre-
dictions at three levels [8]: (i) it makes an appropriate use of the regulatory features to 
perform genome-wide predictions; (ii) it detects new candidate promoters for a regu-
latory protein; and (iii) it indicates possible mechanisms by which genes previously 
known to be controlled by a regulator are expressed. 

Performance of the Features. We illustrated the performance of the encoded fea-
tures by analyzing three of them..  We evaluated the ability of the resulting models to 
describe PhoP-regulated promoters, we extended the dataset by including 772 pro-
moters (RegulonDB V3.1 database [13]) that are regulated by transcription factors 
other than PhoP (see Search known transcription factor motifs in gps-tools.wustl.edu), 
by selecting the promoter region corresponding to the respective transcription factor 
binding site.  We considered the compiled list of PhoP regulated genes as true positive 
examples and the binding sites of other transcriptional regulators as true negative ex-
amples to evaluate the performance of the submotif feature.  Each matrix threshold 
has been optimized for classification purposes by using the overall performance 
measurement [20] based on the extended dataset.  We found that the PhoP-binding 
site model increases its sensitivity from 66% to 90% when submotifs are used instead 
of a single consensus, while its specificity went from 98% to 97%. This allowed the 
recovery of promoters, such as that corresponding to the E. coli hdeD gene or the 
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Salmonella pmrD, that had not been detected by the single consensus position weight 
matrix model [10] despite being footprinted by the PhoP protein [7, 8].  

The RNA polymerase site feature was evaluated using 721 RNA polymerase sites 
from RegulonDB as positive examples and 7210 random sequences as negative ex-
amples. We obtained an 82% sensitivity and 95% specificity for detecting RNA  
polymerase sites. These values provides an overall performance measurement [20] of 
92% corresponding to a false discovery rate <0.001. In addition, we selected 34 ex-
amples of RNA polymerase sites reported to be of class II, which all differ from the 
typical class I promoter by exhibiting a degenerate -35 sequence motif [21], and ob-
tained 74% sensitivity and 95% specificity.   

Regarding the expression feature, results suggest that the sensitivity of the “expres-
sion” feature can be increased from 45% to the 76% by using the model-based ap-
proach in a complementary fashion to the original statistical approach, by just admit-
ting a limited decrease in specificity.  This approach allowed us to recover additional 
genes (e.g., the hemL and the proP promoters of E. coli) that have expression levels 
too weak to be initially detected using strict statistical filters (35). (see gps-
tools.wustl.edu for predicted features in E. coli and Salmonella). 

Performance of the Profiles. We recovered several profiles, some of which were ex-
perimentally validated [8]. In addition, here we measured the promoter activity and 
growth kinetics for GFP reporter strains with high-temporal resolution to evaluate the 
behavior of the profiles. For example, one of the profiles corresponds to the canonical 
PhoP-regulated promoters (PI=1.57E-4, SI=0.002), and encompasses promoters (e.g., 
those of the phoP, mgtA, rstA, slyB, yobG and yrbL genes) that share the class II RNA 
polymerase sites situated close to the PhoP boxes, high expression patterns, and typi-
cally PhoP box submotif. This profile includes not only the prototypical phoP and 
mgtA promoters [22], but also other promoters, which was not known to be under 
PhoP control. The promoters sharing this profile produced the earlier rise times and 
the higher levels of transcription (Fig. 1i).  Particularly, phoP itself, perhaps affected 
by its autoregulation, generates the top levels of expression during time.  Another pro-
file (PI=3.53E-4, SI=0.032) includes promoters (e.g., those of the mgtC, mig-14, pagC, 
pagK, and virK genes of Salmonella) that share a PhoP boxes in the opposite orienta-
tion of the canonical PhoP-regulated promoters, as well as class I RNA polymerase 
sites situated at medium distances from the PhoP boxes, all of the features dynami-
cally adapted for the current set of genes. This profile, exhibit the latest genes with the 
lowest levels of expression (Fig. 1i). Finally, another profile (PI=0.033, SI=0.044), 
which is slightly different from the former includes promoters (e.g., those of the ompT 
gene of E. coli and the pipD, ugtL and ybjX genes of Salmonella) that although exhibit 
a PhoP binding site in the opposite orientation, preserves the RNA polymerase of the 
canonical PhoP regulated promoters and present an intermediate kinetic behavior.  
The detailed analysis of the gene behavior would not be possible to be obtained by 
just inspecting each features independently, or by considering simple consensus of 
these features.  

Predictions. To evaluate the ability of the method to retrieve PhoP-regulated promot-
ers, we extended the test set by including 487 promoters from the RegulonDB data-
base [13] that are regulated by transcription factors other than PhoP, by selecting the 
promoter region corresponding to the respective transcription factor binding site ±10 
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bp, its corresponding RNA polymerase site ±10 bp and expression levels from our 
own experiments.  The method had a false positive rate of 5.3% and a 93.92% of 
overall performance measurement [20] as a particular correlation coefficient imple-
mentation, with a 94 and 92% specificity = TN/(TN + FP) and sensitivity = TP/(TP + 
FN) respectively, where P is positive examples, N is negative examples, T is true and 
F is false. 
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Fig. 1. Different cis-features participating in the regulation scheme. a-b)Two PhoP proteins had 
binded to a DNA strain and recruited RNA polymerase.  Class I activators bind to upstream lo-
cations.  By contrast Class II activators bind to sites that overlap the target promoter -35 region.  
A PhoP box might be located in the same strain as the polymerase (a) or in the opposite direc-
tion (b).  c) PhoP binding box modeled as position weight matrices shown as logos: The charac-
ters representing the sequence are stacked on top of each other for each position in the aligned 
sequences. The height of each letter is made proportional to its frequency, and the letters are 
sorted so the most common one is on top.  We used these matrices to prototype DNA se-
quences, where its elements are the weights used to score a test sequence to measure how close 
that sequence word matches the pattern described by the matrix.  d) Orientation: The PhoP box 
can be located either in the direct or opposite direction, thus it is modeled as a categorical set.  
e) Distance between PhoP box and transcription start site (+1): The distance is usually between 
20 and 100 bases.  This graph represents the distance histogram and the distribution approxi-
mated by triangular functions.  f) Microarray expression data: The gene expression difference 
between wild-type and phoP E. coli strains experiencing PhoP/PhoQ inducing condition were 
modeled as a vector of fuzzy sets.  g) Database representation: The regulatory features model 
heterogeneous domains corresponding to different cis- and expression descriptions of the PhoP 
regulated promoters by using fuzzy membership values.  Here we exemplify data from DNA 
sequences where the cells represent the degree of matching between a promoter value and the 
model of a feature (red: high; green: low).  This framework facilitates the application of ma-
chine learning methods to extract profiles, which are sets of promoters sharing a common set of 
features.  h) Part of the complete lattice: The method navigates through the feature-space lattice 
generating and evaluating profiles.  Level-1 profiles of each feature are combined to identify 
level-2 profiles, and similarly, level-2 profiles are combined to create level-3 profiles; the ob-
servations can migrate from parental to offspring clusters (i.e., hierarchical clustering), and 
among sibling clusters (i.e., optimization clustering).  i) Transcriptional activity of wild-type 
Salmonella harboring plasmids with a transcriptional fusion between a promoterless gfp gene 
and the Salmonella promoters including phoP (blue), yobG (green), slyB (red), pagC (cyan), 
pagK (magenta) and ugtL (yellow). The activity of each promoter is proportional to the number 
of GFP molecules produced per unit time per cell [dGi(t)/dt]/ODi(t)], where Gi(t) is GFP fluo-
rescence from wild-type Salmonella strain 14028s culture and conditions described in Methods, 
and ODi(t) is the optical density.  The activity signal was smoothed by a polynomial fit (sixth 
order). The genes are evaluated by their rise time and levels of transcriptions. 

4   Discussion 

We showed that our method can make precise mechanistic predictions even with in-
complete input dataset and high levels of uncertainty; making use of several charac-
teristics that contribute to its power: (i) it considers gene expression as one feature 
among many (unsupervised approach), thereby allowing classification of promoters 
even in its absence; (ii) it performs a local feature selection for each profile because 
not every feature is relevant for all profiles [16], and, a priori, it is not know which 
feature is biologically meaningful for a given promoter; (iii) it finds all optimal solu-
tions among multiple criteria (Pareto optimality) [6], which avoids the biases that 
might result from using any specific weighing scheme; (iv) it has a multimodal nature 
that allows alternative descriptions of a system by providing several adequate solu-
tions [5]; (v) it allows promoters to be members of more than one profile by using 
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fuzzy clustering thus explicitly treating the profiles as hypotheses, which are tested 
and refined during the analysis; and (vi) it is particularly useful for knowledge dis-
covery in environments with reduced datasets and high levels of uncertainty. The pre-
dictions made by our method were experimentally validated [8] to establish that the 
PhoP protein uses multiple mechanisms to control gene transcription, and is a central 
element in a highly connected network. These profiles can be used to effectively ex-
plain the different kinetic behavior of co-regulated genes. 
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Abstract. Aimed at multimodal optimization, the paper proposes an improved 
discrete immune network model (IDIN). In order to mention dynamic 
population and appropriate diversity, we introduce a bi-shape-space coding 
mechanism into a discrete immune network. To evaluate the efficiency of IDIN, 
we implemented three benchmark functions with various dimensions, and 
compared our results with other algorithms based on immune algorithm or the 
developed version of Genetic Algorithms. We have obtained similar or better 
results than those of others.  

Keywords: Bi-shape-space coding; Discrete immune network; Benchmark 
functions. 

1   Introduction 

Multimodal optimization problems often have a global optimum and many local 
optima and are difficult to be solved by traditional search methods. Due to the 
inherent distinguished characteristics, Artificial Immune System (AIS), a developing 
biologically inspired intelligent method, has already attracted considerable attention 
from different areas [1-3]. Artificial Immune Optimization (AIO) methods provide us 
with superior performances when dealing with multi-modal, combinational and time 
dependent optimization problems. According to the underlying principles of the 
existing AIO methods, they can be classified into three main categories: GA-aided, 
clonal selection principle-based and immune networks-based approaches. Two classes 
of models: continuous network models and discrete network models and both have 
been successfully applied to complex problems such as autonomous navigation, 
optimization, and automatic control. Among those models, aiNet[4]  employs a real-
value vector in the Euclidean shape space for data analysis, and the adaptation of 
aiNet[5] is used to solve multimodal function optimization problems.  

A great number of researches have focused on finding efficient methods for 
presentation of cells or population in immune network and they are all based on 
Euclidean distance measure in real-value shape-space. With regard to the shape-space 
of discrete immune network, just like de Castro said in his literature[5], those 
algorithms are not necessarily restricted to this shape-space and others could be used. 
Moreover, Empirical test of this paper over diversity maintenance shows that 
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information-entropy-based bit-string coding in binary shape-space performs superior 
in measuring the distance between individuals. Based on Euclidean distance in real-
value shape-space and information entropy coding in binary shape-space, we 
developed an improved discrete immune network model for multimodal function 
optimization. To improve performance, above processes are performed in parallel as 
much as possible. 

2   IDIN 

2.1   Bi-shape-space Encoding 

According to biological immune theory, the B-cell is an integral part of the immune 
system, which will clone and mutate to produce a diverse set of antibodies via a 
process of recognition and stimulation. And Binding between antigens and antibodies 
is governed by how well the paratopes on the antibody matches the epitope of the 
antigen [6]. Bi-shape-space coding based Discrete Immune Network (IDIN) achieves 
the goal of seeking complex feasible solutions while maintaining diversity with the 
same concept of antibodies and B-cells which assumes defending responsibility 
within the immune network. Meanwhile, affinity and fitness are utilized in a way that 
the former corresponds to degrees of interaction between antibodies and between B-
cells respectively, and the latter to the value of any defending individual when 
evaluated for a given multimodal function. Fig. 1 illustrates the bi-shape-space 
scheme for antibodies and B-cells defined in the IDIN.  

Following operations are carried out. Firstly, real-value coding is implemented for 
initial antibodies in real-value shape-space. The model then uses (an adaptive version) 
fuzzy c-mean algorithm to cluster initial antibodies and yields a number of cluster 
centroids, namely B-cells. Bit-string coding of antibodies are work out based on 
which interaction level between antibodies inside each cluster are calculated in binary 
shape-space. The same process is then performed for all B-cells, but with real value 
coding in real-value shape-space. After mutation, clone and recombination over 
antibodies and B-cells respectively, selection is used to yield a new generation. The 
antibodies and B-cells corresponding to the objective functions and associated 
solution candidates in a computational model are expressed as Eq.1. Assume that one 
has a current generation Gt in iteration t. Then next generation Gt+1 is transformed 
from Gt as follows: 
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Fig. 1. Encoding in bi-shape-space for antibodies and B-cell 

various sets with different coding individuals; N is the number of individuals within 
tth generation, Nc and NCj (including Nc′ and 

jNc′ ) represent the number of clusters 

and the size of jth  cluster, respectively. In addition to, I(.), F(.), S(.) and T(.) are 
operator functions performing transformation on individuals. I(.) initializes antibodies 
for Gt, F(.) yields the B-cells with FCM cluster analysis, S(.) implements selection 
between each clusters, B-cells and the ones from memory pool and T(.) transforms the 
N individuals resulted from S(.) into real-value coding. With regard to the bi-shape-
space used in our model, we employ Ab*and Bc* to act as antibodies and B-cells of Gt 
where superscript ∗  including r and b  represent coding in real-value shape-space 
and in binary shape-space respectively. In detail, the individuals can be encoded as 
Fig. 2.  
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Fig. 2. All encodings within a certain iteration of evolution where Nv  is the dimension of 
multimodal function 

2.2   Implementing IDIN 

IDIN evolves a dynamic population within each generation. In the beginning, only 
antibodies exist in real-value shape-space as defending individuals against antigens. 
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Then additional individuals join into this network after clustering initial antibodies. 
Both antibodies and B-cells are considered as solution candidates for the function to 
be optimized. Depression and encouragement is implemented between antibodies 
within every group and between all B-cells. The former is in binary shape-space, and 
the latter in real-value shape-space. Evaluation against the objective function and 
interactions such as mutation, clone and recombination results in a temporary 
population with size of N+Nc. And then, selection over this population creates not 
only a group elitists which represent the appropriate candidate solutions to the 
objective function, but also a new generation with N individuals encoded again in 
real-value shape-space, arising into the next evolutions or the end. The network uses 
bi-shape-space to take advantages of both above measures and enhance the capability 
of multimodal optimization.   

The Algorithm: 

Step 1. Randomly initializing population of antibodies in the defined scope of 
multimodal function; 

Step 2. While (stopping criteria is not met) do  
step 2.1. Clustering antibody–antigen recognition to generate B-cells 

with maximum number of clustering Ncmax ; 
step 2.2. Calculating antibody–antigen recognition in real-value shape-

space; 
step 2.3. Calculating Affinities of antibodies within each B-cell cluster 

and of whole B-cells respectively;  
step 2.4. Defining stimulation level of each individual including 

antibodies and B-cells; 
step 2.5. Implementing clone, mutation and recombination of 

individuals under the environment of step2.3; 
step 2.6. Randomly selecting N individuals into the next population and 

members of the memory pool; 
Step 3. Determine highest affinity network cells and generated network cells. 

In step 2.1, we use the fuzzy clustering validity function to measure the valid 
number of the clusters for B-cells grouping. The process above is undertaken to 
perform B-cells grouping.  

In step 2.2, we employ r
jR , which is relevant to the function value under jth B-cells 

encoded in real-value shape-space, to represent the recognition of jth B-cell against 
antigens and also of antibodies belonging to this B-cell against antigens( r

jiR ).The 

function value is calculated by: 

min

max min

( )r
jr r

j ji

f Bc f
R R

f f

−
= =

−
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Where f(Bcj
r) is the function value when with Bcj

r={yr
j1, yr

j2,…yr
jNv}as variables; 

fminand fmax  represent the minimum and maximum function values of all variables 
respectively. 

In step2.3 for antibodies, because of the remarkable efficiency of information 
entropy method in diversity maintenance, we attempt to exploit which latency-
capacity in our model is. Here, unlike other conventional usage of information 
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entropy in artificial immune system which is a usual measure to deal with 
concentrations, our paper utilizes information entropy to express the differences 
between any two antibodies surrounding the same B-cell. Note that from the type of 
coding for antibodies repertoire 

1 2{ , ,..., }b b b b
jp jp jp jpNvAb x x x= , we assumes that all 

individuals in our system are in an L-dimensional shape-space(SL), in which the 
antibodies are represented by attribute strings defined over a alphabet of length 2. The 
function ( )lH N  is a measure of the information entropy of locus l in antibody 

repertoire. Then mean of the informative entropy between two antibodies p and q in 
the repertoires is displayed as: 

1 L

pq pq
l

H H
L

= ∑ , (3) 

Here we let matrix DI to be the distance matrix among all antibodies within jth group, 
where I denotes information entropy. Affinity 

jpAA of each antibody is performed 

according the following expression: 
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Where 
jpda  denotes the distance between pth antibody and others in jth group, and it 

is calculated as the average over the results of information entropy distance. 
For B-cells in our paper, Euclidean distance in real-value shape-space is used to 

measure affinities within whole B-cell population. The result for B-cell affinities is 
denoted as { | 1,2,..., }jDB db j Nc= = . 

In step 2.4, IDIN is composed of antibodies and B-cells as individuals of network. 
Antigens are presented as patterns of antibody–antigen recognition. The concept of 
stimulation is used to express the binding effects on a certain antibody from antigens 
and other antibodies. 

jpsa denotes stimulation on pth antibody in jth cluster within the 

system. 
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where ( )fs ⋅ , usually used as the threshold activation function in Networks, can limit 

the result in the scope of [0,1] by which the fitness of this antibody is inversely 
proportional to distance in the equation; 1 2 3, andk k k are arbitrary constants. The first 

term represents the stimulation of pth antibody-antigen recognition in jth cluster. The 
second and the last term represent the encouragement and depression between this 
antibody with others corresponding to its idiotope is recognized by the paratope of  
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others. 
2k and 

3k  represents a possible inequality between encouragement and 

depression. The concept stimulation denoted as 
jsb is employed to express the 

synthesized effects on a certain B-cell from antigens and other B-cells. 

( ) ( )

4 5 6( ( )) (1 )

1
( )

1 exp ( )

r
j j j j

r
j r

j

sb k fs f Ab k db k db

fs f Ab
f Ab

⎧ = × + × − − ×
⎪
⎨ =⎪ + −⎩

, 
(6) 

where parameters are similar to Eq.10 except the fact that they are relevant to B-cells 
in real-value shape-space.   

Because the calculations of stimulation level of antibodies within each group and 
overall B-cells can be carried out independently from each other, parallel computing 
techniques are used to reduce the cost of this step.  

3   Experimental Results 

The efficiency of IDIN was tested by a set of benchmark functions (with various 
variables), which are listed in Table 1.  

Table 1. Mutimodal functions 

Function name Expression Range 

Rastrigin ( ) ( )( )2

1
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n

n i i
i

Ra x   x - πx
=

= + ∑  
[-5.12,5.12] 

Rosenbrock ( ) ( )( )1 2 22
1

1

100 1
n

n i i i
i

Ro x x x
−

+
=

= − + −∑  [-10,10] 

Zakharov 
4

1

2

2

1

2

1

2 5.05.0 ⎟
⎠

⎞
⎜
⎝

⎛+⎟
⎠

⎞
⎜
⎝

⎛+⎟
⎠

⎞
⎜
⎝

⎛= ∑∑∑
===

n

i
i

n

i
i

n

i
in xxxZa [-5,10] 

Population diversity of IDIN was benchmarked with two other algorithms usually 
considered suitable for multimodal function optimization: Standard Genetic 
Algorithm (SGA), Information-entropy-based Immune Algorithm (IIA) with natural 
binary coding and Euclid-distance-based Immune Algorithm (EIA) with real value 
coding. The reciprocal of affinity is used to measure the diversity of a certain whole 
individuals population, and affinity is measured by information entropy and 
individuals encoded in bit-string. SGA, IIA, EIA and IDIN all start from the same set 
of initial individuals. Fig. 3 shows comparison of the three algorithms on average 
diversity for three functions. Although the diversity tendencies of all functions are 
similar, the three immune network based algorithms provide better diversities than 
SGA. The proposed IDIN achieves same or better performance as IIA and better 
performance than EIA, which implies better searching capability for multimodal 
optimization. 
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Fig. 3. Comparison of three alrorithms on average diversity of three functions: (a) Rastrigin, 
(b)Rosenbrock and (c) Zakharov 

To evaluate IDIN’s computational efficiency, we select four algorithms published 
in literatures. NHGA[8], an improved version of GA, provides a new architecture of 
hybrid algorithms, which organically merges the niche techniques and Nelder-Meads 
simplex method into GAs. Published results in the literature are used as is. The 
second benchmarking algorithm is IIA mentioned in diversity benchmarking section.  

We choose three evaluation criterions used in works of Chelouah [8, 9]: the rate of 
successful minimizations Rs, the average of the objective function evaluation numbers 
Cavg and the mean errors Mean. When at least one of the stopping criterions is met, 
IDIN algorithm stops and outputs the coordinates of a located point, as well as the 
objective function value at this point. If the difference between the global optimum 
and the best solution in the current generation is less than 0.001, we consider that the 
first convergence happens. The average of the objective function evaluation numbers 
Cavg is evaluated in relation to the successful minimizations only, and Mean is the 
average of gaps between the best successful point found and the known global 
optimum. 

Table 2. Optimization results comparison with different algorithms 

NHGA[9] IIA IDIN  
Rs Cavg Mean Rs Cavg Mean Rs Cavg Mean 

Ro2 100 239 0.0007 100 289 0.00045 100 182 0.00023 
Ro5 100 1660 0.002 100 1846 0.0036 100 1264 0.0033 
Ro10 100 6257 0.003 100 8735 0.0031 100 6490 0.0029 
Ro50 100 46704 0.004 100 43562 0.0038 100 32617 0.004 
Za2 100 390 3.00E-06 100 255 3.00E-06 100 196 3.00E-06 
Za5 100 1310 4.00E-04 100 1032 3.50E-04 100 806 3.10E-04 
Za10 100 10734 1.00E-06 100 11368 1.00E-06 100 9876 1.00E-06 
Za50 100 84327 1.00E-05 100 54309 1.00E-05 100 58354 1.00E-05 

Note: for IIA, concentration threshold δc=0.85; 

Table 2 shows the results of two algorithms above and IDIN on 100 minimizations 
IDIN performs better than GA-based algorithm with respect to Rs, Cavg and Mean. 
Among the three IA-based algorithms, IDIN generally achieves better performance 
except for Ro50, where IDIN gets slightly more error but less objective function 
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evaluation numbers than IIA. For Zan there are many same results from three 
algorithms on mean. Focus on Cavg, IDIN performs better than others except for Za50 
with IIA. Overall, we consider IDIN’s results are satisfactory across all the functions. 

4   Conclusion 

In this paper, we propose an improved version of a discrete artificial immune network 
model (IDIN) specially designed to solve multimodal optimization problems. It is 
shown that IDIN can be efficiently applied to the optimization of continuous multi-
minima functions. The results are satisfactory, and for functions having various 
variables, we have obtained similar or better results than the ones provided by other 
methods based on immune algorithm or other versions of Genetic Algorithms. 
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Abstract. The advent of DNA microarray technology has supplied a large vol-
ume of data to many fields like machine learning and data mining. Intelligent 
support is essential for managing and interpreting this great amount of informa-
tion. One of the well-known constraints specifically related to microarray data 
is the large number of genes in comparison with the small number of available 
experiments. In this context, the ability of design methods capable of overcom-
ing current limitations of state-of-the-art algorithms is crucial to the develop-
ment of successful applications. In this paper we demonstrate how a supervised 
fuzzy pattern algorithm can be used to perform DNA microarray data reduction 
over real data. The benefits of our method can be employed to find biologically 
significant insights relating to meaningful genes in order to improve previous 
successful techniques. Experimental results on acute myeloid leukemia diagno-
sis show the effectiveness of the proposed approach. 

1   Introduction 

Microarrays are one of the latest high-throughput technologies in experimental mo-
lecular biology, which allow monitoring of gene expression for tens of thousands of 
genes in parallel and are already producing huge amounts of valuable data. Analysis 
and handling of such data is becoming one of the major bottlenecks in the utilization 
of this technology. 

One of the major uses of DNA microarray experiments is to attempt to infer mean-
ingful relationships among genes. Up to now, the analysis of DNA microarray data 
has been divided into four main interdependent branches: (i) gene identification, gene 
selection or gene reduction, (ii) clustering or class discovery, (iii) classification or 
class prediction and (iv) biological discovery. Nevertheless, there are two other paral-
lel research areas in DNA microarray analysis: (v) graphical modeling, that allows the 
rapid interactive exploration of gene relationships and (vi) low-level analysis focused 
on providing better readouts and solving the expression level summarization problem. 
In addition, the characteristics of the data gathered from DNA microarray experi-
ments determine which machine learning methods will apply, and can drive the exten-
sion of existing algorithms. 
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The systematic classification of types of tumors is crucial to achieve advances in 
cancer treatment and research. Although clustering is a popular way of analyzing 
data, input space reduction is often the key phase in the building of an accurate classi-
fier [1]. We propose the use of a fuzzy prototype-based method able to perform gene 
selection. In this case, the goal is the identification of a simplified expression profile 
that can be used to identity relevant genes representing each class of cancer. 

This paper describes our initial research in developing a sound method to perform 
gene selection over real data. Section 2 gives an overview of related work, section 3 
explains the proposed algorithm, section 4 introduces the experimental test bed car-
ried out, finally section 5 gives out the results and concluding remarks. 

2   Previous Related Work 

Classical gene selection methods tend to identify differentially expressed genes from 
a set of microarray experiments [2]. These genes are expected to be up- or down-
regulated between healthy and diseased tissues or between different classes. A differ-
entially expressed gene is a gene which has the same expression pattern for all sam-
ples of the same class, but different for samples belonging to different classes. The 
relevance value of a gene depends on its ability to be differentially expressed. How-
ever, a non-differentially expressed gene will be considered irrelevant and will be 
removed from a classification process even though it might well contain information 
that would improve classification accuracy. One way or another, the selected method 
has to pursue two main goals: (i) reduce the cost and complexity of the classifier and 
(ii) improve the accuracy of the model. 

These methods rank genes depending on their relevance for discrimination. Then 
by setting a threshold, one can filter the less relevant genes among those considered. 
As such, these filtering methods may be seen as particular gene selection methods. An 
important task in microarray data analysis is therefore to identify genes, which are 
differentially expressed in this way. Statistical analysis of gene expression data relat-
ing to complex diseases is of course not really expected to yield accurate results. A 
realistic goal is to narrow the field for further analysis, to give geneticists a short-list 
of genes for analysis into which hard-won funds are worth investing.  

The area of gene identification has been addressed by [3] through the utilization of 
information theory. Several methods have been proposed to reduce dimensions in the 
microarray data domain. These works include the application of genetic algorithms 
[4], wrapper approaches [5], support vector machines [6, 7], spectral biclustering [8] 
etc. Other approaches focus their attention on redundancy reduction and feature ex-
traction [9, 10], as well as the identification of similar gene classes making proto-
types-genes [11]. 

3   Gene Selection Using Fuzzy Patterns 

This work proposes a method for selecting genes which is based on the notion of 
fuzzy pattern (see [12, 13] for more details). Briefly, given a set of microarrays which 
are well classified, for each class it can be constructed a fuzzy pattern (FP) from the 
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fuzzy microarray descriptor (FMD) associated to each one of the microarrays. The 
FMD is a comprehensible description for each gene in terms of one from the follow-
ing linguistic labels: LOW, MEDIUM and HIGH. Therefore, the fuzzy pattern is a proto-
type of the FMDs belonging to the same class where the membership criterion of each 
gene to the fuzzy pattern of the class is frequency-based. Obviously, this fact can be 
of interest, if the set of initial observations are labeled with the same kind of cancer. 
The pattern’s quality of fuzziness is given by the fact that the selected labels come 
from the linguistic labels defined during the transformation into FMD of an initial 
observation. Moreover, if a specific label of one feature is very common in all the 
examples belonging to the same class, this feature is selected to be included in the 
pattern . 

procedure DiscriminantFuzzyPatterns (input: ListFP; output: ListDFP) 
{ 

00  begin 

01    initialize_DFP: FP ← ∅ 

02    for each fuzzy pattern FPi ∈ ListFP do 

03      Initialize_DFP: DFPi ← ∅ 

04      for each fuzzy pattern FPj ∈ ListFP and FPi <>FPj do 

05        for each gen g ∈GetGenes(FPi) do 

06          if (g ∈ GetGenes(FPj)) AND 

                 (GetLabel(FPi, g) <> GetLabel(FPj, g)) then 

07                 AddMember(DFPi, Member(FPi, g))  

08      Add_to_List_of_DFP: Add(ListDFP, DFPi) 

09  end. 

} 

Fig. 1. Proposed algorithm for selecting genes 

3.1   Gene Selection Strategy 

The goal of gene selection in this work is to determine a reduced set of genes, which 
are useful to classify new cases within one of the known classes. For each class it is 
possible to compute a fuzzy pattern from the available data. Since each pattern is 
representative of a collection of microarrays belonging to the same class, we can 
assume that the genes included in a pattern, are significant to the classification of any 
novel case within the class associated with that pattern. Now we are interested in 
those genes that allow us to discriminate the new case from one class with regard to 
the others. Here we introduce the notion of discriminant fuzzy pattern (DFP) with 
regard to a collection of fuzzy patterns. A DFP version of a FP only includes those 
genes that can serve to differentiate it from the rest of the patterns. The algorithm 
used to compute the DFP version of each FP in a collection of fuzzy patterns is shown 
in Figure 1.  
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As can be observed from the algorithm, the computed DFP for a specific FP is dif-
ferent depending on what other FPs are compared with it. It’s not surprising that the 
genes used to discern a specific class from others (by mean of its DFP) will be differ-
ent if the set of rival classes also changes. 

4   Case Study: Acute Myeloid Leukemia 

Acute myeloid leukemia (AML) is a heterogeneous group of hematological cancers 
with marked differences in their response to chemotherapy. As in many other human 
cancers, the diagnosis and classification of AML have been based on morphological, 
cytochemical and immunophenotipic features. More recently, genetic features have 
helped to define biologically homogeneous entities within AML as the Acute Promye-
locytic Leukemia (APL). The correlation between morphologic characteristics, ge-
netic abnormalities and prognostic features is very consistent within the APL group, 
whereas is more inconsistent in the remaining AML.  

Bone marrow (BM) samples from 62 adult patients with newly de novo diagnosed 
AML were analyzed. All samples contained more than 80% blast cells. The median 
age was 36 years (range 14-70 years). Patients were classified according to the WHO 
classification into 4 subgroups: a) 10 APL with t(15;17), b) 4 AML with inv(16), c) 7 
acute monocytic leukemias and d) 41 non-monocytic AML without recurrent cytoge-
netic translocations. Each case (microarray experiment) stores 22,283 ESTs corre-
sponding to the expression level of thousands of genes. The data consisted of 
1,381,546 scanned intensities. 

The goal of this study is to characterize the Acute Promyelocytic Leukemia (APL) 
from the non-APL leukemias in terms of the genetic expression profile. As an addi-
tional requirement of this study, the number of selected genes must be the minimum 
(preserving the accuracy of a binary classifier). 

4.1   Methodology 

We are interested in determining a list of significant genes following the method de-
scribed in section 3.1. Firstly, the selected genes can vary widely with the values of 
the parameters Θ and Π, which must be set up in order to compute the fuzzy patterns. 
Several configurations of these parameters have been tested. After some initial ex-
periments, the tested values of parameters Θ and Π are the nine configurations of the 
Cartesian product {0.7, 0.8, 0.9}×{0.55, 0.60, 0.65}. Each configuration has been 
used to select significant genes from the whole data set of microarrays. This is the 
first experiment carried out, herein referred to as EXP#1. 

From a different point of view, the selected genes can be sensible to the specific 
microarrays from they are selected, namely the data sets used to select genes. There-
fore, a second experiment is considered, herein referred to as EXP#2. It has been split 
the original data set in four chunks, following a stratified 4-fold cross validation strat-
egy and then, the nine configurations have been tested. 

In order to summarize the results of the tests, for each experiment (EXP#1 and 
EXP#2), a collection of three lists have been constructed (one list by each one value 
of parameter Π). Inside each list, the selected genes are ordered by the frequency of 
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appearance of this gene in the tests carried out with the same Π parameter, but differ-
ent Θ parameter. Namely, fixed the value of Π, a gene, which appears in the three 
tests (corresponding to the three possible values of Θ), appears before in the list that 
other gene which only appears in one test (of the three possible values). 

Finally, in order to validate the obtained results we perform two different compari-
sons. Firstly, the selected genes by the proposed method are compared with the genes 
selected with the PAM software [14]. Secondly, a classifier is constructed from the 
data resulting of the projection of the original data within the selected features, and its 
accuracy is evaluated over the 4 test sets of the 4-fold cross validation. The selected 
classifier is growing cell structure (GCS) network [15]. Although this ANN is espe-
cially suitable for unsupervised learning, its choice is motivated by its use in current 
work about the same problem in other research tasks. To perform a classification task, 
the GCS simply responds with the majority class of the node that fires the new case. 
More detailed information about this network can be found in [12, 13]. 

Table 1. Selected genes in experiment EXP#1 

Π = 0.55 (filter1.1)  Π = 0.60 (filter1.2) 
μA Probeset Gene tests  μA Probeset Gene tests 

209960_at -- XOH 209960_at -- XOH 
210755_at -- XOH 210755_at -- XOH 
210997_at HGF XOH 210997_at HGF XOH 
220010_at KCNE1L XOH 220010_at KCNE1L XOH 
209560_s_at DLK1 XOH 209560_s_at DLK1 XOH 
203074_at ANXA8 XOH 203074_at ANXA8 -OH 
207781_s_at ZNF6 XOH 205110_s_at FGF13 -OH 
208894_at HLA-DRA XOH     
212187_x_at PTGDS XOH     
222317_at PDE3B XOH  Π = 0.65 (filter1.3) 
209686_at S100B XOH  μA Probeset Gene tests 
211748_x_at PTGDS XOH  209960_at -- XOH 
212013_at Q92626_HUMAN XOH  210755_at -- XOH 
213385_at CHN2 XOH  210997_at HGF XOH 
207996_s_at CS001_HUMAN XOH  220010_at KCNE1L XOH 
209815_at PTCH XOH     
213355_at SIA10_HUMAN XOH     
212012_at Q92626_HUMAN XOH     
219090_at SLC24A3 XOH     
210998_s_at HGF XOH     
211474_s_at SERPINB6 XOH     
212590_at RRAS2 XOH     
212590_at FGF13 -OH     

Table 2. Accuracy of the GCS network trained with selected genes in EXP#1 

Filter Set Mean Std. Err. 
filter1.1 training 0.00% 0.00% 

 test 0.00% 0.00% 
filter1.2 training 0.53% 0.46% 

 test 0.00% 0.00% 
filter1.3 training 1.62% 0.89% 

 test 1.47% 1.27% 
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Table 3. Selected genes in experiment EXP#2 

Π = 0.55 (filter2.1)  Π = 0.60 (filter2.2) 
μA Probeset Gene tests  μA Probeset Gene tests 

220010_at KCNE1L 12/12 220010_at KCNE1L 12/12 
210997_at HGF 12/12 210997_at HGF 12/12 
210755_at -- 12/12 210755_at -- 12/12 
209960_at -- 12/12 209960_at -- 12/12 
207996_s_at CS001_HUMAN 11/12 203074_at ANXA8 11/12 
203074_at ANXA8 11/12 205110_s_at FGF13 8/12 
209560_s_at DLK1 11/12 212187_x_at PTGDS 10/12 
211748_x_at PTGDS 11/12     
213355_at SIA10_HUMAN 10/12     
207781_s_at ZNF6 11/12  Π = 0.65 (filter2.3) 
212912_at RPS6KA2 9/12  μA Probeset Gene tests 
209686_at S100B 10/12  220010_at KCNE1L 11/12 
220570_at RETN 9/12  210997_at HGF 10/12 
211474_s_at SERPINB6 11/12  210755_at -- 9/12 
209815_at PTCH 10/12  209960_at -- 9/12 
205110_s_at FGF13 8/12     
212187_x_at PTGDS 10/12     
208894_at HLA-DRA 10/12     
222317_at PDE3B 8/12     
219090_at SLC24A3 10/12     
213385_at CHN2 10/12     
214617_at PRF1 7/12     

Table 4. Accuracy of the GCS network trained with selected genes in EXP#2 

Filter Set Mean Std. Err. 
Filter2.1 training 0.00% 0.00% 

 test 0.00% 0.00% 
Filter2.2 training 0.00% 0.00% 

 test 0.00% 0.00% 
Filter2.3 training 1.62% 0.89% 

 test 1.47% 1.27% 

5   Results and Conclusions 

Table 1 shows the selected genes in the experiment EXP#1. In this table, the column 
‘tests’ indicates if the gene appears in tests with the same Π value, but different Θ 
value (‘X’ stands for Θ=0.7, ‘O’ for Θ=0.8 and ‘H’ for Θ=0.9). Analyzing these re-
sults, for the value Π=0.55, it has been selected a list with 23 probesets (21 of them 
corresponding to known genes). The list is reduced to 7 probesets when the parameter 
Π is 0.60 and only 4 probesets when Π=0.65. The HGF (Hepatocyte growth factor 
precursor) and KCNE1L (Potassium voltage-gated channel, AMMECR2 protein) 
genes appear in the first positions of the three lists. The HGF gene has been selected 
by PAM software, and its significance has been validated by the biological technique 
qr-PCR, whereas PAM has also detected the KCNE1L gene. The FGF13 gene (Fibro-
blast growth factor 13) also appears as a significant gene when Π=0.55 and Π=0.60. 
The relative relevance of the FGF13 increases when the Θ parameter increases (this  
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gene appears as significant when Π=0.60 for the two higher values of parameter Θ). 
Moreover, this gene has been detected by PAM software and validated by a qr-PCR 
analysis. The S100B, ANXA8 and SLCS24A3 genes have been also selected by PAM 
software, whereas the rest of genes are different. Finally, the three lists of genes (re-
spectively referred to as filter1.1, filter1.2 and filter1.3) have been used to train a GCS 
network. It has been considered the training and test sets of the 4-fold cross validation 
used in EXP#2. The accuracy of the different classifiers is shown in Table 2. 

Table 3 shows the genes selected in the experiment EXP#2. Now, the column 
‘tests’ of the table indicates the number of appearances of a gene in all the possible 
test for the same value of Π. Additionally, the appearances of the same gene in tests 
with a great specificity (a higher value of parameter Θ) weigh more than appearances 
with a lower specificity, when the genes are ranked. As shown in Table 3, the number 
of selected genes is quite similar in the two experiments (there is only a difference of 
one gene among filter1.1 and filter2.1). With regard to the degree of overlapping of 
selected genes in the two experiments, it is also quite similar. The similarity of fil-
ter2.1 with regard to filter1.1 is 19/23=82.6%, the similarity of filter 1.1 with regard 
to filter2.1 is 19/22=86.4%. The degree of overlapping of filter1.2 and filter2.2 is 
6/7=85.7% and, it is a 100% in the case of filter1.3 and filter2.3. Finally, Table 4 
shows the accuracy of the GCS network when it is trained with the selected genes 
(filter2.1, filter2.2 and filter3.3). It is remarkable that filter2.2 has an error of 0% 
predicting novel cases (both within the training set and the test set). 

The experiments carried out, show that the number of genes, which are sufficient 
to correctly classify novel cases, are 7 genes. The genes selected in filter2.2 are es-
pecially remarkable, since with a minimal number of genes (7) it is reached a 100% 
accuracy of the classifier on both training and test sets. The minimal number of 
genes selected by PAM software, which reaches also an accuracy of 100%, was 23 
genes. Therefore, the proposed method has achieved a reduction of the number of 
genes about the 70% with regard to the PAM software (preserving the classifier 
accuracy). 

From Tables 2 and 4, it can be observed that errors on tests sets are always lesser 
than errors on training sets. This can also be interpreted as the selected genes are 
meaningful genes, since they provide an excellent ability of generalization to the 
constructed classifier. 

Finally, from the comparison of similarity among genes selected in the two ex-
periments, we can claim that the proposed method is robust against slight variations 
of the data set from where genes are selected. It is a desirable feature of the algorithm 
in order to select truly meaningful genes. 

Summarizing our work, in this article we have presented and tested a successful 
approach of applying fuzzy logic to the process of gene selection and data reduction 
in the microarray data domain. Our proposed method of fuzzy pattern construction 
takes advantage of the ability inherent to fuzzy logic to process uncertain, imprecise 
and incomplete information. In this sense, we have applied fuzzy logic to discretize 
the original data within the three linguistic labels. This fact leads to the possibility of 
clearly identifying those genes with a great capacity of discriminate patients based on 
the selected genes that compose the discriminant fuzzy patterns. 
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Abstract. Gene expression profiles belonging to DNA microarrays are com-
posed of thousands of genes at the same time, representing the complex rela-
tionships between them. In this context, the ability of designing methods capa-
ble of overcoming current limitations is crucial to reduce the generalization er-
ror of state-of-the-art algorithms. This paper presents the application of a self-
organised growing cell structures network in an attempt to cluster biological 
homogeneous patients. This technique makes use of a previous successful su-
pervised fuzzy pattern algorithm capable of performing DNA microarray data 
reduction. The proposed model has been tested with microarray data belonging 
to bone marrow samples from 43 adult patients with cancer plus a group of six 
cases corresponding to healthy persons. The results of this work demonstrate 
that classical artificial intelligence techniques can be effectively used for tu-
mour diagnosis working with high-dimensional microarray data. 

1   Introduction and Motivation 

In recent years, machine learning and data mining fields have found a successful 
application area in the field of DNA microarray technology. Microarrays are one of 
the latest high-throughput technologies in experimental molecular biology, which 
allow monitoring of gene expression for tens of thousands of genes in parallel and are 
already producing high amounts of valuable data. One of the major uses of DNA 
microarray experiments is to attempt to infer meaningful relationships among genes, 
but the analysis and handling of such data is becoming one of the major bottlenecks in 
the utilization of this technology [1]. Since the number of examined genes in an ex-
periment is measured in terms of thousands, different data mining techniques have 
been intensively used to analyse and discover knowledge from gene expression data 
[2]. However, having so many fields relative to so few samples creates a high likeli-
hood of finding false positives. 

Recent studies in human cancer have demonstrated that microarrays can be used to 
develop a new taxonomy of cancer, including major insights into the genesis, progres-
sion, prognosis, and response to therapy on the basis of gene expression profiles [3]. 
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However, there continues to be a need to develop new approaches to (i) diagnose 
cancer early in its clinical course, (ii) more effectively treat advanced stage disease, 
(iii) better predict a tumour’s response to therapy prior to the actual treatment, and (iv) 
ultimately prevent disease from arising through chemopreventive strategies. Given the 
fact that systematic classification of types of tumours is crucial to achieve advances in 
cancer treatment, several research works have been developed in this direction [4, 5]. 

Following a novel approach, in this paper we explore the capabilities of a growing 
cell structures (GCS) neural network to discover relevant knowledge for clustering 
patients suffering for acute myeloid leukemia (AML). This knowledge can be easily 
conveyed to and understood by humans via available visualization techniques. A key 
advantage of the proposed method is that it allows incorporating biological meaning-
ful information to the network operation in the form of a gene-based distance metric. 
Our GCS network makes use of a previous successful fuzzy discretization method for 
data reduction on microarray data domain. 

The rest of the paper is organized as follows: Section 2 summarizes our previous 
successful fuzzy discretization algorithm for data dimensionality reduction, Section 3 
presents the main issues about the proposed model based on a modified GCS network, 
Section 4 presents the experiments carried out and discusses the obtained results, 
finally, Section 5 gives out the concluding remarks. 

2   Discovering Relevant Genes Using a Discriminant Fuzzy 
Microarray Descriptor 

Input space reduction is often the key phase in the building of an accurate classifier 
[6]. Based on a novel fuzzy discretization method working as the retrieval stage in the 
GENECBR system [7], it is possible to represent any microarray by means of its gen-
eralized fuzzy microarray descriptor (FMD). This descriptor is a comprehensible 
representation for each gene expression level in terms of one from the following lin-
guistic labels: LOW, MEDIUM and HIGH. Moreover, from a set of FMDs the method is 
also able to construct a prototype, known as a fuzzy pattern (FP), which characterizes 
and summarizes the most relevant values of gene expression levels within a given set 
of microarrays. A FP is a higher concept constructed from a set of FMDs. A fuzzy 
pattern can be viewed as a prototype of the set of FMDs from which it is constructed. 
Therefore, the fuzzy pattern can capture relevant and common information about the 
gene expression levels of these FMDs. The final goal of the proposed method is to 
select a reduced number of relevant and representative genes allowing other artificial 
intelligence techniques being able to tackle with this high-dimensional domain. 

As aforementioned, the proposed method employs a fuzzy codification for the gene 
expression levels of each microarray, based on the discretization of real gene expres-
sion data into a small number of fuzzy membership functions. The whole algorithm 
comprises of three main steps: (i) first, we discretize the gene expression levels into 
binary variables according to a supervised learning process generating several FMDs; 
then, (ii) a unique FP is generated from the patients belonging to each specific pathol-
ogy; finally, (iii) we discriminate between those genes belonging to the existing FPs 
and we select a subset of relevant genes in order to construct the final discriminant 
fuzzy pattern (DFP). When the algorithm finishes each microarray can be represented 
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by a simplified fuzzy vector of common genes that we call FMDDFP. The details of the 
whole process can be found in [8]. 

In this work we plan to employ this new representation of the available samples 
(FMDDFP) as input data for a GCS network. The target goal of the GCS network is to 
group those patients that are most similar to a new one but only taking into account 
the genetic information provided by the previously selected genes (DFP vector de-
scriptor). 

3   GCS Networks for Clustering Biologically Homogeneous 
Patients 

GCS neural networks [9] constitute an extension to Kohonen’s self-organising maps 
[10], and are only one member in the family of self-organising incremental models. 
GCS networks have the advantage of being able to automatically construct the net-
work topology, and to support easy visualisation of semantic similarity in high-
dimensional data. More importantly, the extracted knowledge that is relevant to clus-
tering can provide meaningful explanations for the clustering process and useful in-
sight into the underlying domain. 

To illustrate the working model of the GCS network used in our experimentation, a 
two-dimensional space is used, where the cells (neurons) are connected and organized 
into triangles [11]. Each cell in the network is associated with a weight vector, w, of 
the same dimension as the number of relevant genes selected in the previous step (size 
of the DFP vector). At the beginning of the learning process, the weight vector of 
each cell is initialized with random values [11]. The basic learning process in a GCS 
network consists of topology modification and weight vector adaptations carried out 
in three steps.  

In the first step of each learning cycle, the cell c, with the smallest distance be-
tween its weight vector, wc, and the actual FMDDFP is chosen as the winner cell or 
best-match cell. The selection process is succinctly defined by using the Euclidean 
distance measure as indicated in Expression (1) where O denotes the set of cells 
within the structure at a given point in time. 

: ;DFP c DFP ic FMD w FMD w i O− ≤ − ∀ ∈  (1) 

The second step of the learning process consists of the adaptation of the weight 
vector, wc, of the winning cell, and the weight vectors, wn, of its directly connected 
neighbouring cells, Nc, by means of Equations (2) and (3). 

( 1) ( ) ( )c c c DFP cw t w t FMD wε+ = + −  (2) 

( 1) ( ) ( );n n n DFP n cw t w t FMD w n Nε+ = + − ∀ ∈  (3) 

where εc and εn represent the learning rates for the winner and its neighbours respec-
tively, belonging to the [0, 1] interval, and Nc stands for the set of direct neighbour 
cells of the winning cell, c. 

In the third step, a signal counter, τ, is assigned to each cell, which reflects how of-
ten a cell has been chosen as winner. Equations (4) and (5) define how the signal 
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counter is updated with parameter α acting as a constant rate of counter reduction for 
the rest of the cells at the current learning cycle, t. 

( 1) ( ) 1c ct tτ τ+ = +  (4) 

( 1) ( ) ( );i i it t t i cτ τ α τ+ = − ≠  (5) 

Growing cell structures also modify the overall network structure by inserting new 
cells into those regions that represent large portions of the input data (genetically 
similar patients), or removing cells that do not contribute to the input data representa-
tion. The cell deletion policy has not been used in our work due to the lack of great 
amounts of data. The adaptation process is then performed after a fixed number of 
learning cycles of input presentations (epochs). Therefore, the overall structure of a 
GCS network is modified through the learning process by performing only cell inser-
tion. Equations (6), (7) and (8) define the rules that govern the insertion behaviour of 
the network. 

/ ; ,i i jj
h i j Oτ τ= ∀ ∈∑  (6) 

: ;q iq h h i O≥ ∀ ∈  (7) 

: ;r q p q qr w w w w p N− ≥ − ∀ ∈  (8) 

Insertion starts with selecting the cell, which served the most often as the winner, 
on the basis of the signal counter, τ. The cell, q, with the highest relative counter 
value, h, is selected. The neighbouring cell, r, of q with the most dissimilar weight 
vector is determined using Expression (8). In this expression, Nq denotes the set of 
neighbouring cells of q. A new cell, s, is inserted between the cells q and r, and the 
initial weight vector, ws, of this new cell is set to the mean of the two existing weight 
vectors, wq and wr. Finally, the signal counters, τ, in the neighbourhood, Ns, of the 
newly inserted cell, s, are adjusted. The new signal counter values represent an ap-
proximation to a hypothetical situation where s would have been existing since the 
beginning of the process. 

An important issue in the network operation is the distance calculation between 
two cells or one cell and the actual FMDDFP. Every time the network needs to compute 
a distance between two nodes, Expression (1) is used. In this work, we propose to 
hybridise our GCS network by using biological knowledge for the distance computa-
tion. Given that each cell in the network have a weight vector, wc, representing their 
location in the input space (FMDDFP space) and that each position in wc stands for a 
gene expression value, we can use the similarity between linguistic labels (repre-
sented by fuzzy sets) as a measure of the relation between each point belonging to wc 
and the corresponding value in the FMDDFP vector. 

In order to explain how we calculate this correspondence we need to previously de-
fine the similarity between linguistic labels (represented by fuzzy sets). In this case, it 
has been considered that the fuzzy intersection of two fuzzy sets A and B (represented 
by its membership functions, μA and μB, respectively) is given by the application of 
the min operator to the two membership functions, namely, μA ∩ B = min {μA, μB,}. On 
the other hand, the cardinality operator can be replaced by the integral operator (see 
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[8] for details). In this way, the metric Sim(A, B) varies between the values 0 (total 
dissimilarity) and 1 (total similarity). 

It is important to highlight that the final goal of our GCS network is to cluster all 
patients that are genetically similar given a selected group of genes (DFP vector de-
scriptor) and without taking into account their previous assigned classes. Our pro-
posed method aims to find new relations between the patients even now unknown. 
Therefore, it is possible and not contradictory to group together patients suffering 
different (but genetically related) diseases. Such a topology has the added advantage 
that inter-cluster distances can be precisely quantified. Since such networks contain 
explicit distance information, they can be used effectively to (i) represent an indexing 
structure which indexes sets of related patients and to (ii) serve as a similarity meas-
urement between individual patients. 

Every time a new microarray needs to be classified a new FMDDFP is constructed 
and presented to the trained CGS network. A sorted vector of pairs, S, holding the 
similarity of each selected patient with the new microarray is generated. In order to 
produce a new classification, a proportional weighted voting schema is proposed. For 
this purpose, we need to ponder the vote of each patient contained in vector S. In this 
case, a weight αj for each retrieved patient, kj, is calculated based on the position (pos) 
that it occupies in the vector S and the level of similarity with the target case, Simj. 
For this task, Expression (9) is used. 

| | 1

| | 1

2

(2 1)2

S

j j S pos
Simα

−

−=
−

 (9) 

Therefore, the classification made by the GCS network when a target patient is pre-
sented to the system depends on both the number of selected patients (those geneti-
cally similar taking into account the genes belonging to the DPF vector descriptor) 
and the level of similarity with the target patient. The solution proposed by the system 
is the class corresponding to the disease with the highest score. 

As we can surmise, it is easy to introduce a rejection mechanism in the voting 
model. We simply use a threshold T to indicate whether the score received by the best 
matching class is sufficiently strong (passing quota). In the event that the score re-
ceived by the matching class is less than T, the target patient remains unclassified. 

4   Evaluation 

The goal of this section is to evaluate the performance of the GCS network in con-
junction with the dimensionality reduction technique based on the notion of FMDs. 
The GCS is trained and tested over an available set of 49 microarrays from the Hae-
matology Service of the University Hospital of Salamanca (Spain). 

Acute myeloid leukemia is a heterogeneous group of hematological cancers with 
marked differences in their response to chemotherapy. As in many other human can-
cers, the diagnosis and classification of AML have been based on morphological, 
cytochemical and immunophenotipic features. More recently, genetic features have 
helped to define biologically homogeneous entities within AML [12]. Karyotype is 
the most important independent prognostic factor and therefore the most useful pa-
rameter for stratifying patients into risk groups. Thus, the favorable outcome group is 



1100 F. Díaz et al. 

composed of well-defined subtypes in terms of cytogenetics: t(15;17), inv(16) and 
t(8;21) [13, 14]. In contrast, the correlation between morphologic characteristics, 
genetic abnormalities and prognostic features is more inconsistent in the remaining 
AML. Analysis of gene expression profiles of tumors using microarray technology 
has become a powerful tool for classifying hematopoietic neoplasms [15]. 

Bone marrow samples from 43 adult patients with newly de novo diagnosed AML 
were analyzed. All samples contained more than 80% blast cells. The median age was 
36 years (range 14-70 years). Patients were classified according to the WHO classifi-
cation into 4 subgroups: (i) 10 APL with t(15;17) confirmed by FISH studies with LSI 
PML/RARA probe (Vysis, Stuttgart, Germany), (ii) 4 AML with inv(16) confirmed 
by FISH analysis with LSI CBFB probe (Vysis); (iii) 7 acute monocytic leukemias 
and (iv) 22 non-monocytic AML without recurrent cytogenetic translocations. In 
addition to this data, a set of 6 samples from healthy persons are also available and 
they constitute the group of control. Each case (microarray experiment) stores 22,283 
expressed sequence tags (ESTs) corresponding to the expression level of thousands of 
genes. The data consisted of 1,091,867 scanned intensities. 

The employed methodology splits the available data within a test set and a training 
set with 1/3 and 2/3 of the whole observations, respectively. In order to asses the 
maximum number of nodes of the GCS network an strategy of cross-validation is 
used, concretely a three fold stratified cross validation. In each round, each fold of the 
original training set is used to estimate the predictive accuracy of the GCS network 
which has been trained from the rest of folds. The mean error (and its standard error) 
for each number of nodes of the GCS are depicted in Figure 1, which shows the train-
ing and evaluation errors. As it can be seen, the configuration of 6 nodes as maximum 
number of cells of the GCS networks involves the minimal value of the error in the 
evaluation sets, so this value was used to train a GCS network from the training set. 

 

Fig. 1. CV#3 error of GCS network v.s. maximum number of cells at the parameter estimation 

Before the training of the GCS network, a reduced number of features (genes) are 
selected using the FMD representation of the available microarrays. Specifically, the 
original number of 22,283 ESTs per microarray was reduced to only 165 meaningful 
ESTs. After the training of the GCS network (with a maximum number of cells equal 
to 6) over the training set (with 34 observations) the classification error of the GCS 
network over training was a 8.82 % and a 6.67% over the test set (with 15 observa-
tions). 
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Finally, the following considerations can be made from the clustering performed 
by the GCS network. The control group (samples from healthy persons) can be ade-
quately differentiated from patients with any kind of AML (see Figure 2). The APL 
and AML-mono groups are also well differentiated from the rest of AML groups, and 
there is some kind of overlapping among the AML-inv and the AML-other groups. It 
must be remembered that the AML-other group is the uncertain area at the current 
knowledge in the field of AML. The APL group is a kind of AML well characterized 
(morphologically, cytogenetically and genetically), whereas the AML-mono or AML-
inv are possible kinds of AML which are partially characterized. Finally, the AML-
other is no characterized in any way. Therefore, at the present state-of-the-art, the 
given classification can present mistakes and it is possible that some samples from the 
AML-other group belongs to the AML-mono, AML-inv or new subtypes of AML. 

 

Fig. 2. Final mapping between patients and cells in the GCS network space 

5   Conclusions 

This work explores the capabilities of a growing cell structure neural network to  
discover relevant knowledge for clustering patients suffering for acute myeloid leu-
kemia. A key advantage of the proposed method is that it allows incorporating bio-
logical meaningful information to the network operation in the form of a gene-based 
distance metric. Moreover, the GCS network makes use of a previous successful 
fuzzy discretization method for data reduction on microarray data domain. 

Using self-organising GCS networks to meaningfully cluster filtered microarray 
data has a number of appealing features over other approaches. For example, incre-
mental self-construction, and easy visualisation of biological relationships among the 
input data. The explanations of the clustering process carried out by the network can 
be addressed by means of our DFP vector. The most relevant knowledge for each 
cluster can be highlighted, and provide meaningful explanations about the clustering 
process and useful insight into the underlying problem and data. The experimental 
results show that with only a small subset of the genes belonging to a microarray, the 
performance of the network in terms of the clustering accuracy rate raises to 100%. 
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Abstract. To discover a common and conserved pattern, or motif, from
DNA sequences is an important step to analyze DNA sequences because
the patterns are acknowledged to reflect biological important informa-
tion. However, it is difficult to discover unknown motifs from DNA se-
quences because of its huge number of combination. We have already
proposed a new effective method to extract the motifs using a chaotic
search, which combines a heuristic algorithm and a chaotic dynamics.
To realize the chaotic search, we used a chaotic neural network. The
chaotic search exhibits higher performance than conventional methods.
Although we have indicated that the refractory effects realized by the
chaotic neural network have an essential role, we did not clarify why the
refractory effects are important to search optimal solutions. In this paper,
we further investigate this issue and reveal the validity of the refractory
effects of the chaotic dynamics using surrogate refractory effects. As a
result, we discovered that it is important for searching optimal solutions
to increase strength of the refractory effects after a firing of neurons.

1 Introduction

In April 2003, the Human Genome Project had completed. This project gener-
ated large data sets of genomic sequence data. The human genomes consist of
about 3 billions base pairs and approximately 25,000 genes. A deoxyribo nucleic
acid (DNA) sequence is composed of four bases: Adenine, Cytosine, Guanine, and
Thymine. Then, the most important present issue is to identify important parts
in which biological information is embedded. In general, the biologically essen-
tial alignment is thought to appear repeatedly in the DNA sequences. Therefore,
one of the popular analyses is to find a common and conserved pattern, which
is often called a motif.

Such a problem, how to discover motifs, is mathematically described as follows
[1]: we have a DNA data set S = {s1, s2, ..., sN}, where si is the i-th DNA
sequence (Fig.1). Each sequence consists of mi (i = 1, 2, ..., N) bases, and length
of the motif is L. This problem has several varieties: the number of embedded
motifs in each sequence is exactly one, plural, or random (contains zero).

An enumeration method is an exact method to discover the motifs. However,
there are 4L motif patterns to be considered for DNA sequence in case of us-
ing the enumeration method. If L is large, it is almost impossible to explore all
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motif patterns in real time, because the number of the motif patterns exponen-
tially diverges. It is also proved that this problem is NP-complete[3]. Thus, it
is inevitable to develop an effective approximation method to detect the motifs.
Several approximation methods have been developed for the motif detection.
One of the popular methods is the Gibbs sampling [11]. Its strategy is based on
a stochastic search for exploring possible states and it is shown that the Gibbs
sampling method works very well.

As for combinational optimization, many effective algorithms have been pro-
posed, for example, a tabu search [4,5], an exponential tabu search [7], and a
chaotic search [8,9]. It has been shown that the chaotic search [8,9] exhibits
higher performance than stochastic approaches for solving Traveling Salesman
Problem (TSP) [6,9] and Quadratic Assignment Problem (QAP) [8]. To solve
the motif extraction problem, we have already proposed a chaotic search, called
Chaotic Motif Sampler (CMS) [13], which combines a heuristic algorithm and a
chaotic dynamics. This method exhibits higher performance than conventional
methods [11,12,13]. In CMS, we used the chaotic neural network model [2] which
has a refractory effect. This effect emulates real biological neurons: neuron can-
not fire just after a firing. Because motif selection is defined by a firing of a
chaotic neuron in CMS [13], the refractory effect has a similar effect as tabu
search [7] on memorizing previous searching status. Then, the same selection of
a motif can be avoided after the firing of the corresponding neuron due to the
refractory effect.

We have already indicated that the refractory effects have a significant role in
finding motifs in the chaotic search [6,8,9,13]. However, we do not have clarified
yet why the refractory effect are so effective to find optimal solutions and which
aspects of the refractory effect contribute to the good performance. Therefore,
in this paper, we further investigate the validity of the refractory effect for find-
ing optimal solutions through CMS [13]. Although the issue raised in this paper
is directly discussed with to the motif extraction problem, the concepts of the
analyses can be easily extended and applicable to a more general class of solv-
ing combinatorial optimization problems, such as TSP or QAP, by the chaotic
search [6,8,9].

s1 ACCAGCTACCATTACCAATCTGGTAG· · · · · ·GCTAAACATCCTA

··
·

··
·

sN−1 CAGGCACATCTGGTAG· · · · · ·GATCATCGGTACCCT

sN ACACAC· · · · · ·ACCCTATCGACCTGGTAGGCATGACACG

N

mi

L

Fig. 1. An example of a data set for DNA sequences. Bold face alignments indicate a
motif. A, C, G, and T stand for Adenine, Cytosine, Guanine, and Thymine.
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2 Chaotic Motif Sampler

We use a chaotic dynamics to decide a new motif position. To realize the chaotic

search, we used a chaotic neural network [2] composed of
N∑

i=1

(mi−L+1) neurons

(Fig.2). A firing of a neuron encodes the head position of a motif candidate
(Fig.2). The firing of the (i, j)-th neuron is defined by xij(t) = f(yij(t)) > 1

2 ,
where f(y) = 1/(1 + exp(−y/ε)), and yij(t) is an internal state of the (i, j)-
th neuron at time t. The internal state of the chaotic neural network [2] is
decomposed into three parts, ξij(t), ζij(t), and ηij(t), which represent different
influence to the firing of the neuron in the algorithm; a gain effect, a refractory
effect, and mutual inhibition, respectively. The first part, ξij(t), which expresses
the gain effect, is defined by,

ξij(t + 1) = β(
Eij(t) − Ê

Ê
), (1)

where β is a scaling parameter; Eij(t) =
1
L

L∑

k=1

∑

a∈Ω

fk(ω) log2
fk(ω)
p(ω)

is a relative

entropy score when a subsequence is at the j -th position of the sequence si; Ê
is the entropy score of a current state; fk(ω) is the number of appearances of
a base ω ∈ Ω at the k -th position of subsequences, p(ω) is the probability of
appearance of the base ω and Ω is a set of bases (Ω={A, C, G ,T}). The second
part, ζij(t), is related to the refractoriness of the neuron. The refractoriness is
one of the important properties of real neurons; once a neuron fires, the neuron
becomes hard to fire for a while. Then the second part is expressed as:

ζij(t + 1) = −α
t∑

d=0

kd
rxij(t − d) + θ = −αxij(t) + krζij(t) + θ(1 − kr) (2)

where α is a scaling factor, θ is a threshold; ζij(t+1) expresses a refractory effect
with a factor kr. To obtain a reasonable firing rate of neurons, the third part,
ηij(t), related to mutual inhibitory connections is introduced,

ηij(t + 1) = W − W

mi − L

(mi−L+1)∑

l=1
l�=j

xil(t), (3)

where W corresponds to a control parameter of the firing rate. This function is
not always necessary for solving the problem: If we want to adjust the firing rate
of the neuron, we use this function.

Being guided by the above searching machine, we construct an algorithm for
extracting motifs described as follows:
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1. Let us have a set of sequences, and denote the number of the sequences as
N , the length of each sequence as mi (i = 1, 2, ..., N), and the length of a
subsequence (motif) as L (Fig.2).

2. A position of an initial subsequence tij (i=1, 2, ..., N ; j=1, 2, ..., mi − L + 1)
is selected from the i-th sequence at uniformly random.

3. The i-th sequence si is selected cyclically.
4. For a selected sequence si at the third step, a position of a motif candidate

is changed to a new position. xij(t + 1) is calculated from the first neuron
(j = 1) to the last neuron (j = mi − L + 1) in the sequence si. The new
motif position is determined by which the internal state is maximum. If
xij(t + 1) > 1

2 , a new motif position is set to tij , and Ê is updated.
5. Repeat the steps 3-4 for sufficiently many times.

In this report, the parameters are kr=0.8, θ=0.9, α=0.45, β=12.0, W=0.001,
and ε=0.01.

j = 1 2 3 4 5 6 · · · · · · · · · · · · · · · · · · · · · mi

i = 1
...

N − 1

N

A G C C T� � · · · · · · � � � �G C C T
.

.

.

.

.

.

A A C C G� � · · · · · · � � � �G A A T
� � � � � � · · · · · · � �G C G T A G G

: Motif candidate �: Neron

Fig. 2. A coding scheme by the chaotic neural network

3 Results

We used Sun Blade 2000 with 1GB memory and gcc compiler on Solaris 8.
To investigate a refractory effect for chaotic search, we prepared an artificial
data set, because it might be better to clarify the effectivity of the refractory
effect with a simpler data set. The data set has 20 sequence (N=20), and each
sequences is composed of 600 bases (mi=600, i = 1, 2, ..., 20). We introduced the
same background probability as real DNA sequences [1]. In the data set, only one

50 100 150 200
−0.5
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j
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Fig. 3. An example of a time-series of ζij(t) in a chaotic neuron. Dots show time at
which the (i, j)-th neuron fires.
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motif is embedded in each sequence. The length of the motif is 16 (L = 16). If
the motif is extracted exactly, the relative entropy score takes 1.9632 in this case.

We extracted motifs from the data set using CMS. When the motif position
is changed for 500 times for each sequence in one trial, CMS can find the motif
in a high rate, 96.0% (Table 1). One of the possible reasons for finding the motif
with such a high rate is that the refractory effect efficiently controls firings of
the neurons. Figure 3 shows an example time-series data of refractory effects of
the CMS. The refractory effect suddenly increases after firing a neuron, then it
gradually decreases with exponential decay.

To investigate the refractory effects of the chaotic neurons, we replaced the
original refractory effect ζij(t) by its possible surrogates [10] with which we tried
to extract the motifs. The four surrogates are described as follows:

Case 1: Random time-series whose dynamic range is [0,1] (Fig.4(a)).
Case 2: Random time-series whose dynamic range is same as the original ζij(t)

(Fig.4(b)).
Case 3: Random shuffled time-series of ζij(t) (Fig.4(d)).
Case 4: Random shuffling of exponentially decaying short segments between

two successive firing timings in ζij(t) (Fig.4(e)).

Results of computer simulations are summarized in Table 1. From Table 1, Case
1 and Case 2 cannot extract the motif. The low performance of Case 1 may come
from a different dynamic range from ζij(t). However, we cannot extract motif
with Case 2, whose dynamic range is same as that of the original refractory ef-
fects of CMS. Another possible hypothesis is that frequency histograms of Case
1 and Case 2 described above is different from that of the original ζij(t), because
the surrogate series are produced randomly. Then, we try to extract motifs by
introducing a constraint: the surrogate time-series has the same frequency his-
togram as ζij(t). Then, we randomly shuffled temporal indices of the original
ζij(t) (Case 3). This approach, however, cannot extract the motif again.

The most different point between the surrogate refractory effects of Cases 1,
2 and 3 and the original ζij(t) is now clear: The original ζij(t) has exponential
decay parts between successive firing timings. The values of the original ζij(t)
recover exponentially with time. On the other hand, the surrogate refractory ef-
fects described above do not show such behavior. It may be important to weaken
the value of the refractoriness gradually. To investigate this effect, we made the
fourth surrogate. In the fourth surrogate (Case 4), exponential decay segments in
the original ζij(t) are identified and are randomly shuffled (Fig.1(e))). However,
the motif cannot be found even by this method (Table 1).

The firing rates of Cases 1, 2, 3, and 4 (β = 12.0) and the original are different.
In order to increase the firing rate, we change the value of β. As a result, although
the firing rates of the neurons increase (β = 8.0), these cases cannot extract
the motifs. Thus, the low performance does not originate from the low firing
rates. The results indicate that the refractory series of the above methods cannot
effectively control the neurons. This is attributed to the fact that the strength of
these surrogate refractory effects do not increase after firings of neurons, because
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Fig. 4. Examples of time-series of ζij(t)

they are decided without relation to states of the neurons. It may be important
to strengthen the refractory effects after firings of neurons.

In the CMS, parameter α controls strength of the refractory effects after the
firing. Then, to investigate the refractory effects of post firings of the neurons,
we tried to extract the motifs by replacing Eq.(2) by the following three cases:

Case 5: ζij(t + 1) = −U(t)xij(t) + krζij(t) + θ(1 − kr), where U(t) is a uniform
random number whose dynamic range is [0,1].

Case 6: ζij(t+1) = −U ′
ij(t)xij(t)+krζij(t)+θ(1−kr), where U ′

ij(t) is a uniform
random number whose dynamic range is same as Rij(n). Here, Rij(n)
is the n-th value of the strength of refractory effects after the n-th
firing of the (i, j)-th neuron in the CMS (Fig. 5).

Case 7: ζij(t + 1) = −R′
ij(n)xij(t) + krζij(t) + θ(1 − kr), where R′

ij(n) is a
random shuffled time-series of Rij(n) (Fig. 5).

At first, we extracted the motif in Case 5. Although the firing rate of the neurons
is the same as the CMS, Case 5 cannot extract the motifs. This low performance
may come from a difference in the strength of refractoriness. Thus, we extracted
the motif with refractoriness whose dynamic range is same as the range of the
CMS (Case 6). As a result, we can find the motifs with very high performance
94.0% (Table 1). The result of Case 6 indicates that if we use the same frequency
histogram of Rij(n) as the original CMS, the success rate becomes closer to the
CMS. In addition, we also introduce the random shuffled time-series of Rij(n),
denoted by R′

ij(n) (Case 7). As a result, we can get almost the same performance
with Case 6. The results of Cases 6 and 7 indicate that it is important to increase
the refractory effect after firing of the neuron with a proper strength.

4 Conclusions

In this paper, we examined the refractory effect, probably a simple mechanism
of memorizing the past searching history, to the motif extraction problems by
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Fig. 5. Schematic representation of refractory effect time-series of Rij(n) in the CMS

Table 1. Solving performance of CMS, and the surrogate refractory effects. Numerals
are average probabilities for finding motifs, and firing rates of the neurons in 100
trials(%).

Refractory effect Success rate (%) / Firing rate of neurons (%)

CMS 96.0 / 13.4117

β = 12.0 β = 8.0
Case 1 4.0 / 8.3438 10.0 / 13.6525
Case 2 6.0 / 7.2327 6.0 / 12.4478
Case 3 8.0 / 4.8701 4.0 / 11.5785
Case 4 6.0 / 4.7689 8.0 / 11.3286

Case 5 17.0 / 13.5295
Case 6 94.0 / 12.7001
Case 7 94.0 / 13.4910

CMS. As a result, the motifs can be found in case that dynamic range of strength
of refractory effects after the corresponding neuron fires is same as the CMS. The
results indicate that the refractory effect after firing of a neuron is an important
factor. However we cannot find the motif if we set the strength too strong. It is
important to set appropriate amount of the strength.
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and R.Hosaka, for their valuable comments and discussions. This research was
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Abstract. In this work, we propose a new greedy clustering algorithm
to identify groups of related genes. Clustering algorithms analyze genes
in order to group those with similar behavior. Instead, our approach
groups pairs of genes that present similar positive and/or negative inter-
actions. Our approach presents some interesting properties. For instance,
the user can specify how the range of each gene is going to be segmented
(labels). Some of these will mean expressed or inhibited (depending on
the gradation). From all the label combinations a function transforms
each pair of labels into another one, that identifies the type of interac-
tion. From these pairs of genes and their interactions we build clusters
in a greedy, iterative fashion, as two pairs of genes will be similar if they
have the same amount of relevant interactions. Initial two–genes clusters
grow iteratively based on their neighborhood until the set of clusters does
not change. The algorithm allows the researcher to modify all the cri-
teria: discretization mapping function, gene–gene mapping function and
filtering function, and provides much flexibility to obtain clusters based
on the level of precision needed.

The performance of our approach is experimentally tested on the yeast
dataset. The final number of clusters is low and genes within show a
significant level of cohesion, as it is shown graphically in the experiments.

1 Introduction

In any biologic process, cells and genes in particular play an important role which
can be measured by their different levels of expression. These levels depend on the
type of process, on the stage, and on the experimental condition that is analyzed.
The knowledge about these, under a specific situation, helps to understand the
function that genes play in a particular biological process.

Current works accomplished by researchers in the Bioinformatic field, like
SAGE [1] for measuring gene expression, or like [2, 3] to store this gene expression
in structure denominated microarray, make possible the simultaneous study of
numerous genes under different conditions. Many different approaches have been
applied to analyze this structure, including principal component analysis [4] as
well as supervised [5] and unsupervised [6–10] learning. In unsupervised learning,
clustering techniques are used to identify groups of genes that show the same
expression pattern under different conditions.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1111–1120, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



1112 N. Díaz–Díaz et al.

[6] applied the k–means algorithm to find clusters in yeast data. In [7] graph–
theoretic and statistical techniques were used to identify tight groups of highly
similar elements. In [8] a memetic algorithm is presented, i.e., a genetic algorithm
combined with local search -based on a tree representation of the data - for
clustering gene expression data. With this aim, in [9] is explored a novel type
of gene–sample–time microarray data sets, which records the expression levels
of various genes under a set of samples during a series of time points. Even
evolutionary algorithm [10] have been used to discover clusters in gene expression
data.

All of these methods are based on the idea of grouping those genes that show
the same behavior. In this work, we propose a novel clustering algorithm to
identify groups of related genes based on the idea of clustering pair of genes
which present the same type of interaction.

In broad outlines, the remainder of the paper is organized as follows. In sec-
tion 2, the characteristics of our approach are detailed. Later in Section 3, we
describe the results of our experiments. Finally, the most interesting conclusions
are summarized in Section 4.

2 Description

The algorithm presented in this paper can be divided into four steps: encod-
ing of each gene expression (segmentation), representation of the interaction of
every two genes (gene–gene interaction), filtering of most representative inter-
actions (filtering), and clustering interactions (neighborhood–based clustering).
The overall approach, named InterClus, is illustrated in Algorithm 1. Each
step represents a line of code in the algorithm.

Algorithm 1. Interclus
INPUT M: microarray (Conditions,Genes)

Ω: alphabet of discretization
α: discretization mapping
Π : alphabet of interactions
β: interactions mapping
F : Filter

OUTPUT S: Set of Clusters
begin

M ′=Segmentation(M,Ω,α)
M ′′=Encoding_Gene–Gene_Interactions(M ′,Π ,β)
L=Filtering(M ′′,F ,Π)
S=Build_Set_of_Clusters(L)

end

The first three steps of the process are depicted in Figure 1. Each of these
steps is described in detail in the next subsections. In addition, the last step,
neighborhood–based clustering is also explained.
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Fig. 1. First three steps of Algorithm 1. First step: definition of the discretization
mapping function to obtain a discretized matrix. Second step: definition of the gene–
gene interaction mapping function to obtain the gene–gene interaction matrix. Third
step: selection of gene–gene interactions that satisfy the filtering criterion.

2.1 Segmentation

The first step addresses the segmentation of each gene expression level. Due
to the fact these levels are represented by numerical values, the segmentation is
done by discretizing the range of values. In this way, different labels are obtained
according to the gene expression level under particular stimulus (experimental
condition). However, the discretization is local, i.e., the same expression level for
two different genes might transform into different labels.

To carry out the discretization, we need to define an alphabet Ω, which is
used to provide labels for the mapping, and a mapping function α, which is
used to assign labels from Ω to the numerical values. The definition of Ω and
α is provided by the user: characters for Ω and a discretization mapping table
for α, in which the user can also make use of symbols ∞, μ and σ, standing
for infinite, mean and standard deviation. Any expression that uses these special
symbols is valid, together with arithmetical operators and numbers. For instance,
in Figure 1, the first step transforms the gene expression level matrix into a
discretized matrix by using the discretization mapping α, defined over a three–
symbol alphabet Ω = {I, M, E}. If the gene expression level is in (−∞, μ − σ)
then the label “I” is assigned (inhibited); if it is in [μ − σ, μ + σ], then the label
is “M” (medium); and finally, if it is in (μ + σ, +∞), then “E” (expressed). An
expression like μ + 2σ is also feasible, and any number of labels as well.
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Note that although we use values like μ or σ, these values are different for each
gene, so the discretization is local. A value of 0.6 for a gene can mean “expressed”,
and perhaps “inhibited” for another one, where both states translate further into
labels.

2.2 Gene–Gene Interaction

Once each gene expression level has been labelled, we will focus on the inter-
action between every pair of genes. Firstly, another alphabet Π is needed to
assign a label to any possible combination of gene pairs. For example, we might
be interested in differentiating the interaction inhibited–expressed from the in-
teraction expressed–expressed. In general, the size of the set Π is, at maximum,
the square of the size of the set Ω, although usually should be lower. In Fig-
ure 1, it is shown in the first step that |Ω| = 3, and in the second step, the
gene–gene interaction mapping has exactly 9 combinations, but the size of the
alphabet Π is 5, corresponding to {Z,S,P,N,Q}. In this example, Z stands for
null, S for similar, P for positive, N for negative, and Q for both expressed. The
interaction mapping function β is also defined by the user, as a mapping table,
β : Ω × Ω → Π .

As the microarray has M genes and N experiments, for each gene, M − 1
interactions with the remaining genes are needed. In short, there will be M ×
(M −1) interactions, as it is illustrated in Figure 2. The left–hand side of Figure
2 represents the discretized matrix obtained after the first step, in which rows
mean experiments and columns mean genes. The values Dij of a specific row
and column are discrete, belonging to the alphabet Ω. To the right, any possible
pair of different genes is enumerated in columns. In general, gene i can interact
with other M − 1 genes. The value Iij,k of a row k and a column represents
the symbol from the alphabet Π obtained after analyzing the two genes i and j
involved in the interaction under the experiment k.

The new matrix M ′′ encodes the information of all possible interactions, al-
though not every one might be interesting. For example, in Figure 1, we see in
the table generated by the second step that many columns have only the symbol
“S”, which means similar, i.e., there is no significant up– or down–regulation in
this case. The first column shows that genes 1 and 2 have similar behavior, so
its interaction is not relevant. In this way, we might withdraw much irrelevant
information if we were able to select the most interesting patterns in columns.
That is the aim of the third step, described in the next subsection.
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Algorithm 2. Step–3 Filtering
INPUT M ′′: Interaction Matrix

F : Filter
Π : alphabet of interactions

OUTPUT LF : List of gene subsets
begin

LF := {}
for all pair of gene (gi, gj) with i �= j do

Se := {}
for all experiment ek do

Se := Se + Iij,k

end for
S′

e := Filter(Se, F )
LF := LF + S′

e

end for
end

2.3 Filtering

The fact that two genes are inhibited under most or all of the experimental
conditions, has no biological importance. Therefore, this situation can be easily
ignored. When two genes are both expressed under most or all of the exper-
imental conditions, that might have biological meaning. In fact, many studies
only focus on this aspect: the interaction expressed–expressed. In this work, we
are also interested in other cases: for example, when most of the time an in-
hibited gene is related to an expressed gene, and vice verse. And this situation
is especially interesting when the complementary is true as well, i.e., if gene 1
is expressed then gene 2 is inhibited and if gene 1 is inhibited then gene 2 is
expressed. The last situation is more difficult to detect and is one of the main
goals in this work.

Another interesting issue is that what means “most of the time” for a pair of
genes may not have the same meaning for another pair. For example, in Figure
1 the gene 1 is related to genes 2, 3 and 4, in the first three columns. The
most significant behavior is shown by the interaction 1–3, because for the last
experiment the label is “P”. However, if we analyze the gene 2 against genes 1, 3
and 4, the most significant behavior is shown by the interaction 2–4, because for
the experiments 1 and 3 the labels are “N” and “Q”, respectively. This gives some
clues about the strength of interactions, and provides us a specific criterion for
each gene regarding the remainder. Therefore, although the filtering function is
global, the value provided by the filtering function might be different for each
gene. That happens in Figure 1, in the third step, as gene 1 is related to gene
3 (the filter function value is 1), gene 2 is related to gene 4 (the filter function
value is 2), etc. Note that if gene 2 were also related to gene 3 with filter function
value equal to 1, this interaction will not be chosen as the maximum value for
the filter function was 2.
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g1: g2 [I12,1; ...; I12, N]

gM [I1M,1; ...; I 1M, N]

.

.
gM: g1 [IM1,1; ...; IM1, N]

gM-1 [IM M-1,1; ...; I M M-1, N]

Filter: F

C1,F
depends on

g1,g2
.

g1,gm

and F

CM,F
depends on

gM,g1
.

gM,gM-1

and F

grouped by each gene

.

.

g1: SC1,F

gM: SCM,F

after filtering

.

.

Fig. 3. Filtering process

In Figure 3 is depicted the use of filtering, where Ci,F denotes the con-
ditions established for the gi–interactions using the filter F , and SCi,F rep-
resents the subset of genes whose interactions satisfy the condition Ci,F . As
explained earlier, for the example in Figure 1, the condition C1,F would be
max(|P | + |Q| + |N |) = 1, but C2,F would be max(|P | + |Q| + |N |) = 2.

The filtering algorithm is illustrated in Algorithm 2, where LF denotes the
list of all the subsets SCi,F . That is, LF = {SC1,F , SC2,F , ..., SCM,F }. After this
process, the filtering algorithm will generate the list of subsets of genes related to
each one, if exists. In Figure 1 is provided, in the third step, the list of four subsets
of genes, each of them with only one gene, by using the filter max(|P |+|Q|+|N |).

Also, in this filtering process is possible to establish a minimum threshold. This
value will have been satisfied for each Ci,F , so that if the condition established
for gi-interactions do not satisfy it, SCi,F will be empty and, therefore, it will not
be part of LF . In this way, we manage to give greater power to the filter function,
since it is possible to select those gene interactions that fulfil the filtering criterion
a minimum number of times.

Note that it does not make sense to establish this threshold in a value greater
than the number of experiments of the original dataset, because all of the SCi,F

subsets will be empty, and so, the LF list as well.

2.4 Neighborhood–Based Clustering

Once the relevant interactions between each pair of genes have been obtained, it
is time to cluster them. The clustering algorithm, named SNN (Similar Nearest
Neighbor), is based on the similarity of groups, instead of analyzing pairs of
elements. It builds clusters by grouping genes whose neighbors are similar. SNN
stars considering each gene as a separate cluster and at each step merges clusters
which have exactly the same neighbors. Thus, the concept of neighborhood is
redefined to handle correctly with clusters of neighbors.

Definition 1 (Neighborhood of a gene). The neighborhood Ng(i, F ) of a
gene gi using the Filter F , is the set of genes whose amount of relevant interac-
tions with regards to the gene i fulfils the condition Ci,F .

Ng(gi) = SCi (1)
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Algorithm 3. Step–4 SNN

INPUT LF : List of gene subsets
OUTPUT RSC: Set of Clusters
begin

SC := θ
for all gene gi do

RSC[i] := {gi}
end for
repeat

for all cluster Ch ∈ RSC, 1 ≤ h ≤ |RSC| do
NSC[h] := Nc(Ch)

end for
SC := RSC
RSC := Reduction(SC, NSC)

until SC = RSC
end

Algorithm 4. Reduction
INPUT C: Set of Cluster

NSC: Neighbor Set of Cluster
OUTPUT R: Reduced set of clusters
begin

R := C
for all pair (i, j), with 1 ≤ i ≤ j ≤ |C| do

if S[i] = S[j] then
R[i] := R[i]

⋃
C[j]

remove R[j]
end if

end for
end

Definition 2 (Neighborhood of a cluster). The neighborhood Nc(C, F ) of
a cluster c ( cluster neighborhood) using the Filter F , is the set formed by all
the neighborhoods of each gene belonging to the cluster C.

Nc(C) =
⋃

g∈C

Ng(g) (2)

Once every necessary definition to support the algorithm at this step have been
presented, we will describe the code depicted in Algorithm 3. The input pa-
rameter is LF , containing in each position i the neighbors of gi. And the output
parameter is RSC, the reduced set of clusters, where each one comprises a group
of genes. SC is an auxiliary set of clusters and RSC is initially set with clusters
containing only one gene. The process is repeated until RSC has no change at
an iteration. The neighborhood of every cluster is calculated in order to analyze
the possible reduction of the set of cluster, task done by the Reduction function
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(Algorithm 4). The reduction of a set of cluster follows the next criterion: two
clusters are joined if both have exactly the same neighborhood. We are aware
of the restrictive character of this criterion and a relaxation of it is considered
among our future research directions.

3 Experiments

In this section, we address the evaluation of the performance of our approach,
which is experimentally tested on the yeast dataset [6]. This dataset has infor-
mation on 2884 genes under 17 different experimental conditions.

In Table 1 it is shown the discretization mapping. The symbols μi and σi

denote the mean and the standard deviation, respectively, of the expression
levels of gi under the whole set of experiments. Thus, the gi expression level
under ek will be labelled as I (inhibited) if it belongs to (−∞, μi + σi), or as E
(expressed) if it belongs to [μi + σi, +∞).

The alphabet Π , used to encode each pair of gene–gene interaction, and the
interaction mapping function β are shown in Table 2. Highly relevant interactions
are those where genes change their state from inhibited to expressed (P) or from
expressed to inhibited (N).

The interaction encoded as Z means that the gene does not take part in the
experiment, and the interaction encoded as S means that there is no visible
influence on each other. Thus, the used filter aims to select those interactions
in which the highest number of P and N is reached. For this dataset we will
establish a threshold value equal to 14 (note that 17 is the maximum). In this
way, we will manage to select those gene–gene interactions which change their
state from inhibited to expressed or from expressed to inhibited in at least 14 of
the 17 experiments. With this filter, those genes whose interaction with others
are P or N are selected, and those whose interaction is S or N are not. These two
last interactions might be chosen as well, although not because of their biological
relevance, but to make possible the comparison of the clusters obtained by using
the filter highest(P,N). Thus, the InterClus process will be repeated three
times with the same configuration but with different filter functions. These filters
will be highest(P,N), highest(Z) and highest(S), respectively. However, we do not
show the cluster obtained with highest(Z) because of its lack of biological interest.

The results obtained using our approach over the yeast dataset has been
shown in Table 3, in which it is shown the five clusters with the highest size for
each filter function. These clusters are ordered decreasingly according to their
sizes. The dimension of each cluster will be shown at column “Size”. The other
column, “Number”, represents the number of clusters which have been obtained

Table 1. Disretization mapping α

Intervals Ω

(−∞, μi + σi) I
[μi + σi, +∞) E
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Table 2. Gene–Gene Interaction Mapping Function β

Ω × Ω Π

I I Z
I E P
E I N
E E S

Table 3. Results obtained using the yeast dataset

F1 =Highest(Z) F2 =Highest(P,N) F3 =Highest(S)
Number Size Number Size Number Cluster

1o 1 164 1 89 1 5
2o 1 116 1 2 - -
3o 1 84 - - - -
4o 1 54 - - - -
5o 1 45 - - - -

Fig. 4. A. Cluster (5 genes) using F3 =Highest(S); B. Cluster (89 genes) using
F2 =Highest(P,N).

with that size. The symbol "-" means that no cluster has been found with at
least two genes. For example, the size of the bigger cluster obtained using F1 is
164 genes, using F2 is 89 genes and 5 using the filter F3. The next clusters found
with these filters (second row) have been one with 116 genes, one with 2 genes
and none, respectively.

We will show two examples of clusters. Figure 4.A shows the first clus-
ter (5 genes) obtained with F3 =Highest(S). Obviously all of the genes are
highly expressed. Figure 4.B shows the first cluster (89 genes) obtained with
F2 =Highest(P,N). In this case, we are mainly interested in the interactions that
lead to changes in the regulation, from inhibited to expressed and vice versa.
These expression levels are encoded using the GenePattern tools [11]. For each
gene under one experimental condition is generated a color which represents
the expression level for this pair gene–experiment. The meaning of this colors



1120 N. Díaz–Díaz et al.

is depicted at the bottom in Figure 4. A preprocessing of the expression level
(standardization and normalization by column) was carried out in order to draw
the clusters using using regular levels of blue (inhibited) and red (expressed).

Figure 4 shows that each cluster groups genes with very similar behavior
pattern, as the colors are almost alike.

4 Conclusions

In this work, we propose a new greedy clustering algorithm to identify groups of
related genes. The approach is based on neighborhood of gene–gene interactions
instead of on expression levels. One of the main features is that the algorithm
allows the researcher to modify all the criteria: discretization mapping function,
gene–gene mapping function and filtering function, and provides much flexibility
to obtain clusters based on the level of precision needed. The performance of our
approach is experimentally tested on the yeast dataset. The final number of
clusters is low and genes within show a significant level of cohesion, as it is
shown graphically in the experiments.
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Abstract. This paper proposes a Flexible Neural Tree (FNT) model
for informative gene selection and gene expression profiles classification.
Based on the pre-defined instruction/operator sets, a flexible neural tree
model can be created and evolved. This framework allows input vari-
ables selection, over-layer connections and different activation functions
for the various nodes involved. The FNT structure is developed using the
Extended Compact Genetic Programming and the free parameters em-
bedded in the neural tree are optimized by particle swarm optimization
algorithm. Empirical results on two well-known cancer datasets shows
competitive results with existing methods.

1 Introduction

The classification of cancers from gene expression profiles is actively investi-
gated in bioinformatics. It commonly consists of feature selection and pattern
classification. In advance, feature selection selects informative features useful to
categorize a sample into predefined classes from lots of gene expression profiles.
Pattern classification is composed of learning a classifier with those features and
categorizing samples with the classifier.

Much research effort has been devoted to exploring the informative gene se-
lection from microarray data. Typical effective feature reduction methods in-
clude principal components analysis (PCA), class-separability measure, Fisher
ratio and t-test. Evolutionary based feature selection methods are alternatives of
the gene selection approaches. A probabilistic model building genetic algorithm
based informative selection method was proposed in [1]. Genetic programming
can be also used to select informative gene and classification of gene expression
profiles [2]. After the gene selection was performed, many candidate classifiers
can be employed for classification of microarray data, including Bayessian net-
work, KNN, neural networks, support vector machine [12], random forest [4] etc..
For a recent review, the reader is refer to ref. [3]. Classification algorithms that
directly provide measures of variable importance are of great interest for gene se-
lection, specially if the classification algorithm itself presents features that make

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1121–1128, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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it well suited for the types of problems frequently faced with microarray data.
Random forest is one such algorithm [4]. The proposed FNT method is another
alternative.

This papers proposes a Flexible Neural Tree (FNT) [5][6] for selecting the
input variables and forecasting exchange rates. Based on the pre-defined instruc-
tion/operator sets, a flexible neural tree model can be created and evolved. FNT
allows input variables selection, over-layer connections and different activation
functions for different nodes. In our previous work, the hierarchical structure was
evolved using Probabilistic Incremental Program Evolution algorithm (PIPE)
with specific instructions. In this research, the hierarchical structure is evolved
using the Extended Compact Genetic Programming (ECGP), a tree-structure
based evolutionary algorithm. The fine tuning of the parameters encoded in the
structure is accomplished using particle swarm optimization (PSO). The pro-
posed method interleaves both optimizations. Starting with random structures
and corresponding parameters, it first tries to improve the structure and then as
soon as an improved structure is found, it fine tunes its parameters. It then goes
back to improving the structure again and, fine tunes the structure and rules’ pa-
rameters. This loop continues until a satisfactory solution is found or a time limit
is reached. The novelty of this paper is in the usage of flexible neural tree model
for selecting the informative genes and for classification of microarray data.

2 The Flexible Neural Tree Model

The function set F and terminal instruction set T used for generating a FNT
model are described as S = F

⋃
T = {+2, +3, . . . , +N}

⋃
{x1, . . . , xn}, where

+i(i = 2, 3, . . . , N) denote non-leaf nodes’ instructions and taking i arguments.
x1,x2,. . .,xn are leaf nodes’ instructions and taking no other arguments. The out-
put of a non-leaf node is calculated as a flexible neuron model (see Fig.1). From
this point of view, the instruction +i is also called a flexible neuron operator
with i inputs.

In the creation process of neural tree, if a nonterminal instruction, i.e., +i(i =
2, 3, 4, . . . , N) is selected, i real values are randomly generated and used for
representing the connection strength between the node +i and its children. In
addition, two adjustable parameters ai and bi are randomly created as flexible
activation function parameters. For developing the forecasting model, the flexible
activation function f(ai, bi, x) = e

−(x−ai
bi

)2 is used. The total excitation of +n

is netn =
∑n

j=1 wj ∗ xj , where xj(j = 1, 2, . . . , n) are the inputs to node +n.
The output of the node +n is then calculated by outn = f(an, bn, netn) =
e−( netn−an

bn
)2 . The overall output of flexible neural tree can be computed from

left to right by depth-first method, recursively.

2.1 Tree Structure Optimization

Finding an optimal or near-optimal neural tree is formulated as a product of evo-
lution. In our previous studies, the Genetic Programming (GP) and Probabilistic
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Fig. 1. A flexible neuron operator (left), and a typical representation of the FNT
with function instruction set F = {+2, +3, +4, +5, +6}, and terminal instruction set
T = {x1, x2, x3} (right)

Incremental Program Evolution (PIPE) have been explored for structure opti-
mization of the FNT [5][6]. In this paper, the Extended Compact Genetic Pro-
gramming (ECGP) [7] is employed to find an optimal or near-optimal FNT
structure.

ECGP is a direct extension of ECGA to the tree representation which is based
on the PIPE prototype tree. In ECGA, Marginal Product Models (MPMs) are
used to model the interaction among genes, represented as random variables,
given a population of Genetic Algorithm individuals. MPMs are represented as
measures of marginal distributions on partitions of random variables. ECGP is
based on the PIPE prototype tree, and thus each node in the prototype tree
is a random variable. ECGP decomposes or partitions the prototype tree into
sub-trees, and the MPM factorises the joint probability of all nodes of the proto-
type tree, to a product of marginal distributions on a partition of its sub-trees.
A greedy search heuristic is used to find an optimal MPM mode under the
framework of minimum encoding inference. ECGP can represent the probability
distribution for more than one node at a time. Thus, it extends PIPE in that
the interactions among multiple nodes are considered.

2.2 Parameter Optimization with PSO

The Particle Swarm Optimization (PSO) conducts searches using a population of
particles which correspond to individuals in evolutionary algorithm (EA) [9]. A
population of particles is randomly generated initially. Each particle represents
a potential solution and has a position represented by a position vector xi. A
swarm of particles moves through the problem space, with the moving velocity of
each particle represented by a velocity vector vi. At each time step, a function fi

representing a quality measure is calculated by using xi as input. Each particle
keeps track of its own best position, which is associated with the best fitness it
has achieved so far in a vector pi. Furthermore, the best position among all the
particles obtained so far in the population is kept track of as pg. In addition
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to this global version, another version of PSO keeps track of the best position
among all the topological neighbors of a particle. At each time step t, by using the
individual best position, pi, and the global best position, pg(t), a new velocity
for particle i is updated by

vi(t + 1) = vi(t) + c1φ1(pi(t) − xi(t)) + c2φ2(pg(t) − xi(t)) (1)

where c1 and c2 are positive constant and φ1 and φ2 are uniformly distributed
random number in [0,1]. The term vi is limited to the range of ±vmax. If the
velocity violates this limit, it is set to its proper limit. Changing velocity this
way enables the particle i to search around its individual best position, pi, and
global best position, pg. Based on the updated velocities, each particle changes
its position according to the following equation:

xi(t + 1) = xi(t) + vi(t + 1). (2)

2.3 Procedure of the General Learning Algorithm

The general learning procedure for constructing the FNT model can be described
as follows.

1) Create an initial population randomly (FNT trees and its corresponding
parameters);

2) Structure optimization is achieved by using the ECGP algorithm;
3) If a better structure is found, then go to step 4), otherwise go to step 2);
4) Parameter optimization is achieved by the PSO algorithm as described in

subsection 2. In this stage, the architecture of FNT model is fixed, and it is
the best tree developed during the end of run of the structure search. The
parameters (weights and flexible activation function parameters) encoded in
the best tree formulate a particle.

5) If the maximum number of local search is reached, or no better parameter
vector is found for a significantly long time then go to step 6); otherwise go
to step 4);

6) If satisfactory solution is found, then the algorithm is stopped; otherwise go
to step 2).

2.4 Feature/Input Selection Using FNT

It is often a difficult task to select important variables for a forecasting or clas-
sification problem, especially when the feature space is large. A fully connected
NN classifier usually cannot do this. In the perspective of FNT framework, the
nature of model construction procedure allows the FNT to identify important in-
put features in building a forecasting model that is computationally efficient and
effective. The mechanisms of input selection in the FNT constructing procedure
are as follows. (1) Initially the input variables are selected to formulate the FNT
model with same probabilities; (2) The variables which have more contribution
to the objective function will be enhanced and have high opportunity to survive
in the next generation by a evolutionary procedure; (3) The evolutionary opera-
tors i.e., crossover and mutation, provide a input selection method by which the
FNT should select appropriate variables automatically.
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3 Cancer Classification Using FNT Paradigms

3.1 Data Sets

The colon cancer dataset contains gene expression information extracted from
DNA microarrays [1]. The dataset consists of 62 samples in which 22 are normal
samples and 40 are cancer tissue samples, each having 2000 features. We ran-
domly choose 31 samples for training set and the remaining 31 samples were used
as testing set. (http://sdmc.lit.org.sg/GEDatasets/Data/ColonTumor.zip). The
leukemia dataset consists of 72 samples divided into two classes ALL and AML
[14]. There are 47 ALL and 25 AML samples and each contains 7129 features.
This dataset was divided into a training set with 38 samples (27 ALL and 11
AML) and a testing set with 34 samples (20 ALL and 14 AML) (Availble at:
http://sdmc.lit.org.sgGEDatasets DataALL-AML Leukemia.zip).

3.2 Colon Cancer

The data was randomly divided into a training set of 30 samples and testing set
of 12 for 50 times, and our final results were averaged over these 30 independent
trials (Fig. 2). A FNT model was constructed using the training data and then
the model was used on the test data set. The instruction sets used to create an
optimal FNT forecaster is S = F

⋃
T= {+5, +6, . . . ,+9}

⋃
{x0, x1, . . . , x1999}.

Where xi(i = 0, 1, . . . , 1999) denotes the 2000 input variables (genes) of the
classification model.

x337

+6

+9 + 8
x328 x499 x1323

x759 x768 x890 x1048 x349 x1260 x374 x340 x101 x1007
x36 x854 x92 x504 x1172 x540 x1373

Fig. 2. An evolved best FNT for colon data classification

x2356

+ 5

+9 + 6
x3251 x84

x1740 x5038 x2642 x2112 x6300 x2418 x2988 x6884 x769
x5957 x4726 x4537 x818 x4168 x6465

Fig. 3. An evolved best FNT for leukemia data classification
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Table 1. The extracted informative genes in case of Colon dataset

x337, x328, x759, x768, x890, x1048, x349, x1260, x374, x340, x101, x499, x1007, x36, x854, x92,

x504, x1172, x540, x1373, x1323

Table 2. The extracted informative genes in case of leukemia dataset

x2356, x3251, x1740, x5038, x2642, x2112, x6300, x2418, x2988, x6884, x769, x5957, x4726, x4537,

x818, x4168, x6465, x84

Table 3. The best prediction rate of some studies in case of Colon dataset

Classifier Classification rate (%)
GA+SVM [10] 84.7± 9.1
Bootstrapped GA+SVM [11] 80.0
Combined kernel for SVM [12] 75.33±7.0
FNT (This paper) 97.09±0.018

Table 4. The best prediction rate of some studies in case of Colon dataset

Classifier Classification rate (%)
Weighted voting [8] 94.1
Bootstrapped GA+SVM [11] 97.0
Combined kernel for SVM [12] 85.3±3.0
Multi-domain gating network [13] 75.0
FNT (This paper) 99.6±0.021

A best FNT tree obtained by the proposed method is shown in Figure 2. It
should be noted that the important features for constructing the FNT model
were formulated in accordance with the procedure mentioned in the previous
section. These informative genes selected by FNT algorithm is shown in Table 1.

For comparison purpose, the classification performances of a genetic algorithm
trained SVM [10], Bootstrapped GA+SVM [11], Combined kernel for SVM [12]
and the FNT method proposed in this paper are shown in Tables 3. It is observed
that the proposed FNT classification models are better than other models for
classification of microarray dataset.

3.3 Leukemia Cancer

As mentioned in Sec. 3.1, the Leukemia dataset is already divided into train-
ing and testing set. To setup the 30 independent trials, A FNT model was
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constructed using the training data and then the model was used on the test
data set. The instruction sets used to create an optimal FNT forecaster is
S = F

⋃
T= {+5, +6, . . . ,+9}

⋃
{x0, x1, . . . , x7128}. Where xi(i = 0, 1, . . . , 7128)

denotes the 7129 input variables (genes) of the classification model.
A best FNT tree obtained by the proposed method for leukemia cancer clas-

sification is shown in Figure 3. It should be noted that the important features
for constructing the FNT model were formulated in accordance with the pro-
cedure mentioned in the previous section. These informative genes selected by
FNT algorithm is shown in Table 2.

For comparison purposes, the classification performances of Weighted voting
method [8], Bootstrapped GA+SVM [11], Combined kernel for SVM [12], Multi-
domain gating network [13] and the FNT method proposed in this paper are
shown in Table 4. It is observed that the proposed FNT classification models
are better than other models for classification of microarray dataset.

4 Conclusions

In this paper, we presented a Flexible Neural Tree (FNT) model for informa-
tive gene selection and classification of microarray data simultaneously. We have
demonstrated that the FNT classification model may provide better classifier
than the other classification models. The experimental results also shown a sig-
nificantly improvement in classification accuracy compare to other classifiers
especially in case of Leukemia cancer dataset. This implies that the proposed
FNT model can be used as a feasible solution for classification of microarray
data.
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Abstract. Since 1960s unexpected communication activity between signaling 
pathways and signaling molecules in cells has been very often observed. As 
there is no biological theory to interpret it, this activity has been termed as 
crosstalk, unwanted communication. So far, no computer or statistical models 
have been developed for modeling crosstalk between signaling proteins 
although studying crosstalk between signaling pathways in wet laboratory has 
been one of the main stream. As the first attempt in the world, we have 
investigated multivariate crosstalk models. The simulation shows that such 
statistical crosstalk models work very well although more investigations are 
needed.  

Keywords: Multivariate models, crosstalk, systems biology. 

1   Introduction 

Over the past decades, many signaling molecules (proteins, lipids and ions) have been 
identified and the way through which they communicate via signaling pathways have 
been elucidated. Extracellular cues trigger multiple sequential events in which 
signaling proteins are physically and chemically modified; e.g. covalent modifications 
(phosphorylation), recruitment, allosteric activation or inhibition and binding of 
proteins; affect subsequent proteins and culminate in a specific phenotypic cellular 
response [1]. As more and more interactions between signaling pathways are 
identified, it has become apparent that signaling does not necessarily occur only in 
parallel linear pathways, but rather through a large and complex network of 
interacting signaling networks [2]. With signaling proteins from different pathways 
interacting directly (e.g. phosphorylation) or indirectly (e.g. via regulation of gene 
expression), it is now understood that interpathway cross-talk can reflect underlying 
complexities within a cellular signaling network causing the output of a signaling 
pathway to depend non-linearly on the input [3], [4]. 

Crosstalk is generally described in biochemistry and molecular biology as indirect 
influences between signaling pathways. The term encompasses positive and negative 
signaling, layered changes in gene expression and feedback between signaling 
proteins [5]. Crosstalk can also be described as specific interactions between proteins 
of more than one signaling pathway. Crosstalk events can be observed when there is a 
shared component between two or more different pathways or in protein-protein 
interactions. This general and specific description implies that crosstalk acts to 
balance signal specificity (e.g. one output for one specific input) and signal 
integration (e.g. one output for many inputs).  
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While to some researchers crosstalk is unwanted or insignificant exchange of 
information and specific crosstalk between signaling components are exciting but 
apparently rare, many biological experiments have documented and confirmed that 
inhibiting one signaling pathway may have a positive or negative influence on other 
signaling proteins in other pathways. Since 1960, biological studies of crosstalk have 
increased exponentially suggesting that crosstalk is an important phenomenon in cell 
signaling; which begs the question: to what extent does the consequence of crosstalk 
affect the robustness of a signaling cell. Fig 1 shows the number of published articles 
in PubMed since 1960. 

Number of articles in PubMed.
Suvery done at 15:30 on Wednesday 22 February 2006.

Number in 2006 is an estimation.
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Fig. 1. Experimental studies on crosstalk since 1960 till date 

Machine learning techniques have a rich history in bioinformatics studies. In recent 
research, machine learning methods have been applied to protein data to understand 
signal-response cascade relationships [6] and find casual relationships among 
biological pathways with success. They can represent complex non-linear 
relationships among multiple interacting molecules; they can accommodate noise 
which is inherent in biological data and describe statistically meaningful direct as well 
as indirect influences that proceed through addition unobserved components. As a 
motivating study, we test the use of linear systems to study potential crosstalk 
between proteins with a view of developing a sophisticated multivariate method for 
further in-depth study of crosstalk in cell signaling. 

2   Methodology 

2.1   Data 

Quantitative experimental measurements of proteins – their levels, states, location and 
activity – is more challenging when relative to gene level measurements. The dataset 
employed in this study are intracellular multicolor flow cytometry measurements of 
phosphorylated proteins and phospholipids [6]. Flow cytometry data $is correlated 
and allows for the simultaneous quantitative measurement of the protein’s expression 
level as well as measures of protein modification states such as phosphorylation. The 
datasets were created to analyse the crosstalk between proteins from one pathway 
(source proteins) with a protein from another pathway (target proteins). The proteins 
were studied under initial and inhibited conditions. 
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Fig. 2. A graphical illustration of conventionally accepted signalling molecule interactions 

For the first study, we use as source proteins PKC (protein kinase C), PKA (protein 
kinase A), Raf-1, MEK and ERK and as the target protein p38. Stimulations are done 
on two datasets: (a) uninhibited data (853 data points) (b) inhibited data using MEK 
inhibitor U0126 (799 data points). For the second study, we use as source proteins: 
PKC (protein kinase C), Raf-1, MEK, PIP3 and Akt, and as the target protein we use 
ERK. Stimulations are done on two datasets: (a) uninhibited data (853 data points) (b) 
inhibited data with PI3K inhibitor LY294002 (848 data points). 

2.2   Algorithms  

In this study, we have employed three simple multivariate regression algorithms. 
They are least squares error regression [7], Lasso regression [8] and Ridge regression 

[9]. Denote the data set as ≤≤= nnn t 1},{xD , where d
n R∈x  is the nth input vector 

(d is the dimensionality indicator) and R∈nt  is the nth target. Note that nx  is a 

collection of flow cytometry measurements for d phosphorylated source proteins in 
the nth cells and nt  is the flow cytometry measurements for the target protein in the 

nth cell. Because of many uncertainty factors, both nx  and nt  vary with cells. It is 

believed that there must be some quantitative relationship between nx  and nt . A 

regression model is therefore defined as 

Xwy =  (1) 

where T
21 ),,,( yyy=y is the model output vector, T

21 ),,,( dwww=w  is the 

model weight vector and dmnnmx ≤≤≤≤= 1,1}{X  is the input matrix. The error model 

can be defined as 

yte −=  (2) 

where T
21 ),,,( eee=e  is the error vector and T

21 ),,,( ttt=t  is the target vector. 

Using the least squares error regression algorithm, the error function is defined as 

eeT

2

1=O  (3) 
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Minimizing the error function leads to the pseudo-inverse solution as 

tXXXw T1T )( −=  (4) 

The use of the least squares error regression algorithm may make the built model 
over-fitting to data. The Lasso and Ridge regression algorithms are the alternatives. 
Using the Ridge regression algorithm, the error function is 

) (
2

1 TT wwee λ+=O  (5) 

Minimizing the error function leads to the solution as 

tXIXXw T1T ) ( −+= λ  (6) 

Using the Lasso regression algorithm, the error function is 

|)| (
2

1 T wee λ+=O  (7) 

As the derivative function is not continuous, the solution to the equation is a little 
complicated. Limited by the space, we don’t expand to this subject. Readers are 
referred to the article [8]. 

2.3   Experimental Design  

In simulation, each model is built on randomly selected 90% of data points and 
validated on the rest. This is repeated for 10,000 times. Based on 10,000 models, 
mean and standard deviation values are calculated for each weight. We then review 
literatures to see if the multivariate crosstalk models are able to identify 

1) Enhanced or inhibited crosstalk 
2) Direct or indirect crosstalk 

We use the following hypothesis in interpreting the results biologically. We 
propose that the signs of the derived weights suggest that the relationship between the 
source protein and target protein is enhanced in case of a positive sign (+) or 
inhibition in the case of a negative sign (-).We also propose that the magnitude of 
each weight could determine how much influence the source protein exerts on the 
target protein. In the case of a low magnitude, we propose a reduced influence while a 
strong magnitude suggests a direct influence. Otherwise it is regarded as indirect. 

3   Results and Discussions 

A. Case study 1 
Mitogen-activated protein kinases (MAPKs) are serine/theorine kinases that transmit 
signals from extracellular stimuli to multiple substrates controlling such fundamental 
cellular processes as proliferation, differentiation, cell growth, survival and apoptosis 
[10].There are three major subfamilies of the MAPKs: extra-cellular signal-regulated 
kinases (ERKs), JNKs and p38 kinases. While the ERK family MAPKs generally 
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regulate cell growth and differentiation, the JNK and p38 family MAPKs mediate stress 
and inflammatory responses [10]. It has been proposed that the balance between the 
stress kinases activity (JNK and p38) and that of ERK decides the fate of the cell [11].  

In the case study, we studied possible crosstalk between the Raf-MEK-ERK 
pathway and the p38 pathway in the presence of a MEK inhibitor. Figure 3 shows 
only the derived weights for Lasso regression due to lack of space. For the dataset 
with inhibition, the Mek inhibitor U0126 prevents phosphorylation of Erk 1/2 in the 
MAPK cascade. The results obtained from our stimulations suggested that crosstalk 
takes place upstream of MEK when considering the assigned weights to both proteins 
Raf and MEK.MEKK1, an upstream mediator of the MEK pathway, has reported to 
act as an E3 ligase and mediate ubiquitination and degradation of ERK [12], which 
suggests that a signal transduction molecule can directly suppress other signaling 
molecules as well as implies that the crosstalk with p38 might have occurred upstream 
from MEK. Phosphatases or scaffold proteins for the MAPK kinase could also have 
been involved in the crosstalk events [11]. 

The weights assigned to PKC and PKA also suggests relationships between the 
proteins and p38 for both datasets. While the influence of PKA and PKC on p38 
could be via their respective MAPK kinases, PKA is also known to crosstalk with the 
MAP kinase cascade. There is evidence of crosstalk between MAP-kinase p38 and 
PKA in the form of a negative feedback when p38 activity is inhibited as seen in adult 
mouse cardiomyocytes [13]. Figure 4 denotes the correlation of targets to prediction 
for the Lasso regression algorithm. 

B. Case study 2 
Phosphatidylinositol 3 kinase (PI3K) kinases and mitogen-activated protein kinases 
(MAPKs) have been implicated in diverse cellular functions, including proliferation, 
migration and survival. A crucial downstream target of the PI3K is the 
serine/threonine kinase Akt. Akt activation promotes various cell responses that are 
associated with cell division, including increased cell size, suppression of apoptosis, 
inactivation of cell cycle inhibitors, and induction of cyclin and cytokine gene 
expression [14]. 

 

Fig. 3. Lasso results for ERK pathway – p38 pathway with and without inhibitions 

In this case study, we investigate the crosstalk phenomenon between the Raf-
MEK-ERK and PI3K-AKT pathways. We use ERK as the target protein since ERK 
activity mirrors the activity of Raf-1, although with slightly delayed kinetics due to  
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the downstream position of ERK. Our results shows a relationship between Akt and 
ERK, with the weight assigned to Akt reflecting the crosstalk influence of Akt on the 
ERK pathway. On analysing results of the inhibited dataset, inhibition of PI3K with 
LY294002 should reduce the phosphorylation of Akt; however a positive weight is 
assigned to Akt in relation with ERK. Figure 5 shows that the partial correlation graph 
for the ERK and Akt data used depict a linear relationship between the two proteins 
suggesting the results have been true to the data provided. 
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Fig. 4. Correlation between targets and prediction for Lasso regression algorithm for ERK – 
p38 dataset 

MEK is upstream of ERK in the MAPK cascade and the weight assigned to the 
protein kinase MEK reflects an inhibited influence on ERK which is seen in the Ras-
Raf-MEK-ERK pathway when Raf-1 is phosphorylated by Akt. Various PKC family 
members have been shown to activate the ERK pathway in vitro and in intact cells. In 
some cells, it is possible that crosstalk between PI3K/Akt and Raf-1 pathways is 
mediated in part by PKC [15]. There is also a positive feedback loop between ERK 
and PKC in the MAPK cascade. Our results suggest a relationship between PKC and 
ERK either as part of the crosstalk with PI3K/Akt or via direct interactions with MEK 
downstream of Ras. On considering the weights of Raf-1 and PIP3, the magnitudes of 
the weights suggest that Raf-1 and PIP3 have indirect or insignificant crosstalk with 
ERK. Figure 6 shows the derived weights and Figure 7 shows the correlation between 
the targets to predictions for only the Lasso regression algorithm due to lack of space. 
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Fig. 5. Correlation graph of ERK and AKT with inhibition 
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Fig. 6. Lasso results for PI3K pathway – ERK pathway with and without inhibitions 
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Fig. 7. Correlation between targets and prediction for Lasso regression algorithm for PI3K 
pathway – ERK pathway 

Crosstalk between proteins can be quite complex depending on type of ligand, ligand 
concentration and intensity of signaling. Given time series data, the algorithms could 
have potentially captured precise results at different time points. In our stimulations we 
have only captured crosstalk between proteins of only two pathways. However, 
considering the overall signaling in a cell, crosstalk between proteins of two specific 
pathways might actually be influenced by crosstalk with a third pathway, which we 
have not measured. Improvement in the quality of data points and the implementation of 
time series data could provide more in-depth and precise insight into crosstalk, thereby 
analysing the robustness of cell signaling as a consequence of crosstalk. 

4   Conclusion 

It is now a well-established fact that cell signaling pathways are not independent and 
the increasing evidence for the complex signaling topology suggest non-linear inter-
pathway crosstalk. As the first attempt, we have studied the potential crosstalk 
between signaling proteins from one pathway with another in both initial and 
inhibited conditions. While linear statistical models have proven to work well with 
analyzing crosstalk between proteins as initial research, correlation graphs between 
proteins in the dataset depict a more non-linear relationship. Further work would 
focus on developing more sophisticated multivariate models to capture the non-
linearity of crosstalk activity between pathways. 
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Abstract. The rapid development of methods that select over/under expressed 
genes from RNA microarray experiments have not yet satisfied the need for 
tools that identify differential profiles that distinguish between experimental 
conditions such as time, treatment and phenotype. We evaluate several microar-
ray analysis methods and study their performance, finding that none of the 
methods alone identifies all observable differential profiles, nor subsumes the 
results obtained by the other methods. Therefore, we propose a machine learn-
ing based methodology that identifies and combines the abilities of microarray 
analysis methods to recognize differential profiles. We encode the results of this 
methodology in decision making association rules able to decide which method 
or method-aggregation is optimal to retrieve a set of genes exhibiting a common 
profile. These solutions are optimal in the sense that they constitute partial or-
dered subsets of all method-aggregations bounded by the most specific and the 
most sensitive available solution. This methodology was successfully applied to 
a study of inflammation and host response to injury  data set derived from the 
analysis of longitudinal blood microarray profiles of human volunteers treated 
with intravenous endotoxin compared to placebo. Our approach was able to un-
cover a cohesive set of differentially expressed genes and novel members ex-
hibiting previously studied differential profiles. This guideline serves as a 
means to support decisions on new microarray problems. 

1   Background 

Advances in molecular biology and computational techniques permit the systematical 
study of molecular processes that underlie biological systems [1]. Particularly, mi-
croarray technology has revolutionized modern biomedical research by its capacity to 
monitor changes in RNA abundance for thousands of genes simultaneously [2].  

To address the statistical challenge of analyzing these large data sets, new methods 
have emerged ([3], [4], [5], [6], [7]). However, there is a dearth of computational 
methods to facilitate understanding of differential gene expression profiles (e.g., pro-
files that change over time and/or over treatments and/or over patients) and to decide 
which is the most reliable method to identify differences across profiles. 

We develop a detailed evaluation of the performance of several commonly used 
statistical methods to identify differential expression profiles. We found that the ap-
plication of these methods return different results applied over the same set of data: 
the methods do not identify all observable differential profiles (genes exhibiting a 



1138 C. Rubio-Escudero et al. 

common behavior throughout experimental conditions). Moreover, none of the meth-
ods subsume the results obtained by the other methods.  

Our study reveals how some methods are able to recognize some differential pro-
files and not others and that some of the not retrieved profiles might contain signifi-
cant genes for the experiment under study. Therefore, we propose a methodology that 
combines the properties of each method into a set of decision making association 
rules ([8], [9], [10]) devoted to discover optimal aggregations of microarray analysis 
methods in an effort to identify differential gene expression profiles. The association 
rules allow users to query for the most appropriate method or aggregation of them to 
retrieve significant genes based on the differential profiles they exhibit.  

To create such set of decision association rules we perform the following steps 
over a set of microarray gene expression data (Fig. 1). First, we extract from the data 
set all genes which behave in a different way from one experimental condition to the 
others (i.e., genes that change over time, treatments and phenotype). We apply several 
classical microarray analysis methods (T-Tests [11], Permutation Tests [6], Analysis 
of Variance [5] and Repeated Measures ANOVA [12]). Second, we create a database 
containing distinct types of differential profiles over time, experiment and subjects 
from previously recovered genes.  
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Fig. 1. Graphical representation of the methodology. The squared boxes represent the phases of 
the methodology, the round cornered boxes correspond to the input/output data at each step, 
and the ellipses the operations performed at each phase. 

Third, we create decision making association rules, where the antecedents are dif-
ferential profiles and the consequents are methods or aggregations of them capable to 
identify the profiles. Fourth, we arrange the association rules into a lattice, where the 
rules are ordered from the most general (top) to the most specific solution (bottom). 
We use this structure to evaluate the performance of the rules by analyzing their 
specificity, sensitivity and cost, applying multiobjective optimization techniques. 
Fifth, we use a selected set of optimal rules as a framework to support new decisions 
about the applicability of microarray analysis methods to retrieve differential gene 
expression profiles.  
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2   Results 

The results are obtained from the application of our procedure to a data set derived 
from longitudinal blood expression profiles of human volunteers treated with intrave-
nous endotoxin compared to placebo. The motivation of these experiments is to pro-
vide insight to the host response to injury as part of a Large-scale Collaborative  
Research Project sponsored by the National Institute of General Medical Sciences 
(www.gluegrant.org) [13]. Analysis of the set of gene expression profiles obtained 
from this experiment is complex, given the number of samples taken and variance due 
to treatment, time, and subject phenotype. Therefore, we believe this problem is typi-
cal and informative as a microarray case study. The data were acquired from blood 
samples collected from eight normal human volunteers, four treated with intravenous 
endotoxin (i.e., patients 1 to 4) and four with placebo (i.e., patients 5 to 8). Comple-
mentary RNA was generated from circulating leukocytes at 0, 2, 4, 6, 9 and 24 hours 
after the i.v. infusion and hybridized with GeneChips® HG-U133A v2.0 from Affy-
metrix Inc., which contains 22216 probe sets, analyzing the expression level of 18400 
transcripts and variants, including 14500 well-characterized human genes. 

2.1   Accuracy of the Statistical Methods 

We investigate the performance of several commonly used statistical methods in iden-
tifying differential expression profiles that change over time, treatments and pheno-
type. We name T-Test as 1M , T-Test considering time as 2M , Permutation Test 
as 3M , Permutation Test considering time as 4M , ANOVA over treatment as 5M , 
ANOVA over time as 6M , ANOVA over treatment and time as 7M , RMANOVA 
over treatment as 8M , RMANOVA over time as 9M and RMANOVA over treatment 
and time as 10M , where considering time refers to the fact that the tests have been 
specifically applied to find differences between time points. For our set of data, we 
found that these methods do not identify all observable distinct profiles. Moreover, 
none of them subsumes the results obtained by other methods (Table 1). Different 
methods retrieve different amounts of probe sets (e.g., the application of 1M over the 
microarray dataset retrieves 962 genes as differentially expressed, whereas 5M re-
trieves 1734 genes, and 3M retrieves 612 genes). The concordance rates between the 
sets of genes retrieved also varies widely, indicating that none of the methods sub-
sumes the others (Table 1)(e.g., from the genes retrieved by 3M , only 31.11% are 
also retrieved by 5M , and 52.29% by 1M .  

2.2   Statistical Methods and Differential Profiles 

We found that there is a relationship between the statistical methods and the differen-
tial profiles they are able to identify, having differential profiles identified by some 
methods and not by others. This type of relation is what we encode in the set of deci-
sion making association rules that we obtain from the application of our methodology. 
In our particular problem, there are genes highly related with the inflammation prob-
lem which exhibit profiles that would not be retrieved applying some of the classic 
microarray analysis methods individually. That is the case of probe set 206011_at, 
which is related in behavior and in function (apoptosis-related cysteine peptidase) to 



1140 C. Rubio-Escudero et al. 

probe sets 211367_s_at and 211368_s_at (Fig. 2(a)), stated as relevant for the in-
flammation problem in [13]. For these particular probe set, the isolated application of 

classical methods such as 1M or 3M  with either default p-value or false discovery, 
rate, depending on what each method uses, would not retrieve such probe set as dif-
ferentially expressed. The same situation applies to probe sets 202076_at and 
210538_s_at, related both in behavior and in function (inhibitor of apoptosis protein 2 
and 1 respectively) (Fig. 2(b)). 

Table 1. Intersection of the results between methods recognizing differentially expressed 
genes. The number in each cell represents the ratio of coincidence between genes retrieved by 
the statistical method in the column and in the row relative to the total number of genes recov-
ered by the method in the row RowColumnRow /)(( ∩ ). 

% 1M  2M  3M  4M  5M  6M  7M  8M  9M  10M  
1M  -- 92.20 52.29 75.05 96.48 69.23 85.55 70.06 61.33 50.52 

2M  56.06 -- 34.07 57.84 85.27 59.54 71.11 62.64 50.57 42.98 

3M  82.19 88.07 -- 96.24 94.77 57.35 78.75 72.87 56.86 46.73 

4M  67.22 85.19 54.84 -- 95.16 55.49 73.65 70.20 51.49 42.83 

5M  55.20 77.80 33.45 58.94 -- 50.28 66.72 66.38 46.42 38.93 

6M  59.04 83.51 31.11 52.84 77.30 -- 89.63 56.56 60.64 49.38 

7M  58.36 79.79 34.18 56.10 82.05 71.70 -- 62.34 57.23 49.07 

8M  57.36 84.34 37.96 64.17 95.96 54.30 74.80 -- 49.62 40.51 

9M  62.10 84.21 36.63 58.21 84.74 72.00 84.95 61.36 -- 72.31 

10M  59.56 83.34 35.05 56.37 82.72 68.26 84.80 58.34 84.19 -- 

In contrast, some other available methods retrieve profiles that do not differ be-
tween the considered experimental conditions. For example, ANOVA, perhaps based 
on the violation of statistical constraints ([14]), retrieves a 43% of genes lacking an 
observable change with the default parameter values. The increase of the specificity 
of these parameters generates severe effects on the sensitivity of other true changes.  

These findings reveal that there are desired and undesired differential profiles 
termed positive and negatively, respectively. For example, some profiles exhibiting 
similarly arranged patterns but shifted over time may be relevant for a specific ex-
periment but not for other. In addition, we also found that methods applied to mi-
croarray profiles are focused on identifying differences among expression patterns 
over treatment and/or time since biological replicates are averaged in the same ex-
perimental group. However, we might also need to detect differences among subjects. 

We create a database with all possible differential profiles derived from genes re-
trieved in our inflammation problem by all available methods (i.e., 28 differential pro-
files). This database contains differential profiles that can be labeled as positive or 
negative according to their interest to be retrieved for a particular study. To validate 
biologically these profiles we calculate the coincidence the coincidence between our 
retrieved differential profiles and external information provided by the Gene Ontology 
database ([15]) showing that genes sharing behaviour are related in function ([16]). 
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Fig. 2. Probe sets in blue are stated as relevant for the inflammation problem in ([13]). Probe 
sets in red are detected by application of our methodology but not by applying some classical 
microarray analysis methods individually. In (a) the probe set in red, 206011_at, is related to 
probe sets 211367_s_at and 211368_s_at (blue) both in expression throughout time and in func-
tion (apoptosis-related cysteine peptidase). In (b) we see the same situation between 202076_at 
in red and 210538_s_at in blue, which have correlated level of expression throughout time and 
share their function (inhibitor of apoptosis protein 2 and 1 respectively).  

The temporal expression data in our database can be averaged or sequentially repre-
sented for each biological replicate. Originally, the database was built based on the in-
flammatory response patterns, which is based on a very robust microarray experiment 
([13]). Now, it is being updated with experiments provided from different sources 
such as the Ventilator Associated Pneumonia (unpublished results). 

The application of our methodology to the database of differential profiles allowed 
the optimal retrieval of the desired differential profiles. For example, if we were inter-
ested in probe exhibiting any of 27 of the profiles in the database and not exhibiting 

one of the profiles, we are able to do applying 65 MM ∪ with specificity and sensitiv-
ity levels of 94% and 92% respectively. In Fig. 3 we show the method-aggregations 
from the optimal rules to retrieve individually each of the 28 profiles in our database. 

 

Fig. 3. Microarray analysis methods are able to retrieve some differential profiles and not oth-
ers. Rows correspond to method-aggregations using the union operator and columns to each of 
the 28 individual differential profiles from our example. The coloring scheme corresponds to 
the sensitivity in retrieving the differential profile: from green, the lowest, to black, the highest.  
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Our approach also recovers probe sets with related behavior to other probe sets 
with already known profiles which might have related functionalities ([16]). For in-
stance, probe set 206011_at is related in behavior and in function (apoptosis-related 
cysteine peptidase) to probe sets 211367_s_at and 211368_s_at (Fig. 2(a)), stated as 
relevant for the inflammation problem in [13]. For these particular probe set, the iso-
lated application of classical methods such as 1M or 3M  with the default p-value and 
false discovery rate would not retrieve such probe set as differentially expressed. We 
retrieve such probe set applying the rule that implies the method aggrega-
tion 107 MM ∪  with values (1, 0.25, 0.8) for sensitivity, specificity and cost respec-
tively. The same situation applies to probe sets 202076_at and 210538_s_at, related 
both in behavior and in function (inhibitor of apoptosis protein 2 and 1 respectively) 
(Fig. 2(b)). It is retrieved applying the rule of methods 63 MM ∪ with values (0.93, 
0.35, 0.8). 

 In addition, the representation used in the inflammation problem (Fig. 4) allows us 
to independently examine the gene behavior in each subject, helping to uncover indi-
vidual tendencies among biological replicates that could represent conditions not pre-
viously considered such as gender or age (e.g., differential profile #15 (Fig. 5), where 
some of the probe sets from patient 1 exhibit a very different behavior than the rest of 
the patients). 

We illustrate the obtained association rules for Profile #19 from our database (Ta-
ble 2) and the Pareto-optimal front for the three objectives corresponding to the se-
lected rules (Fig. 6).  

 

Fig. 4. Profile #19: the expression profiles have been represented separately for each subject the 
experimental group and patients are arranged individually 

3   Methods 

Most machine learning techniques are applied to mine into datasets to discover con-
cepts involving objects which share a common methodological framework, even 
though they employ distinct metrics, heuristics or probability interpretations ([17], 
[18]): (1) identification of a database, different data types can be efficiently organized 
by taking advantage of a naturally occurring structure over feature space. (2) learning 
rules from the database, searching through the feature space for potential relationships 
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among data, and either returning the best one found or an optimal sample of them. This 
learning process would result in the generation of many rules with small extent, as it is 
easier to explain or match small data subsets than those that constitute a significant 
portion of the dataset. For this reason, any successful methodology should also con-
sider additional criteria ([19]) to extract broader or more comprehensive rules as a mul-
tiobjective optimization problem, based on their specificity, sensitivity and cost as a 
measures of the rule quality. (3) Inference, where new observations can be predicted 
from previously learned rules by using classifiers that optimize their matching to the 
rules based on distance ([18]) or probabilistic metrics ([20], [21]).  

We propose a method, inspired on conceptual clustering and optimization tech-
niques ([9], [10], [17]), that identifies a database of gene profiles that change their ex-
pression over time and/or over treatments and/or over subjects, learns associations 
rules and make decisions about the microarray analysis method or the best aggrega-
tion of methods capable of detecting a desired set of differential profiles, and finally 
uses these rules to make decisions based on new situations (Fig.1).  
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Fig. 5. Profile #15: patient 1 behaves different than patients 2, 3 and 4 for the treatment group 

Table 2. Set of decision making association rules generated to retrieve Profile #19. The axes 
(X,Y,Z) represent the number of methods, specificity and sensitivity for each of the 35 solutions 
generated. 

RULES Sensitivity Specificity Cost 

R1:IF x1 IS (PTPC)19 THEN Z1 IS M1  0.878378 0.0675676 0.9 

R2:IF x1 IS (PTPC)19  THEN Z2 IS M2   0.972973 0.045512 0.9 

R3:IF x1 IS (PTPC)19  THEN Z3 IS M7 0.905405 0.0475177 0.9 

R4:IF x1 IS (PTPC)19  THEN Z4 IS M1∩M2  0.864865 0.0721533 0.8 

R5:IF x1 IS (PTPC)19  THEN Z5 IS M2∪M10  1 0.0430733 0.8 

R7:IF x1 IS (PTPC)19  THEN Z7 IS M1∩M10  0.594595 0.090535 0.8 

R8:IF x1 IS (PTPC)19  THEN Z8 IS M2∩M7 0.891892 0.0538776 0.8 

R9:IF x1 IS (PTPC)19  THEN Z9 IS M3∩M9 0.472973 0.100575 0.8 

R10:IF x1 IS (PTPC)19  THEN Z10 IS M3∩M10 0.405405 0.104895 0.8 

R11:IF x1 IS (PTPC)19  THEN Z11 IS M1∩M2∩M7 0.797297 0.0732919 0.7 

R12:IF x1 IS (PTPC)19  THEN Z12 IS M1∩M2∩M9 0.662162 0.0853659 0.7 

R13:IF x1 IS (PTPC)19  THEN Z13 IS M1∩M3 ∩M7∩M10 0.459459 0.112211 0.6 

R14:IF x1 IS (PTPC)19  THEN Z14 IS M3∩M6 ∩M9∩M10 0.364865 0.135 0.6 

R15:IF x1 IS (PTPC)19  THEN Z15 IS M1∩M3∩M6 ∩M9∩M10 0.364865 0.140625 0.6 

R16:IF x1 IS (PTPC)19  THEN Z16 IS M1∩M3∩M4∩M6 ∩M9∩M10 0.364865 0.141361 0.4 
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3.1   Identification of the Database  

Our database is composed of differential profiles obtained from the probe sets differ-
entially expressed retrieved from the expression datasets. The probe sets are obtained 
using several classical microarray analysis methods. These methods include Student’s 
T-Test proposed in [11], with variants that distinguish changes in the abundance of 
RNA occurring not only over treatment but also over time; Permutation Test de-
scribed in ([6]), also including a time approach; Analysis of Variance described in 
([5]); and Longitudinal Data approach using Repeated Measures Analysis of Variance 
described in ([12]). 

 

Fig. 6. Pareto-front representation for the set of rules generated to retrieve Profile #19. The axes 
(X,Y,Z) represent the number of methods, specificity and sensitivity for each of the 35 solutions 
generated.   

The probe sets identified by the statistical methods serve as a means to create dif-
ferential expression profiles (i.e., sets of genes with coordinate changes in RNA 
abundance) expressed from one experimental condition to the others (i.e., probe sets 
that change over time, treatments and phenotype). We group separately probe sets for 
different experimental conditions, treatment and PT control PC by applying the K-
means clustering algorithm ([22]), which takes three input parameters: first, number 
of resulting clusters K, which is estimated by application of the Davies-Bouldin valid-
ity index ([23]); second, the similarity measure applied, Euclidean distance, which 
yields the best results in the clustering of this problem and third,  the initialization 
strategy, random generation of the cluster centroids.  

Particularly, in our inflammation problem, we consider the temporal expression 
data sequentially represented for each biological replicate (i.e., patients in the same 
experimental group) instead of averaging them to uncover phenotype differences.  

We identify differential profiles by applying a coincidence index (CI) based on the 
hypergeometric distribution (p-value <0.05), which determines the statistical signifi-
cance of overlap between pairwise profile association in treatment and control condi-
tions ([16]): 
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that gives the chance probability of observing at least p candidates from a set TP of 
size h within another set CP of size n, in a universe of g candidates. Therefore, probe 
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CP , and vice versa. We define a differential profile by a triplet (PTPCG), which repre-
sents a set of genes G with similar behavior in treatment TP  and control CP  experi-
ments. The available profiles can be labeled as positive or negative examples for the 
decision process according to their relevance for a desired analysis. 

3.2   Learning Association Rules 

We create a set of decision making association rules from the database that, given a 
desired differential profile or set of profiles, suggests the most appropriate method-
aggregations to recognize it. The rules are created to retrieve all possible combina-
tions of differential profiles })(,....,){( 1 lCTCT GPPGPPP =  present in our database. 

We say that a method iM is able to retrieve a differential profile jCT GPP )(  if it 
identifies a sufficient number of the genes exhibiting that profile in the data set. That 
is, Mi(G) > t, where t satisfies a statistical power of 80%. Then, an association rule is 
defined as:  

R : IF X IS jCT GPP )( THEN Z  IS iM , (2) 

where X is the profile queried by the user and Z is a latent class returned from iM , 
which represents a method or a method-aggregation. The antecedent of the rule is ac-
tivated by considering the degree of matching between a query and a profile, both of 
which are represented by their centroids as a fuzzy set prototype ([19]). We use the 
Euclidean distance normalized in the unit interval to account for this matching. We 
extend the antecedent to encode several profiles linked by using typical AND-
operations in fuzzy rules (e.g., T-norms including the MINIMUM or the PRODUCT 
([24]). The consequent of the rules is composed of a single or a method-aggregation 
(e.g., Mi& Mh (G) > t). The potential method-aggregations are defined as: 

}...,...,,,,,{ 21312121 nn MMMMMMMMMMM ⊕⊕⊕⊕⊕=  (3) 

where ⊕  is a classical set operator (e.g., the union (∪ ) or the intersection (∩ )). The 
association rules are arranged into a lattice (Fig. 7) for one or a set of desired profiles, 
and structured from top (i.e., intersection of all methods, increasing Type I error) to 
bottom (i.e., union of all methods increasing error of Type II) [21].  

3.3   Selecting Association Rules  

We evaluate a rule by the ability of a method-aggregation to recognize a desired posi-
tive and not to detect an undesired negative differential profile, as well as the number 
of methods being considered in the consequent. We explicitly perform a multiobjec-
tive evaluation of the performance of the rules by considering three objectives: speci-
ficity, sensitivity and cost: 

)/( FNTPTNySpecificit += )/( FNTPTPySensitivit +=
))(/(#1 MethodsMaxMethodsCost −= , 

(4) 

where TP stands for True Positive, TN stands for True Negative, FP stands for False 
Positive, FN stands for False Negative, #Methods is the number of methods included 
in the consequent and Max(Methods) is the total number of methods available.  



1146 C. Rubio-Escudero et al. 

M1 M2 M3 … Mn

M1 M2 M3 M2 M3 M4 Mn-2 Mn-1 Mn

M1 M2 M3 … Mk

Mn-2 Mn-1 MnM2 M3 M4M1 M2 M3

Mn-1 MnM2 M3M1 M3M1 M2

MnM1 M2

M1 M2 M1 M3 M2 M3 Mn-1 Mn

M3

… … 

… … 

…

… … 

… … 

 

Fig. 7. Lattice structure containing possible association rules 

We obtain a set of optimal rules by calculating a trade-off between the opposing 
objectives that is estimated by selecting a set of solutions that are non-dominated, in 
the sense that there is no solution that is superior to them in all objectives (i.e., Pareto 
optimal frontier ([25])). The dominance relationship in a maximization problem of at 
least two objectives is defined as:  

)()()()( bOaOjbOaOiiffba jjii >∃≥∀>  (5) 

where the iO and jO are either one or another defined objective. 

3.4   Inferring from Association Rules  

We use the set of non-dominated rules and the corresponding metrics derived from 
the multiobjective optimization process to update the rule defined in equation (2) : 

R : IF X IS jCT GPP )( THEN Z  IS iM WITH C (6) 

where C is the confidence of the rule, defined as a weighted sum of the sensitivity, 
specificity and cost. The rules are fired as typical fuzzy classification rules ([26]): 

},..,1{,))(),...,(( 1 niiXRXRINFERENCE n ∈=  (7) 

where:  

)},(),...,({)( 1 XRXRconormTXR ni −=  (8) 

and, 

},...,1{,)( nkCXR kkk ∈∀×= α  (9) 

with kα and kC being the degree of matching of the antecedent and the confidence 
value of the rule k when the profile jCT GPP )( is evaluated, and the T-conorm is the 
fuzzy operation defined as the MAXIMUM. 
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4   Discussion 

The emergence of microarray technology as a standard tool for biomedical research 
has necessarily led to the rapid development of specific analytical methods to handle 
these large data sets. Based on what we learnt from studying the performance of clas-
sical microarray analysis methods, different methods yield different results for the 
same set of input data, and some methods are more capable to retrieve certain differ-
ential profiles than others, we create a set of decision making association rules be-
tween methods or aggregation of them, and differential profiles, that will help us in 
the decision of which microarray analysis methods to apply on new data sets in order 
to retrieve the genes exhibiting the desired differential profile.  

Our method addressed the need for computational methods to facilitate understand-
ing of differential gene expression profiles, to establish comparisons among them, and 
to decide which is the most reliable method to identify informational profiles. The 
proposed methodology is valid for either providing the optimal method-aggregations 
for a query profiles, or identifying all differential profiles in a given set of microarray 
data, suggesting the optimal method-aggregations for them and updating the set of 
possible profiles used for prediction. Although we have applied our procedure to 
time-course structured experiments, they constitute more general cases of simpler mi-
croarray problems where microarray samples are taken as single data points. There-
fore, the methodology presented is also useful for simpler microarray experiments 
with single data points. 

Our approach presents various advantages over the standard analytical methods for 
microarray experiments. First, our proposal consists of machine learning techniques that 
combine the properties of the methods applied. Second, it permits interaction with the 
user: given the differential profile queried from the set of data obtains the optimal combi-
nation of statistical methods to retrieve the genes exhibiting such profile. Third, the  
representation used for the profiles, allowing us to examine the behavior of the genes in-
dependently in each subject, facilitates the identification of different behaviors of genes 
across the subjects in the same experimental group. Finally, the system provides solutions 
based on a trade-off of specificity, sensitivity and cost and the number of methods ap-
plied, whereas other methods evaluate their solutions only over one measure, usually a 
ratio between False Positives and the total number of genes retrieved ([6], [11]).  

The computational procedure we propose solves many of the problems actually 
present in the process of analyzing a microarray experiment, such as the decision of 
analytical methodology to follow, extraction of biologically significant results, proper 
management of complex experiments harboring experimental conditions, time-series 
and intersubject variation. Therefore, it provides a robust platform for the analysis of 
many types of microarray experiments, from the simplest experimental design to the 
most complex, providing accurate and reliable results.  
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Abstract. This paper describes the characteristics of a free web-based spectral 
database for the chemical research community, containing 

13

C NMR spectra data 
from more than 4.000 natural compounds.  The number of entries is constantly 
growing. This database allows for searches by chemical structure, substructure, 
name, family compounds, and by spectral features i.e. chemical shifts and 
multiplicities, which enable the structural elucidation of known and unknown 
compounds by comparison of their 

13

C NMR data. 

Keywords: structural elucidation, 
13

C NMR spectral database, natural 
compounds. 

1   Introduction 

Chemoinformatics is the application of informatics methods to chemical problems [1]. 
All areas of chemistry can profit from the use of information technology and 
management, since both a deep chemical knowledge and the processing of a huge 
amount of information are needed. Natural products structure elucidation requires 
spectroscopic experiments.  The results of these spectroscopic experiments need to be 
compared with those of the previously described compounds.  This methodology 
provides highly interesting challenges for chemoinformatics practitioners. 

Natural products from microbial, plant, marine, or even mammalian sources have 
traditionally been a major drug source and continue to play a significant role in 
today’s drug discovery environments [2][3]. In fact, in some therapeutic areas, for 
example, oncology, the majority of currently available drugs are derived from natural 
products. However, natural products have not always been as popular in drug 
discovery research as one might expect, since in the natural products research, tedious 
purifications are needed in order to isolate the constituents. These procedures are 
often performed with the main purpose of structure identification or elucidation. 
Because of that, ultra-highthroughput screening and large-scale combinatorial 
synthetic methods have been the major methods employed in drug discovery [4]. Yet 
if the structures of natural extract constituents could be known in advance, the 
isolation efforts could be focused on truly novel and interesting components, avoiding 
re-isolation of known or trivial constituents and their increasing productivity [5]. 
Furthermore, it is generally known that the intrinsic diversity of natural products 
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exceeds the degree of molecular diversity that can be created by synthetic means, and 
the vast majority of biodiversity is yet to be explored [3][6]. At present, it is 
unanimously assumed that the size of a chemical library is not a key issue for 
successful developmental leads and that molecular diversity, biological functionality 
and “drug likeness” are decisive factors for drug discovery processes [3].  For this 
reason the natural products-based drug discovery is on the rise again. 

Some chemoinformatics methods include predictive classification, regression and 
clustering of molecules and their properties. In order to develop these statistical 
machine learning methods the need for large and well-annotated datasets has been 
already pointed out. These datasets need to be organized in rapidly searchable 
databases to facilitate the development of computational methods that rapidly extract 
or predict useful information for each molecule [7].  

In this paper we present a web-based spectral database that tries to facilitate the 
structural identification of the natural compounds even previously to their purification.  

For the identification and elucidation of natural compounds, 
13

C NMR spectroscopy 
is the more powerful tool. This is largely due to the well-known and exquisite 
dependence of the 

13

C chemical shift of each carbon atom on its local chemical 
environment and its number of attached protons. Furthermore, the highly resolved 
spectra, provided by a large chemical shift range and narrow peak width, could by 
easily converted into a highly reduced numerical lists of chemical shift positions with 
minimal loss of peak intensity and width information. These features are not generally 
used in dereplication. 

13

C NMR spectroscopy can also provide the molecular formula. 
The analysis of spectral data for the determination of unknown compound structure 
remains a usual and laborious task in chemical practice.  

Since the advent of computers many efforts have been directed toward facilitating 
the solution to this problem [1]. Libraries of such spectral lists of data are common for 
synthetic organic compounds and are an invaluable tool for confirming the identity of 
known compounds [8]. However, the methods for structure elucidation of compounds 
outside a database have not been exhaustively studied. In the field of natural products, 
where hundreds of thousands compounds have been reported in the literature, most 
compounds are absent from commercially available spectral libraries.  

When a researcher in natural products isolates and purifies a compound he needs to 
know, as soon as possible, what skeleton this compound has, its structure, and if it has 
been previously described. If a database of natural products and their NMR spectral 
data were available, searching databases would allow for quick identifications by 
comparison with previously registered compounds. They would also provide insight 
into the structural elucidation of unknown compounds.  

2   Structural Elucidation Trough the Web 

The structural elucidation of natural compounds poses a great challenge because of its 
great structural diversity and complexity. For this reason, we are developing a 
database accessible through a standard browser (http://c13.usal.es). It provides 
retrieval of natural compounds structures with 

13

C NMR spectral data related to the 
query. At present it contains the structures of several thousands compounds with their 
13

C NMR information. This database is constantly increasing and it has capacity to 
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store hundreds of thousands of compounds. The utility of the database will be 
conditioned by the number of entries created and, certainly, by the quality of the 
spectral information of the entered compounds.  

This database has many search facilities and a set-up that allows comparative 
studies of related compounds. At present, new search tools are being developed and 
the data input methods are being improved so as to allow researchers from different 
institutions to enter the information over the Net. The aim of this database is to help 
identify and elucidate the structure of hypothetical new compounds, by comparing 
their 

13

C NMR data with those of already published related compounds. We have 
developed several tools that facilitate this task:  

– search by substructure in graphics environment  
– search by chemical shift and number of carbons and hydrogens 
– a combination of substructure and chemical shift searches 
– search refinements 
– results are displayed in different layouts so as to enable comparative studies 
– deviation calculus in fixed positions, etc.  

This tool is designed for researchers willing to enter the information of their own 
compounds and share information over the Net. We have also developed scripts to 
automatically parse input data, run different tests and populate the database.  

2.1   Implementation  

To build this database we have used MySQL (http://www.mysql.com), one of the 
leading open-source relational database managers, based on SQL (Structured Query 
Language). This manager is fast, multi-thread, multi-user and robust. MySQL server 
controls the access to the information and ensures that several users can work at the 
same time. We use the open-source Apache Tomcat Web server and JSP to create 
Web pages that show contents dynamically generated. By means of proper JSP 
programming we bring about the communication between applets and database. These 
tools are convenient for systems in which security is not important and in which the 
speed and the simultaneous number of accesses to the database is important.  

The database contains natural compounds. The largest number of heavy atoms of a 
compound in the database is 99, and its molecular formula is C66H106O33. The 
database contains mainly compounds from more than 30 Carbons. Structures and 
spectral data collected in the database proceeds from books, journals and our 
measurements. 

2.2   Database Schema and Data Format 

The basic database schema is relationally organized and the molecular structures are 
defined and stored in the database with SMILES (Simplified Molecular Input Line 
Entry Specification) [9][10] code. This format of structural specification, that uses one 
line notation, is designed to share chemical structure information over the Internet [1]. 
The substructural searches are performed by SMARTS code (SMILES ARbitrary 
Target Specification), a variation of the SMILES code. While SMILES defines the 
molecules in the form of alphanumeric chains, that enable an easy manipulation, 
SMARTS is a more complex code. It uses a Boolean operator that allows choosing  
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all-purpose atoms, groups of alternative atoms, donor and acceptor groups of hydrogen 
bonds or lipophilic atoms. The spectral 13C NMR data in form of a numerical list of 
chemical shift and their multiplicity is always associated with the structure. 

Evidently, the type of patterns and notations that are used, both SMARTS and 
SMILES, are too complex to be interpreted by organic chemists without specific 
training in this area. For this reason we use a tool able to convert these notations into 
a graph that represents a substructure that will act as question. The applet used in this 
database realizes this task.  

 

Fig. 1. Substructure searching using the JME editor 

Inevitably, as the database of this nature grows, errors from the manual 
transcription process and even from the data spread in the literature, are present. 
Scripts were used to detect obvious chemical shift errors, such as shifts >240.0 ppm, 
as well as errors based on a few simple rules regarding proper ranges of chemical shift 
ranges for several easily identifiable functional groups. In this way many errors 
published in the literature could be corrected. 

2.3   Web Interface  

The high search speed facilitates the entry of query molecules through a Web interface. 
Users can address questions in a graphic form to the database. These are answered by 
JME1

, a structure editor that enables the user to draw several fragments that may not be 
related to each other (see Figure 1). This permits selective searches. This editor is an 
embedded Java applet that allows the match between a 2D query and the structures 
available in the database and then displays the structures found over the Net.  

The JME molecular editor has a palette that speeds up the creation of structures 
and uses IUPAC recommendations to depict the stereochemistry. By using this palette 
it is possible to add preformed substructures, i.e., different size cycles, aromatic rings, 
simple and multiple bonds, frequently used atoms. The control panel allows to enter 
directly functional groups, i.e., carboxyl acids, nitro groups and other groups, for 
example terc-butyl, etc. The facilities of this applet rapidly generate a new structure 
and to speed up the search process.  

                                                           
1 JME, version 1.2. The authors wish to thank the courtesy of Dr. Peter Ertl for consenting to 

the use in this non-profit database. 
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Fig. 2. Display of search results Fig. 3. Detailed chart of a compound found by 
a search 

2.4   The Display of the Results 

As can be seen in Figure 2, search results are displayed graphically. The example in 
Figure 2 shows the results for the query substructure drawn in Figure 1. Each of the 
structures found by the search can be visualized individually in more detail, showing the 
chemical shift of every carbon, the molecular formula, the family and type to which they 
belong, the deuterated solvent used in the NMR experiment, etc., as well as the literature 
references (the details for the upper-left result of Figure 2 are shown in Figure 3).  

One script calculates and represents the 
13

C NMR spectra of the selected compound 
in a very similar way to the experimentally obtained data, that it shows the decoupled 
proton (broad band) and the DEPTs (Distortionless Enhancement by Polarization 
Transfer) (Figure 4 shows the 

13

C NMR spectrum calculated for the substance of 
Figure 3). Another script calculates and represents the signals corresponding to the 
deuterated solvent used in the experiment.  

 

Fig. 4. Chart of the 
13

C NMR spectra of a substance 
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3   Searches 

This database allows for flexible searches by chemical structure, substructure of 
structures as well as spectral features, chemical shifts and multiplicities. Searches for 
names, formulas, molecular weights, family, type and group of compound according 
to the IUPAC classification and other parameters are also included. 

3.1   Substructure Search  

The best method to locate structures with a particular fragment is by means of 
substructure searches. Loosely defined, substructure is a particular combination of 
atoms or of functional groups that makes up part of a larger structure. Substructure 
searching is very useful in locating related compounds reported in the literature that 
contains the substructures we want [11]. Substructure searches can be made more or 
less specific with the addition of the Boolean operators AND, OR, and NOT. In 
addition, the degree of search can be specified. A substructure search can be so 
specific as to define a substructure of a single atom or general enough so as to specify 
a substructure consisting of several functional groups. The smaller the restricted 
fragment, the bigger the number of compounds found in the database.  

Frequently, from the spectroscopic analysis of several two-dimensional experiments 
of NMR, like COSY (Correlated Spectroscopy), HMQC (Heteronuclear Multiple 
Quantum Coherence), HMBC (Heteronuclear Multiple Bond Coherence), we can infer 
the presence of different structural fragments. These fragments can be drawn with the 
editor in order to find all of the compounds that simultaneously fulfill these requirements. 
We can also specify the stereochemistry according to the IUPAC notations.  

3.2   Search by Chemical Shift  

The database offers several alternatives of the chemical shift search process. The user 
can submit a query introducing the experimentally obtained chemical shift. The 
multiplicity for each chemical shift is always required and this constitutes a useful 
search restriction (see Figure 5). The search can be undertaken for one specific 
position in the molecule. Furthermore, the user can carry out a combined search that 
implies a simultaneous search by substructure and chemical shift.  

The system permits to formulate the enquiry with the required number of carbons, 
by one carbon or more, up to the totality of the carbons of the compound. 

There is a default established deviation (+/-1 ppm) for all chemical shifts, but the 
user can specify a particular deviation for every carbon. It is convenient to repeat the 
search with different deviations and to select the search that provides the best results.  
If the deviation is too small, it may occur that an interesting compound will not be 
selected. In this way the researcher will obtain a reasonable and manageable number 
of compounds. 

Even a search based only on the most significant carbons of the studied compound 
13

C NMR spectrum will lead to the identification of the family they belong to.  
If the skeleton of the studied substance is already known, and if some distinctive 

chemical shifts of the most important signals are also available, a search by shifts in 
each particular position of the molecule can be carried out. Therefore the researcher 
will only obtain the compounds of the family whose shifts, in those positions, match 
those of the problem compound.  
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Fig. 5. Chemical shift search without carbon position 

It is also possible to undertake a combined and simultaneous search by substructure 
and by chemical shifts, a feature that undoubtedly enhances the search capacity and 
increases the possibilities of finding compounds related with the problem substance.  

The iterative search is probably the most characteristic and idiosyncratic search of 
this application. The user can include in his/her search from one only chemical shift, 
to the totality of the signals of the problem compound 

13

C NMR spectrum. This tool 
will initially carry out a search of all the entered chemical shifts. If it does not find 
any compound that does not fulfill the full requirements, it will undertake a new 
iterative search by all the shifts except one. It will perform all the possible 
combinations until it finds a compound that fulfills some of the requirements.  

3.3   Search by Proximity  

By HMBC and HMQC NMR 2D experiments the researcher can find long-range 
correlations between carbons that are one or two bonds away. In this application a 
query into the chemical shift of these related carbons can by submitted and the 
maximum number of bonds between the carbons for which the chemical shift are 
introduced have to be specified. In this way, we can find compounds which possess a 
determinate substructure and whose chemical shifts are in agreement with our 
substance problem (see Figure 6).  

 

Fig. 6. Proximity search 
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Finally if the number of found compounds is too large and difficult to manage, the 
user can refine the search of the compounds obtained in the previous search. In this 
way the results are limited to a reasonable number that will enable him/her to find the 
target compound or at least a series of molecules closely related to it. By means of 
them, we will then be able to deduce a structure for the problem compound.  

4   Conclusions and Further Work 

The development of this database, provides an excellent tool to deal with complex 
chemical problems such as structure elucidation, which necessitates the joint efforts 
of information science and chemistry experts.  

Currently we are working in order to increase the number of stored compounds and 
to add new search methods, such as the hot spot search, a powerful search for chemical 
shifts of carbons of one area of the molecule. We also want to improve information 
visualization techniques that will give more insight into analysis processes and to 
include supervised and unsupervised machine learning methods conducive to 
interesting predictions for assignment of the NMR spectral data of new compounds. 
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Abstract. Multiple teleoperated robots are more powerful to accomplish 
complex tasks than single robot does, and coordinated control of multiple robots 
play an important role in improving their performances. A knowledge based 
intelligent control method is proposed to coordinate the autonomous actions of 
the two teleoperated robots. In this method, each intelligent agent of the 
teleoperated robots has a model of other robots and a knowledge base of the task 
in a virtual distributed graphic predictive display system. Based on minimum 
distance query and collision detection, the autonomous motion of each robot is 
then planned via knowledge based reasoning to accomplish the given task. 
Experimental simulation results show that the method is effective for multiple 
robots to work coordinately. 

Keywords: Multiple robots, Virtual reality, Intelligent control. 

1   Introduction 

Besides of the simple tasks which can be done by a robot via teaching and replication, 
many tasks have to be done by the teleoperated robot, because of the limitation of 
current robot intelligence [1]. In a teleoperated robotic system, the robot is fully 
controlled by human in coarse phases (for instance, when the robot can be moved 
freely) and work autonomously in fine phase (for instance, when the robot begin to 
perform contact task). Thus the telerobot can extend human operator’s action abilities 
and can accomplish some complex tasks which cannot be done only by the robot itself 
in fully autonomous way.  

Virtual reality has been used to deal with the control problems [2] of teleoperated 
robotic system. Virtual predictive/preview display which models the environment of 
robot graphically can provide a pseudo real-time response to teleoperator commands 
and an enhanced telepresence of remote environment. Through the predictive display, 
teleoperator can control the robot consecutively and obtain needed information which 
can not be gained from physical sensors, and the real remote robot replicates the actions 
of commands [3],[4]. On the other hand, it is ineluctable that there are discrepancies 
between the predictive display and real remote environment. High fidelity fusion of 
predictive display and real live images is developed to modify the predictive display 
[5],[6],[7].  
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Most of above researches are concentrated on single teleoperated robot. In fact, 
multiple telerobotic system has more functions than single telerobotic system, and they 
can accomplish some tasks which are not suitable for single robot to do, such as transfer 
heavy object, assembly and space operations. For instance, in the total 195 kinds of 
EVA space operations, there are more than 166 kinds of EVA space operation needing 
dual arm to work coordinately [8]. 

In multiple telerobotic system, each robot is controlled separately. Cooperation is a 
main theme in multiple telerobotic system. “Hidden robot” [9] and “projective virtual 
reality” [10] (which is a virtual hand to present a robot) was used to simplify the 
teleoperation of multiple robots with little coordination. Event based cooperation 
methods have been proposed to coordinated robots via internet [11]. These methods did 
not concern with the coordination under constrains. 

In this paper, we propose an intelligent coordinated control method for multiple 
teleoperated robots. A distributed virtual predictive environment is implemented, and 
robot is modeled as an agent which has a model of other robots and a knowledge base of 
the task. In the coarse phase, the robots are controlled by the human operator 
respectively. When the robots reach each other in a certain area, they are fully 
autonomous. According to minimum distance calculation, collision detection and 
updated status information of other robots, the intelligent agent can conduct knowledge 
based reasoning to give motion plan for the robot to work coordinately with other 
robots. 

The rest of this paper is organized as follows. Section II describes the distributed 
virtual predictive environment. Section III gives the method of minimum distance 
calculation and collision detection. Section IV presents the knowledge based 
coordination method. Section V describes our primary experimental results, and 
Section VI concludes the paper. 

2   The Distributed Virtual Predictive Environment  

There are two redundant robots in the virtual environment, a PA-10 made in Japan and 
a modular 7 DOF redundant robot made in German. Each robot has a 3-figer dexterous 
hand mounted at its wrist. At the on spot site, the PA-10 robot and the modular 
redundant robot are located on two pair of guide rail respectively, and they can move 
along these guide rails.  

The Distributed Virtual Environment (DVE) for multiple teleoperated robots is 
modularized to enhance whole system’s reliability, expansibility and maitainability. 
There are three main modules designed and implemented in DVE: Control center and 
two predictive display modules that can be used by two human operators respectively. 
These three logic modules are connected by networks. The module of Control Center is 
a multi-thread applied program adopting client-server structure. It is responsible for 
administrating the whole system, the ownership of nodes, and synchronizing whole 
system. 

Each module of predictive display has the similar structure and consists of several 
sub-modules. Fig.1 illustrates the components of the module of predictive display. 
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Fig. 1. Predictive display module 

In Fig.1, the user interface module receives human operator’s control command, and 
reflects the simulated results to human operator. The network interface module is 
responsible for communication via the networks (LAN /Internet). Three pairs of 
communication Socket connect the control center and the two predictive display 
modules. Pre-processing module can be used to construct and modify the knowledge 
base of the agents which represent the robots.The simulation module is a kernel 
module. It contains geometric models and two agents. Each agent has a knowledge base 
and a data base and can conduct knowledge based reasoning. 

The control center can be seen as a server, and the predictive display units can be 
seen as clients. The objects in each predictive display unit can be categorized into three 
classes. First one is controllable object whose displacement can be controlled directly 
by the human teleoperator using haptic interactive device at the same unit, such as 
redundant robot, dexterous hand and the object that can be moved by the teleoperator. 
The second is uncontrollable object that cannot be controlled directly by the human 
teleoperator at the same unit, such as the robot and dexterous hand directly controlled 
by other human teleoperator. The third is unmovable object, such as guide rails and 
platform.   

In each period of simulation, if the states of some objects in some predictive display 
unit are changed, the unit sends request to the server. After client’s requests are 
acknowledged, client sends the information of its current states accompanied with time 
stamp to the server. Then the server sends the information to other units. Each unit 
listen the commands that come from the server through network interface module.  

When it receives the server’s command including object’s state information, it 
interprets the command, and according to the current time and the stamped time  
it calculates the current state of the object which is identified in the command. Then it 
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refreshes its own local models. All the uncontrollable objects in each predictive display 
unit can be refreshed under the control of the synchronous center.  

3   Minimum Distance Query and Collision Detection 

Starting autonomous control and planning the coordinated motion need the information 
of collision and the minimum distance and the closest features between the two robots.  

We establish geometric representations of objects in terms of polygonal meshes. We 
use these vertices of triangles to bridge the closest points and the geometric features of 
objects. A special data structure is developed for these vertices, where the 
correspondences between each vertex and the triangles as well as the feature to which it 
belongs are stored as the result of the preprocessing. The 3-dimentional coordinates of a 
vertex is defined in the object’s coordinate frame. We developed an extended algorithm 
based on the GJK method [12] to track the minimum distance between the polygonal 
models of two objects in real-time.  

At runtime, the pair of point s1 and s2 for finding the minimum distance and the 
closest pair of points on two features f and h of two objects O1 and O2 can be obtained 
dynamically from the closest points between the polygonal approximations of the two 
objects. The closest feature h of O2 corresponds to p1 can be decided similarly. The 
above rules are stored in the knowledge base of the robot agent. 

We also developed an octagonal bounding box method to detect the collision 
between polygonal models [13]. The collision checking between bounding boxes is 
based on the theory of separating axis. There are total 15 separating axes between 
rectangular bounding boxes. The number of separating axis between rectangular and 
octagonal bounding box is 20.  

4   Intelligent Control Strategies for Multiple Teleoperated Robot 
Cooperation 

Generally speaking, the motion of muti-telerobot can be classed as coarse motion and 
fine motion. For instance, when robot’s end effector is far away from its destination, its 
motion belongs to coarse motion. When robot’s end effector is close to its destination 
or when multi-robot begin to work coordinately, their motion belongs to fine motion. 
When robot does gross motion, the master/slave control mode is adopted. Under this 
condition, multiple robot cooperation is mainly conducted by teleoperators who 
communicated each other via interaction device, and what the DVE does is to calculate 
minimum distance and detects potential collisions and show results to human operator. 
In the condition that robot is close to its destination, the robots are fully autonomous.  

The autonomous motion planning is conducted by the intelligent agent of robot. The 
structure of each agent is shown as Fig.2. 

The meta-system is the core of this system. It has the knowledge base, real-time 
inference engine and data base. The real-time inference mechanism guarantees the 
real-time performance of system. The knowledge base is a key model, and it affects the 
performance of motion planning greatly. It is composed of meta-knowledge, task 
knowledge, maintaining method base, status base (minimum distance and contact 
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status) and simulation models. Meta-knowledge is in charge of the control and 
management of the whole system, task coordination knowledge comprises case based 
coordination; maintaining method base saves the disposal methods of motion planning, 
and simulation models runs synchronously with the practical system to provide 
quantitative information for the data and knowledge base. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Structure of Agent 

The model of other robot is pre-built. Data base saves the data produced or needed 
during the period of system’s running. The agent updated its data base and other robot 
models in each cycle. Case collection model saves all important events and experience 
about task for knowledge acquirement.  

If-then rules (closest feature determination, actions according to minimum distance, 
contact status, virtual contact force, task decomposition, etc.) are built in knowledge 
base. For example, we can obtain the contact status of the end effectors of the two 
robots through the contact force and moment [14].The motion planning for 
coordination is given by real time reasoning.  

We use object oriented programming method to implement the knowledge base 
motion planning. We define a new class containing both numeric attributions and 
symbolic attributions, and each attribution corresponding to motion planning output is 
attached a variable of valid period. The knowledge base is embedded in the process of 
reasoning. The rules in knowledge base describe the relationships among numeric data 
and symbolic data and the relationships among system data. Because the knowledge 
base of each agent is small, the matching process during reasoning is fast. The variable 
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of valid period attached to the attribution of output data can be used to maintain 
information coincidence and real time reasoning. When some attribution about output 
data is needed, its valid period is checked first. If it is still valid, then there is not 
necessary to initiate reasoning. If its valid period is expired, then backward chain 
reasoning is initiated. 

5   Preliminary Experimental Results 

As the stage of collision detection, the running time for collision detection is presented 
in Tables 1. Table 1 illustrates the time of collision detection between a pair of 
bounding volumes. The data show that the entire intersecting checking is very fast in 
the order of hundreds of microseconds (μs) compared to traditional Orientation 
Bounding Box (OBB) method.  

Table 1. Average time (in millisecond) for intersection checking of one pair of bounding volume 
nodes 

 disjoint intersected 
OBBs 0.005 0.008 

Octagonal 0.006 0.017 

Fig. 3 shows that the average running time of the minimum distance algorithm 
ranges from 1.0 to 1.8 millisecond. 
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Fig. 3. Time cost with respect to different number of triangles of geometric model 
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We use the peg in hole task to test the proposed coordination method. There are a 
peg and a cylindrical part with a hole on the experimental table. The task is that each 
arm/hand integrated robotic system grasps the two parts respectively, then inserts the 
peg into the hole on the cylindrical part and move them coordinately. 

Fig.4 illustrates the fine motion phase that the two robots need cooperation. In Fig.5, 
the two arm/hand integrated robotic systems can work coordinately to accomplish the 
task and can rotate and move the cylindrical part with the peg in hole. 

 

Fig. 4. The predictive display in fine motion phase 

 

Fig. 5. The two arm/hand integrated robotic systems work coordinately 

6   Conclusions 

This paper proposes an intelligent control method for the coordination of multiple 
teleoperated robots. By developing intelligent agent of each robot, the coordinated 



 Intelligent Coordinated Control of Multiple Teleoperated Robots 1165 

motion can be planned by knowledge based reasoning, which embedded the heuristic 
intelligence of human operator when he conducts the same task. The knowledge based 
reasoning of each agent is conducted based on the knowledges about the task and 
system status in a virtual distributed environment, and the coordinated motion planning 
results can be outputted for the real robotic system to carry on. 

Experimental shows this system can run in real time and can fulfill the requirement 
of intelligent coordination of multiple teleoperated robots.  
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Abstract. This paper presents a multiagent model that facilitates aspects of 
shopping mall management, as well as increasing the quality of leisure facilities 
and shopping on offer. The work presented focuses on the use of a multi agent 
architecture, based on the use of deliberative agents that incorporates case-
based planning. The architecture considers a dynamic framework, and the need 
to use autonomous models that are able to evolve over time. The architecture 
incorporates agents whose aim is to acquire knowledge and adapt themselves to 
the environmental changes. The system has been tested successfully, and the 
results obtained are presented in this paper.   

Keywords: CBR, CBP-BDI, wireless multiagent system, shopping mall, 
SMAS. 

1   Introduction 

Agents and multiagent systems are adequate for developing applications in dynamic, 
flexible environments.  Agents can be characterized through their capacities in areas 
such as autonomy, reactivity, pro-activity, social abilities, reasoning, learning and 
mobility. These capacities can be modelled in various ways, using different 
methodologies [1]. One of the possibilities is to use Case Based Reasoning (CBR). 
This paper presents a distributed architecture whose principal characteristic is the use 
of CBP agents [2, 3, 4]. These deliberative agents incorporate a reasoning CBP (Case 
Based Planning) engine, a variant of the CBR (Case Based Reasoning) system [5, 6]. 
The CBP system makes it possible for the agents to learn from initial knowledge, 
interact autonomously with the environment and system users, and allows it to adapt 
itself to environmental changes. 

The aim of this work is to obtain an architecture that allows the development of 
multi-objective agents, which incorporate CBP reasoning mechanisms, for dynamic 
environments. To achieve this aim we have concentrated in a specific problem, the 
management of some aspects of a shopping mall, and we use an architecture that 
makes it possible to construct agents capable of adapting its knowledge to 
environmental changes. There are many different architectures for constructing 
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deliberative agents and many of them are based on the BDI model. In the BDI model, 
the internal structure of an agent and its capacity to choose, is based on mental 
aptitudes. The BDI model uses the agent’s beliefs as informational aptitudes, its 
desires as motivational aptitudes and its intentions as deliberative aptitudes. The 
method proposed in [7] facilitates the incorporation of CBR systems as a deliberative 
mechanism within BDI agents, allowing them to learn and adapt themselves, lending 
them a greater level of autonomy than pure BDI architecture [4]. The management of 
a shopping mall is a problem in a dynamic environment. Moreover several goals must 
be controlled, such as offers, product or service promotions, plans generation for a 
user profile and preferences, etc.  

SMas incorporates “lightweight” agents that can live in mobile devices, such as 
phones, PDAs, etc. These agents make it possible for a client to interact with the 
SMas in a very simple way, downloading and installing a personal agent in his mobile 
phone or PDA. The system also incorporates one agent for each shop in the shopping 
mall. These agents can calculate the optimal promotions and services at a given 
moment. The core of the SMas is a Coordinator agent in change of the plans (routes) 
generation in response to a client’s request, looking for the best shopping or leisure 
time alternatives. The agent has to take into account the client profile, the maximum 
amount of money that the client wants to spend, the time available and the client 
profile. The generation of routes must be independent of the shopping mall 
management, in the sense that it is not appropriate to use the same knowledge base (or 
all the knowledge) that the directorship controls. Only the knowledge corresponding 
to the offers and promotions at the moment of the client request should be used. 
Otherwise the client will be directed to the objectives of the shopping mall 
management. The agents are adapted to work in mobile devices, so they support 
wireless communication (Wi-Fi, Bluetooth) which facilitates the portability to a wide 
range of mobile devices [4]. The multiagent system can be designed using a number 
of methodologies: Gaia [8], AUML [9], MAS-CommonKADS, MaSE, ZEUS and 
MESSAGE. We have decided to opt for a combination of elements from Gaia and 
Agent Unified Modeling Language (AUML) for our MAS.  

In the next section, we will explain the shopping mall problem that has led to most 
of this research. In the third section we will describe the wireless multiagent system 
developed, paying special attention to the Planner agent. Finally, some preliminary 
results and the conclusions will be presented. 

2   Shopping Mall Problem 

The Mall has become one of the most prevalent alternatives to traditional shopping 
[10]. A shopping mall is a cluster of independent shops, planned and developed by 
one or several entities, with a common objective. The size, commercial mixture, 
common services and complementary activities developed are all in keeping with 
their surroundings [10]. Our aim is to develop an open system, capable of 
incorporating as many agents as necessary, agents that can provide useful services to 
the clients not only in this shopping centre, but also in any other environment such as 
the labor market, educational system, medical care, etc. The system provides 
mechanisms for free easy data consulting. A user will be able to gain access to 
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commercial (shopping and sales) and leasing time information (entertainment, events, 
attractions, etc.) by using their mobile phone or PDA. Mechanisms for route planning 
when a user wants to spend their time in the mall will also be available. Moreover, it 
provides a tool for advertising offers (a commercial manager will be able to make his 
offers available to the shopping mall clients), or provides a tool to the shopping mall 
management team in order to contact commercial managers or shopping mall clients, 
providing an interaction between users interested in the same topics. 

The SMas incorporate agents based on a multi objective architecture, such as BDI, 
which incorporates Case Based Planning mechanisms as a reasoning engine and 
includes dynamic replanning algorithms. The CBP uses the CBR concepts to reason 
and create plans. Moreover, the incorporation of a dynamic replanning technique 
(Most-Re-plan-able Intention) offers the possibility of replanning at time of execution 
[5, 2] thereby ensuring that every client will use optimal plans at execution time.  The 
use of artificial intelligence models makes it possible to take decisions about the 
optimal route for a user with a given profile and his preferences at the moment when 
the suggestion is requested.  

 

Fig. 1. Methodology used in the development process 

3   SMas System Architecture 

The option chosen to define an appropriate analysis and design methodology for the 
problem to be resolved is one that combines Gaia [8] and AUML [9], in an attempt to 
take advantage of both. Through Gaia it is possible to make an analysis of the 
problem using organizational criteria and a later design. After applying Gaia, the 
result consists of a design at the elevated abstraction level. At this point the Gaia 
design is transformed so that AUML techniques can be applied. Figure 1 illustrates 
the paths followed in order to obtain the different models used. It shows how Gaia is 
used initially in order to obtain an analysis and high level design and then AUML is 
used in order to obtain a detailed, low level design. 

Studying the requirements of the problem we have come to the conclusion that we 
need nine roles: The Communicator role manages all the communications of a client. 
The Finder role looks for near devices. The Profile Manager role obtains a client 
profile. The Store operator is in charge of manage the store: data base operations on 
stored products. Moreover monitors the products shortage, in order to prevent 
desupply. The Promotions manager role controls the shells in each shop, as well as 
the promotions that every shop offers to its clients. The Clients Manager role deals 
with the client profiles management and controls the connected clients at a given 
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moment. The Analist role carries out periodic evaluations on shells, promotions and 
surveys data trying to provide a good quality service. The Incidents Manager role 
manages incidents, such as sending advices, or solving a wide range of problems.  
The Planner role is the most important role in our system. The Planner creates a route 
printing the most suitable shops, promotions or events to the client profile and 
available resources at one particular moment. As can be seen in Figure 2, the 
Incidents Manager role is composed of responsibilities, permissions, activities and 
protocols. The Incidents Manager is authorized to read and change the Incidents DB, 
and it is responsible for the incidents management, product orders and sending 
advices. Besides it must maintain a successful connection with the Incidents DB. 

 

Fig. 2. Gaia roles model: Incidents Manager role 

As far as interaction model is concerned, the dependences and relations between 
roles are described. Each interaction in which two roles are involved requires 
protocols (described in the roles model). In the SMA presented in this work the next 
protocols have been considered: RequestPromotionsData, SolveConsult, Store-
Products, AlertShortage, OrderSupplier, InformProductsState, InformPromotions-
State, SolveIncident, SolveSuggestion, Notify. Figure 3 shows the interaction diagram 
that represents the interaction between the Analist and the Store Manager roles when 
the Analist requests a promotion inform. 

Traditional techniques of software engineering are not followed in terms of 
detailing the analysis to the extent that a direct implementation can be made. Instead, 
the level of abstraction is reduced so that traditional techniques can be applied. In the 
design process three models are considered: agent model, services model and 
acquaintance model [8]. As we can see in Figure 4, the agent model shows the types 
of agents that are going to appear in the system, as well as the number of instances for 
each agent type that can be executed within the execution time. For example agent 
Store plays the Promotions Manager and Store Operator roles. 
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Fig. 3. Gaia interaction model: interaction RequestPromotionsData 

 

Fig. 4. Gaia agent model for the shopping mall problem 

Our proposal deals with how to use the high level analysis and design obtained 
through the Gaia methodology to achieve a low level AUML design, with enough 
detailed for an implementation to be carried out. There are three concepts that vary 
slightly with respect to their meaning in Gaia and AUML: role, service and capability 
[9]. The AUML design provides class diagrams for each agent, collaboration or 
sequence diagrams for each interaction, state and activity diagrams to represent 
internal states and protocol diagrams to model communicative acts [9].  

In our system a CBP agent is used, the Coordinator agent. It is an agent that deals 
with multiple objectives derived from the tasks of coordinating all the shops in the 
shopping mall, client management and its main task, planning and optimization of 
routes. The routes and promotions proposed to a client consider the client profile and 
his resources (money and time) at the moment of the route request. In the Figure 5 it 
is possible to observe that the Coordinator agent is able to generate routes, analyze 
shell and promotion data, manage incidents and manage clients at the same time. To 
solve the problem of routes generation the Coordinator uses an innovative planning 
mechanism: the case based planning. CBP provides the agent with the capabilities of 
learning and adaptation to the dynamic environment. Moreover, the Coordinator will 
be able to apply a dynamic replanning technique, the MRPI (Most RePlan-able 
Intention), which allows the agent to change a plan at execution time when an 
incident happens [3]. The Coordinator agent has seven capabilities and offers three 
services that are available to the rest of the agents of the SMA. It is necessary play 
especial attention to the Update, KBase y VCBP capabilities. The reason is that these 
capabilities implement the reasoning cycle of the CBP system. The Update capability 
implements the retrieve and retain stages, while the KBase capability implements the 
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reuse stage and the capability VCBP the revise stage. The VCBP capability is also in 
charge of dynamic replanning task. The AUML roles are obtained through the 
liveness properties described in the Gaia role model role. 

 

Fig. 5. Coordinator agent class diagram 

Finally, to complete the AUML design, the collaboration and sequence diagrams 
are obtained. The protocol diagrams represent the communicative acts in the system. 
Once the design is finished, the implementation is carried out. The platform chosen is 
Jadex, a Jade [11] add-on that incorporates the BDI model to the Jade agents.  

4   Results and Conclusions 

The previously described system was tested at the Tormes Shopping Mall in the city 
of Salamanca during 2005. During this period of time, the multiagent system has been 
tuned and updated, and the first autonomous prototype started to work in October 
2005. Although the system is not fully operational and the aim of the project is to 
construct a research prototype and not a commercial tool, the initial results have been 
very successful from the technical and scientific point of view. Figure 6 presents two 
screen shots of the User agent. Figure 6 shows the form for introducing personal data. 
It also shows the route generated for a client that wants buy clothes and take coffee. 
The fundamental concept when we work with a CBR system is the concept of case, 
and it is necessary to establish a case definition. A case in our problem, managed by 
the Coordinator agent, is composed of the attributes described in Table 1. Cases can 
be viewed, modified and deleted manually or automatically by the agent (during its 
revision stage). The agent plans (intentions) can be generated using different 
strategies since the agent integrates different algorithms. 

SMas has been tested during the last three months of 2005 and the results have 
been very accurate. The system implementation has involved an increase in benefits 
due to the generation of automatic promotions. The e-commerce techniques [10] have 
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facilitated custom-designed services for the clients. A user can easily find the 
products he is interested in, spend his leisure time in a more efficient way and make 
contact with other clients with whom he can share hobbies or opinions. So the degree 
of client satisfaction has been improved as observed in the surveys. The percentage of 
the sale of promotional products has grown over the total. The fundamental reason is 
that clients have instantaneous information about the products the agent thinks they 
are interested in, and the information is very accurate and customized.  

  

Fig. 6. Screen shots for user profile and inform route 

Table 1. Case fields 

Case Field Measurement 

CLIENT Client personal profile (ClientProfile) 
MONEY Money to spend (Money) 
TIME Available Time (Time) 
INIT User initial location (Location) 

PREF User preferences (Preference) 

 

Fig. 7. Shell promotional products and shell total products 

The increase in promotional products sold can be seen in Figure 7. Figure 7 shows 
how new promotions are launched, and the increased percentage in promotional 
products sold in comparison with the promotional products sold using traditional 
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commercial techniques carried out the year before. We can observe that at the 
beginning, the results obtained with the multiagent system were worse than traditional 
techniques. However, as the system obtained more information about client profiles, 
products and habits, so the knowledge it obtained became more suitable and it was 
able to create optimal plans. Moreover the clients also needed some time to get used 
to the new system.  
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Abstract. Peer-to-peer computing has been emerged as very popular applica-
tion due to the strong retrieval performance and the easiness of sharing resource 
and information. Nonetheless in reality p2p users are demanding more privacy 
rather than share of information. In this study we propose mutual anonymity 
technique based on length-restricted multi-path for identity of initiator and re-
sponder and the anonymous communication between initiator and responder. In 
this technique is not easily revealed to denial of service attack by ensuring the 
anonymity of initiator and responder and anonymous communication is possible 
by means of grouping technique of intermediate nodes. Compared with the pre-
vious studies privacy can easily be ensured without causing cryptography proc-
essing overhead by using former protocol only. Overhead, expected in the  
proposed technique of intermediate node grouping, is evaluated through test. 

1   Introduction 

Privacy is critical for many networked applications. Yet current Internet protocols 
provide no support for masking the identity of communication endpoints. In fact the 
most important protocol, TCP/IP protocol puts more emphasis on the improvement of 
performance such as scalability or efficiency rather than privacy of users. Therefore 
under open internet environment when sending information, private information which 
should be secured may be attacked or detected. Anonymity can largely be classified 
into three types:  resistant-censorship; anonymity of initiator or responder; mutual 
anonymity. Mutual anonymity is composed of the following three parts: initiator hav-
ing anonymity; responder having anonymity; and communication having anonymity 
between the initiator and the responder. In the most recent studies on mutual anonym-
ity, trusted agent, random agent and random or static proxy techniques are included.  

Peer-to-Peer(P2P) systems can largely be classified into centralized system and de-
centralized system. Centralized system such as Napster[2] can be attacked by denial 
of service. Decentralized system is strong in terms of high fault-tolerance, high 
autonomy and flexible scalability. This study puts focus on decentralized and unstruc-
tured P2P systems. Nodes participating in P2P systems communicate only with 
neighbor nodes and finally any node is unable to know the information of node which 
is more than 2 hops away. Hence Query message requesting for retrieval does not 
include IP address of node to process the Query[1]. identity of peer is exposed to all 
the neighbors and some of malicious peers collect and analyze information with no 
difficulty by monitoring packet flow. For example type of packet or TTL value, Hops 
value, retrieval character and so forth can be obtained. Therefore through this method 
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initiator and responder lose the anonymity among their neighbors and at last P2P 
system as well loses the anonymity.  

This study proposes length-restricted multi-path technique through grouping nodes 
that can avoid denial of service. Identity is exposed on responder side by initiator 
receiving QueryHit[1] packet and initiator's identity comes to get exposed to re-
sponder by initiator's download request made to responder. Therefore through packet 
monitoring malicious peer knows who the initiator and responder are. In addition 
using the information obtained from the information, it can fail initiator and responder 
with denial of service attack. The proposed technique not only protects identity of 
initiator and responder through grouping but also enables anonymous communication 
by performing packet relay for nodes belonging to group in random order. Since cryp-
tography processing implemented in previous papers is not used, it is advantageous in 
that mutual anonymity can easily be provided using previous protocol as it is without 
additional overhead.  

2   Related Researches 

Gnutella[3] is a decentralized P2P file-sharing model developed in the early 2000. To 
the share files on the Gnutella network, a user starts with a networked computer that 
runs one of the Gnutella clients. Since the node will work both as a server and a cli-
ent, it is generally referred to as a servent. Node A connect to another Gnutella-
enabled networked  computer node B and then node  A will announce existence to B. 
Node B will in turn announce to all its neighboring nodes that A is live. This pattern 
will continue recursively with each new level of nodes announcing to its neighbors 
that node A is alive. Once the node A has announced its existence to the rest of the 
network, the user at this node can now query the contents of the data shared across the 
network. This announcement broadcasting will end when the TTL packet information 
expires; that is, at each level the TTL counter will be decreased by one from some 
initial value until it reaches zero at which  point its broadcasting will stop. To prevent 
users from setting this initial TTL value too high, the majority of the Gnutella ser-
vents will refuse packets with excessively high TTL value. However, from the users 
perspective, maximizing the chances of finding the required file means using as high 
as possible TTL value therefore creating a trade-off point for this network.  

After a connection is established, two servents communicate with each other by ex-
changing Gnutella protocol descriptors(Ping, Pong, Query, QueryHit, Push)[1]. The 
Gnutella protocol rules also indicate for all descriptors that a particular response mes-
sage can only be sent along the same path that carried the matching request-for-
response descriptor. For example, Pong descriptor can only be sent along the same 
path that carried the incoming Ping descriptor, and the analog holds for QueryHit and 
Query, and Push and Query descriptors respectively. Ping and Query descriptors are 
broadcasted to all neighbors, and the servent that is recognized as the target of a par-
ticular descriptor will not forward  that descriptor further. The downloading process is 
done using the HTTP protocol scheme based on the information extracted from the 
Result-Set field from the QueryHit descriptor. 

The 0.4 version of Gnutella protocol provides an almost ideal environment for the 
self-replicating malicious agents primarily due to two main features of P2P’s design: 
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the anonymity in the peer-to-peer communication and the variety of the shared files. 
The anonymity feature involves weakness because each individual servent for the 
combination of low accountability and over-trust. In a traditional Internet-based trans-
action, the administrator would be notified when discovering malicious content, so 
Napster with a centralized index server can disable a user’s account if he or she was 
caught distributing malicious content. However in Gnutella 0.4, every servent with 
equal right can continuously provide spoofed content to any search request, which is 
difficult to prevent even by blacklisting the hostile IPs because of many servents us-
ing dynamic IP. Moreover, without trusted central supervisor in pure P2P networks, 
there is no mechanism to propagate the deceiving information to other servents. Vari-
ous attacks relying on the anonymity have been observed. For instance, the well-
known VBS.Gnutella worm[4] (often wrongly referred the Gnutella virus) spreads by 
making a copy of itself in the Gnutella program directory; then it modifies the 
Gnutella.ini file to allow sharing the .vbs format files in the Gnutella program folder. 
Another Gnutella worm called Mandragore[5] establishes a connection with local 
Gnutella client and pretends an active neighboring peer with local IP address. Then 
Mandragore will respond affirmatively to any intercepted request with a renamed 
copy of itself for the requesting peer to download.  

The primary goal for Freenet[6] security is protecting the anonymity of requestors 
and inserters of files. As Freenet communication is not directed towards specific re-
ceivers, receiver anonymity is more accurately viewed as key anonymity, that is, 
hiding the key which is being requested or inserted.  Anonymous point-to-point chan-
nels based on Chaum’s mix-net scheme[7] have been implemented for email by the 
Mixmaster remailer[8] and for general TCP/IP traffic by onion routing[9,10] and 
freedom[11]. Such channels are not in themselves easily suited to one-to-many publi-
cation, however, and are best viewed as a complement to Freenet since they do not 
provide file access and storage. Anonymity for  consumers of information in the web 
context is provided by browser proxy services such as the Anonymizer[12], although 
they provide no protection for producers of information and do not protect consumers 
against logs kept by the services themselves. Private information retrieval 
schemes[13] provide much stronger guarantees for information consumers, but only 
to the extent of hiding which piece of information was retrieved from a particular 
server. In many cases, the fact of contacting a particular server in itself can reveal 
much about the information retrieved, which can only be counteracted by having 
every server hold all information. Reiter and Rubin’s Crowds system[14] uses a simi-
lar method of proxing requests for consumers, although Crowds does not itself store 
information and does not protect information producers. Berthold et al. propose Web 
MIXes[15], a stronger system that uses message padding and reordering and dummy 
messages to increase security, but again does not protect information producers. 

Free Haven[16] is an interesting anonymous publication system that uses a trust 
network and file trading mechanism to provide greater server accountability while 
maintaining anonymity. MUTE[17] forces all intermediate nodes along the path be-
tween the client and the server node to work as proxies to protect the identities of the 
client and the server. Every node in the path including the client and the server thinks 
its previous node is the client and its next one the server. Therefore the data from the 
true server will be relayed node by node along the path causing a heavy traffic, espe-
cially for large multimedia files. Tarzan[18] is a peer-to-peer anonymous IP network 
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overly. so it works with any internet application. Its peer-to-peer design makes it 
decentralized, scalable, and easy to manage. But Tarzan provides anonymity to either 
clients or servers. Mantis[19] is similar to Crowds in that there are helping nodes to 
propagate the request to the candidate servers anonymously. Since Mantis preserves 
the anonymity of the server only, the server knows where is the client. The server 
sends the requested data to the client directly but in UDP hiding its IP. UDP is con-
venient to hide the server's identity but due to the packet loss inevitable in UDP Man-
tis needs additional packet retransmission mechanism. 

3   Length-Restricted Multi-path Technique by Means of 
Intermediate Node Grouping  

With the technique proposed in this paper neighbor nodes are tied into a group and the 
group becomes a fixed proxy. Each node belonging to the group processes the request 
of client in part. Fig. 1 shows the p2p retrieval system (ie. Gnutella) of general flood-
ing basis. Whenever client sends Query it has GUID value of its own. Therefore when 
client receives QueryHit packet, in case that the current GUID value and the GUID 
value of received QueryHit packet are different it is ignored since it is the answer to 
the former request.  

node A

node B

node C

node E

node F

node H

node I

node J

node S

node L

node D node G node K node M
 

Fig. 1. Packet flow at gnutella system 

In Fig. 1 client broadcasts Query packet to neighbor node and the node receiving 
the packet broadcasts it to the neighbor node again. If retrieval matches to among 
these nodes, it responds as QueryHit packet. In general Gnutella system, if receiving 
Query packet having the same quid value again, it is aborted. If not, numerous query 
packets are generated and substantial network traffic may be found. In the proposed 
technique these rules are ignored according to certain standard. In Fig. 1 Nodes B, C, 
and E initially received the packet having the same GUID value. Then they broadcasts 
it again to server, the neighbor node. According to general rule, server(node S) will 
respond to one of Queries sent by node I, F, or L if it matches to retrieval. However 
with technique proposed in Fig. 2, if it matches to retrieval, it will respond to all Que-
ries having the same GUID value.  
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Nodes I, F, L receiving QueryHit packet from server are grouped as one through 
the exchange of SetGroup packet. Through the exchange of SetGroup packet, it is 
known that nodes I, F, L belong to the same group and finally client communicates 
with server through the group in the end.  
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node H
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node D node G node K node M
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node S

node L

node D node G node K node M
 

Fig. 2. Grouping intermediate nodes through overlapping receipt of Query message 

When downloading a file, client can download file from all the nodes, I, F, L be-
longing to group. In Fig. 2, client receives QueryHit packet sent by I,F,L server's 
neighbor nodes from the neighbor node E. In general Gnutella protocol, one retrieval 
result value is obtained. Where client has same general guid value and receives Que-
ryHit packet having Servant Session ID value from different node(node E), the client 
is processed as follows. If the received packet is QueryHit packet then it is checked 
that the local GUID value and GUID value of packet are identical. If they are not 
identical, abort it. If the received packet is QueryHit packet and the values of local 
GUID d and packet's GUID are the same, then GUID value and Servant Session ID 
local GUID value are saved to g_table. If there is the same GUID value and entry 
which equals to servant session ID value, new entry is added and same Group is set. 
and In user application, only one group is marked as retrieval result. Users request file 
download by means of application. If the file download request belongs to g_table a 
Group, one of them is selected randomly and file request is made. Namely, file 
download request can be sent to node other than node requested by user.   

Fig 3 shows client's downloading flow. In Fig. 2, client tries to download among 
retrieval list obtained by received QueryHit. If it belongs to a group at g_table, one of 
them is randomly selected. In Fig. 3 node I was selected. For node I it conforms to the 
following process. In node I value obtained from SetGroup packet exchange per-
formed at Fig. 2 process is stored at g_table. So it is known that nodes L and F belong 
to the same group. Node I randomly fixes order within the Group. In Fig. 3, number 
one is I, number two, L, and number three, F. Node I sends these order information, 
SetOrderGroup packet to nodes, L and F. Node I sends the IP address and Port value 
of PUSH packet after setting them as IP address and Port of the last node in order, 
node F. Because Server received PUSH packet it tries to connect to node F and sends 
filed requested by client. Node F knows node L with order number 2 and sends the 
file sent by Sever to node L. Node L sends it to node I with order number 1 again. 
Finally, Node I sends the file to Node A(client). 
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Fig. 3. Anonymous communication flow between server and client 

4   Experimentation 

In chapter 3 algorithm proposed in this paper was explained. As shown on Fig. 3 
several nodes are grouped and nodes in the group relay file between server and client 
in turn. However there is problem here. If all the nodes between server and client are 
grouped in one, relay nodes are so many as MUTE so it leads to cause lots of packet 
and the sending speed is fixed to the lowest bandwidth of nodes within group as 
well.  Accordingly the number of nodes in the same group is needed to be properly 
fixed.  
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Fig. 4. The number of relay nodes included in Group simulated with Minism 

Fig. 4 shows the number of relay nodes included in Group simulated with Minism 
[20,21]. Maximum neighbor nodes per node is 5, the TTL value is 7, and the probabil-
ity to be retrieved is 30%. Probability to be retrieved here means that approximately 
30 % of all the nodes have matching file. The number of nodes in a group when the 
size of P2P network is classified as small, medium, and large unit each. As shown on 
the figures although the number of nodes participating in network is diminished or 
increased, the number of node in Group is not so variable. Therefore packet overload 
is not caused as MUTE. 
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5   Conclusions 

In this paper we proposed length-restricted multi-path technique to provide mutual 
anonymous between server and client when retrieval is made in P2P. Initiator and 
responder do not exactly know who the initiator and responder are through length-
restricted multi-path technique. Initiator knows that it communicates with specific 
node of group but does not know node belonging to the group and even if it knows the 
node the relay order of each node is randomly set that hardly knows the location of 
responder. It is the same as with responder side that identity of responder and initiator 
is secured. In proposed technique according to the number of node in one group 
packet overhead can be made. Experimentation results found that the number of relay 
nodes included in Group is constantly maintained to a certain level regardless of the 
number of node. Therefore with length-restricted multi-path technique, since over-
head such as cryptography processing is not aroused the mutual anonymity can be 
provided with relatively little overhead. 
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Abstract. In an open and dynamic environment, an organization has to cope 
with various changes from both the external environment and the internal 
elements in multi-agent systems. Reorganization is the essential capability for 
an organization to achieve organizational objectives flexibly and becomes one 
of the key issues of organization theories. To represent formally the dynamic 
process of reorganization in multi-agent systems, in this paper, we formulate a 
graph transformation based model of reorganization process in the context of 
organizational structures. In this model, a multi-level graph is proposed to 
capture main elements and their inter-relations of the organization and the 
specific operational semantics of organizational changes are defined with the 
graph manipulation of this graph based on graph transformation rules. Finally, 
for methodologies, we specify the examples of applying this graph 
transformation approach to the transition of organizational structures during the 
reorganization process. 

Keywords: Dynamic reorganization; multi-level graph; graph transformation, 
multi-agent system. 

1   Introduction 

Organizations are well recognized as an effective approach to enhance the efficiency of 
problem solving based on agent computing and decrease conflicts between agents 
performing the shared tasks cooperatively. However, agent organizations have to cope 
with various changes from both the external environments, i.e. changing the 
organizational objectives, and the internal elements in multi-agent systems, i.e. agents 
leaving from the organizations, which lead to the structural changes of organizations or 
emergent changes of agent behaviors. Therefore, reorganization is an essential 
capability provided by agent organizations to achieve organizational objectives flexibly. 

In the literature of reorganization and organizational evolution, the existing 
methodologies can be distinguished by agent-centered and organization-centered 
approaches. The former emphasizes combining social concepts into agent architectures, 
i.e. G. Boella et al [5] propose social laws as the a set of restrictions on the agents’ 
activities, by which artificial social systems can reason about the evolution of  them. 
Glaser N. et al [6] introduce an agent model with social competences, with which an 
agent can agree with other agents on the assignment of roles. The latter concentrates on 
main concepts, namely agents, roles and groups, by which organizational evolution can 
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originate from both the structural changes and behavioral changes of organizations [13]. 
From the organization-centered view, the existing typical researches relate to 
organizational self-design [2], [11], formal transition of organizational states [10], 
dynamic reorganization [8], [13]. In addition, reorganization-oriented simulation is also 
concerned [12], but it is still at the exploring stage. 

In this paper, we aim at formulating the formal process of reorganization in multi-
agent systems in the context of organizational structures. Especially, organizational 
structures describe how agents in the organizations should coordinate their activities 
to achieve organizational objectives, and also influence the reorganization process in 
multi-agent systems in some extent. Comparing with the above existing work, our 
contributions involve giving a formal representation of organizational structures and a 
graph transformation based formal model of reorganization process in multi-agent 
systems. To understand the concrete process of reorganization, we introduce the 
examples of applying this graph transformation approach to analyzing organizational 
changes. 

The remainder of this paper is structured as follows. In section 2, the characteristics 
of organizational structures are specified. The graph based approach of representing 
the organizational structure and the analysis of dynamic reorganization with graph 
transformation are presented in section 3 and 4, respectively. Finally, section 5 draws 
the conclusions and points the directions of future work. 

2   Characteristics of Organizational Structures 

Previous work on organizational structures focuses on many central concepts, i.e. 
agents, roles and social structures (e.g. AGR, MOISE+, OMNI and etc. in [9]). 
Generally, organizational structures can appear either from the emergent cooperation 
among agents performing shared task together according to the certain dependence 
relations [7] or by instantiating the above organizational concepts. In order to capture 
main elements and their inter-relations of organizational structures, we consider them 
from three aspects of the social structure, the coordination relations between agents 
and the role enactment for agents. A diagram of these aspects is shown in Fig.1. The 
social structure shapes the abstraction of an organizational structure and consists of 
roles and their inter-relations in the organizational structure. Agent coordination 
builds the solid organization according to the social structure, in which agents act as 
the components or entities in multi-agent systems and relate to the given roles by the 
certain role enactment relations that can be assigned either at the design stage or at the 
stage of system runtime. 

As shown in Fig. 1, a social structure is defined, i.e. there exist three roles 
supervisor, product manager and engineer labeled by SP, PM and PE associating to 
the nodes respectively and five agents. In the social structure of this graph, directed 
arrows linking two roles indicate the relations of dependences between roles. The 
directed arrows between agents express the relations of coordination that can be 
considered as the instantiation of dependences between roles after agents enact the 
corresponding roles. 
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Fig. 1. An exemplar diagram containing the social structure, agent coordination and role 
enactment in a manufacturing organization 

In multi-agent systems, organizational changes can be considered from the above 
three aspects. A full formal specification of these aspects is discussed in the next 
section. 

3   The Graph Based Representation of Organizations 

In order to model the above three aspects of the organizational structure, we propose a 
multi-level graph model consisting of the rolegraph, agentgraph and connection graph 
as follows: 

• The top level: namely rolegraph level, which is composed of roles and their inter-
relations, i.e. dependences between roles. Roles can be considered as the 
constructed notion according to their objectives. If an objective of the role is the set 
of sub-objectives accomplished by other roles, then the role is viewed as the notion 
of the group. In addition, we only consider the dependences between roles marked 
by the directed edges in the rolegraph. Dependences describe the constraints on 
roles and imply other relations between roles, i.e. power and authorization [3]. 

• The bottom level: namely agentgraph level, which consists of agents and their 
inter-relations, i.e. coordination between agents. 

• The middle level: namely connection graph level having roles and agents in 
rolegraph and agentgraph respectively as nodes, and the role enactment for agents 
as its directed edges. Connection graph links the top and bottom level with its 
directed edges. 

The formal specification of the multi-level graph is presented here. 

Definition 1 (Rolegraphs) 
Let rΣ and rΔ   are two fixed sets of alphabets marking the nodes and edges 
respectively. A rolegraph is a labeled, directed acyclic graph:  

( , , , , , )G N E s t l mr r r r r r r=  (1) 

Where rN and rE  are two finite sets of nodes and edges with N Er r = Φ∩ . 

, :s t E Nr r r r6 are two functions mapping each edge to its source and target node 
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respectively, and :l N rr r Σ6 , :m E rr r Δ6 are the node and edge labeling 

functions respectively. 

Definition 2 (Agentgraphs) 
Let aΣ and aΔ are two fixed sets of the node and edge alphabets respectively. An 
agentgraph is a labeled, directed acyclic graph:  

( , , , , , )G N E s t l ma a a a a a a=  (2) 

Where Na and Ea are the finite sets of nodes and edges with N Ea a = Φ∩ . sa , ta  , 

la , ma are the functions of the source, target, node and edge labeling mapping, 

respectively. 

As above, for 1, 2a a Ea< >∈ , there exists a coordination relation between the agent 

1a and 2a , that is, the agent 1a  can manage the activities of the agent 2a for their 
shared tasks, and then, 1a will form the coordination relation with 2a  after they enact 
the corresponding roles as expressed by the equation (3).  

( 1, 2) ( 1, 1) ( 2, 2) ( 1, 2)R r r R a r R a r R a adep act act cor∧ ∧ →  (3) 

Where 1r and 2r are two nodes of roles in the rolegraph, 1a and 2a are two nodes of 

agents in the agentgraph. Rdep , Rcor and Ract  are the binary relations of 

dependences, coordination and role enactment, respectively. The role enactment is 
implied by the corresponding edges of the connection graph. 

Definition 3 (Connection Graphs) 
Let cΣ and cΔ  are two fixed sets expressing the node and edge alphabets 

with c r aΣ = Σ Σ∪ , a connection graph is a bipartite graph cG : 

     ( , , , , , )G N E s t l mc c c c c c c=  (4) 

Where c r aN N N= ∪  is a finite set of nodes including the nodes in the rolegraph and 

agentgraph, cE is a finite set of edges partitioning the nodes into two sets rN and aN . 

For each ce E∈ , . .s t  ( )c as e N∈ and ( )c rt e N∈ . sa , ta , la , ma are the source, target, 

node and edge labeling mappings, respectively. 
In the connection graph, each edge indicates the relation of role enactment 

mapping an agent into a role. We can define a role enactment relation Ract : 

{( , ) | , , . . ( ) ( )}R a r a N r N e E s t a s e r t eact a r c c c= ∈ ∈ ∃ ∈ = ∧ =  (5) 

The multi-level graph model is constructed with rolegraph, agentgraph and 
connection graph as the Definition 4. 
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Definition 4 (Multi-level Graph of Organization) 
A multi-level graph of organization is a tuple Gm : 

( , , )r a cG G G Gm =  (6) 

Where rG is a rolegraph, aG is an agentgraph and cG is a connection graph 

with c r aN N N= ∪ . 

Based on the multi-level graph, the dynamic process of reorganization can be 
characterized as the transformation between different graphs by applying certain 
graph rules in the specific scenarios. We specify a graph transformation system 
formalizing this dynamic process and the operational semantics of organizational 
changes in section 4. 

4   The Analysis of Dynamic Reorganization Based on Graph 
Transformation System 

The focus here is to provide a formal specification of the reorganization process. For 
simplicity, we consider that reorganization is enforced based on certain rules, that is, 
the transition between organizational states can be expressed by the transformation 
between different instances of the multi-level graph model of organizations. Graph 
transformation provides a formal basis of graph manipulation [1], [4]. In this section, 
this process here will be detailed by the notions of the algebraic graph transformation 
approach. 

4.1   Multi-level Graph Transformation System 

As above, a multi-level graph transformation system can be constructed by the 
rolegraph, agentgraph and connection graph shown in the Definition 5. 

Definition 5 (Multi-level Graph Transformation System) 
A multi-level graph transformation system is a tuple: 

( , , , , )A Cm m m m m mε= Γ ℜ ⇒  (7) 

Where: 

• ( , , )m r a cΓ = Γ Γ Γ  is a class of multi-level graphs of an organization. rΓ , aΓ and 

cΓ are the classes of rolegraphs, agentgraphs and connection graphs of the 

organization. 

• mℜ is a class of graph transformation rules denoted by m r a cℜ = ℜ × ℜ × ℜ . rℜ , 

aℜ and cℜ  are the classes of the graph rules of rolegraphs, agentgraphs and 

connection graphs. 
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• m⇒ is a rule application operator, its semantics can be defined here. For a rule 

( , , )p α β γ= , ( , , )G G G Gm r a c m= ∈ Γ and ( , , )G G G Gm r a c m= ∈ Γ′ ′ ′ ′ , 

p
G Gm m m⇒ ′ ffi  G Gr r r

α ⇒ ′ , G Ga a a
β
⇒ ′ and G Gc c c

γ
⇒ ′ . 

• Cm is a class of controlling conditions that specify the destination graph from a 

given scenario and an initial graph denoted by C C C Cm r a c= × × , and its 

semantics can be defined as follows. For ( , , )c c c c Cm r a c m∀ = ∈ , the semantics  

( )SEM cm  of cm  is presented in the equation (8). 

( ) {(( , , ), ( , , )) |SEM c G G G G G Gm r a c r a c m m
′ ′ ′= ∈ Γ × Γ

( , ) ( ) ( , ) ( )G G SEM c G G SEM cr r r a a a
′ ′∈ ∧ ∈ ( , ) ( )}G G SEM cc c c

′∧ ∈  
(8) 

• mε is a class of graph class expressions denoted by  m r a cε ε ε ε= × × and its 

semantics can be specified here,  ( , , )m r a c mχ χ χ χ ε∀ = ∈ , the semantics 

( )SEM mχ  of mχ  is given in the equation(9). 

( ) ( ) ( ) ( )SEM SEM SEM SEMm r a c mχ χ χ χ= × × Γ∩  (9) 

With graph transformation, we can associate various organizational changes to 
specific graph manipulation, i.e. the addition or deletion of the nodes or edges in 
rolegraph, agentgraph and connection graph. The analysis of this reorganization 
process is discussed as follows. 

4.2   The Analysis Process of Reorganization 

The graph transformation based approach characterizes the formal process of 
reorganization that can reflect adaptive mechanisms of organizational structures in 
multi-agent systems [14]. To specify various changes of organizational structures in 
multi-agent systems, we present the example indicating the three aspects of the 
organizational structure in a manufacturing organization as shown in Fig. 1. In this 
example, for simplicity, we assume that an objective is assigned to a role and each 
agent plays one role. Formally, graph transformation rules can be constructed by the 
double pushout approach [1], which specifies the application conditions of these rules, 
i.e. dangling and identification conditions to ensure that these rules can control 
exactly in their context some node or edge of the multi-level graph should be deleted 
or preserved.  

As above, a rule of multi-level graph m  can be constructed by the product of graph 
rules of rolegraph, agentgraph and connection graph according to the Definition 5. 
Fig.2 shows the examples of two graph transformation rules. 
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Fig. 2. A diagram indicating two graph transformation rules of a new agent a6 enacting the role 
PE and the agent a5 leaving from the organization 

 

Fig. 3. The two scenarios indicating organizational changes for the role enactment and agent 
leaving 

As shown in Fig.2, there are two graph transformation rules involving a new agent 
a6 enacting the role PE and the agent a5 leaving from the organization denoted by 
ENACT  and LEAVING , respectively. We assume two scenarios of organizational 
changes, that is, an agent enacting a role in the organization and an agent leaving from 
the organization, in which the initial scenario is shown in Fig.1 and the destination 
scenarios are depicted in the left-side and right-side graphs of Fig.3, respectively. The 
analysis of the scenarios is discussed as follows. 

Example 1 (A new agent a6 enacting the role PE).  
In the left-side graph of Fig.3, ( , , )G G G Gm r a c=  is the initial graph. When the agent 

a6 enacts the role PE, the instance Gm of the multi-level graph of the organization is 

transformed into ( , , )H H H Hm r a c=  by applying the rule ENACT  to Gm . After 

enacting the role PE, the agent a2 will form the coordination relation with a6 in the 

agentgraph of Hm  according to the dependence between PM and PE, and an edge 

from a6 to the role PE is also added in the connection graph of Hm  as shown in the 

left-side graph of Fig.3. 
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Example 2 (The agent a5 leaving from the organization). 
The right-side graph of Fig.3 shows the scenario that the agent a5 leaves from the 

organization. In this scenario, the destination graph Hm  originates from the initial 

graph Gm  by applying the rule LEAVING . After the agent a5 leaves from the 

organization, the node a5 is deleted and the edge from a3 to a5 is removed from the 

agentgraph of Gm . Similarly, the node a5 and an edge indicating the role enactment 

from a5 to the role PE are also removed from the connection graph of Gm . 

In the above examples, there are no changes in the rolegraphs of the initial graphs 
and destination graphs since the graph rules only specify the behavioral changes in the 
organization. To enforce the transformation of organizational structures in multi-agent 
systems, the particular components should be provided by these systems to monitor 
and control this reorganization process. 

5   Conclusions 

We have presented a graph transformation system based approach to formulate the 
process of dynamic reorganization in multi-agent systems. In this approach, we 
introduced a multi-level graph model involving the rolegraph, agentgraph and 
connection graph to characterize main elements and their inter-relations of 
organizational structures and specified a graph transformation system based on this 
multi-level graph.  Based on this graph transformation based approach, various 
organizational changes can be integrated into the graph transformation system. 
Finally, we discussed the examples of reorganization process with this graph 
transformation approach. 

In our further work, we will refine the graph transformation model, and elaborate 
the graph transformation rules and controlling conditions in order to represent the 
mechanisms of reorganization and combine this graph transformation approach with 
quantitative simulation analysis as well. 
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Abstract. Multi-agent systems defined on a network can be used for modelling 
the competition between companies in terms of market dominance. In view of 
the enormous size of the search space for winning strategies of initial 
configuration of resource allocation on network, we focus our search on the 
subspace defined by special local clustering effects, using the recently 
developed evolutionary computational algorithm. Strategies that emphasize 
local solidarity, measured by the formation of clusters in the form of triangles 
linkage between members of the same company, prove to be effective in 
winning both the market share with high probability and high speed. The result 
provides a good guideline to improve the collective competitiveness in a 
network of agents. The formulation is based on the Ising model in statistical 
physics and the evolutionary game is based on Monte Carlo simulation. 
Significance and the application of the algorithm in the context of econophysics 
and damage spreading in network are discussed. 

1   Introduction 

The resource allocation problem is an interesting problem in econophysics where it 
considers different competitors on the market trying to achieve market dominance in 
the shortest time [1]. A good example can be found in the competition between 
telecommunication service providers on a social network. The telecommunication 
service providers are interested in expanding their business in terms of subscribing 
clients by good allocation of their resource. It is a common promotional practice that 
the service providers offer a lower price or other bonus to reward the clients to make 
intra-network phone calls, that is, phone call made between users subscribing the 
same company. In this way, clustering in social networks becoming clustering of the 
clients for the company. Users will find the promotional offer of intra-network call 
attractive, as most calls will be made between friends. We therefore anticipate that 
clustering effects will be a useful guideline in the design of winning strategy in 
resource allocation.  

If one maps the clustering effect of social networks to the problem of local 
interactions in econophysics, one natural description will be the localized magnetic 
moment models commonly studied in statistical physics. A simplest model for two 
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competing companies is the Ising model on the network. The model consists of a set 
of Ising spins with two possible values, up or down, (representing two companies, 
say, black or white). The local interaction with neighbouring spins will determine the 
spin orientation probabilistically, according to the Boltzmann factor. In the 
ferromagnetic version of the Ising model, if most of the spin in the neighbouring sites 
are pointing up (down), then it is likely to point up (down). In order to relate this 
model to the problem of the resource allocation for the telecommunication service 
provider, we assume that the clients are living in an artificial society defined by a 
social network [2] where every node of the network represents a client and a pair of 
connected nodes means that the pair of clients communicates frequently on the phone. 
(Here we consider a bi-directional network). We approach the problem with the Ising 
model of statistical mechanics in physics [3] and model the social network with a 
random network [4]. Every node of the network has an Ising spin [5], with a freedom 
to choose its state (up or down), corresponding to the service provider subscribed. The 
approach to the resource allocation problem is: (1) generate a set of initial spin 
configuration on the network, (2) simulate the initial configurations using Monte 
Carlo simulation [6] to find the probability and speed for the different 
telecommunication service provider to achieve dominance on the network and (3) 
evolve the initial spin configuration with Mutation Only Genetic Algorithm (MOGA) 
[7,8,9] to improve the winning probability and speed of dominance of the spin 
configuration. Here speed is the inverse of time required for a service provider to 
achieve dominance, which is a good parameter to assess the competence of a strategy.  

2   Modelling of the Resource Allocation Problem 

The resource allocation problem of the telecommunication service providers can be 
modelled by multi-agent system defined on a random network simulated by Monte 
Carlo simulation [1]. A random network with L nodes with connection probability p is 
formed by linking every pair of nodes with probability p. Every node on the network 
represents a client in the model, and a link between two nodes represents their 
established communication. Here we assume that only two telecommunication service 
providers are competing in order to simplify the model. For a node i there is a spin si 
residing on it. The state of spin (up: si = +1 or down: si=–1) represents the subscribed 
telecommunication service provider. The interaction energy E between two spins is 
defined as 

∑
>

−=
L

ji
jiij ssJE  (1) 

Here Jij is 1 if node i and j are connected in the network and 0 otherwise. The energy 
E is raised by a pair of nodes with opposite spin type and lowered otherwise. If we 
interpret E as some monotonic increasing function of the total spending of the client 
on the telecommunication service, then we expect that E tends to drop throughout the 
simulation since people are eager to minimize their cost. To make a fair game, we 
assume that none of the service providers has enough resource to supersede its 
competitors so that we constrain the initial configuration of the model to be any spin 
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configuration with equal dominance of different spin types: the two service providers 
have 50% market share at the beginning. In our simulation we studied two random 
network both having L=60, one with p = 0.05 and the other with p = 0.1. 

3   Monte Carlo Simulation to Evolve the Initial Spin Configuration 
on the Random Network 

The initial spin configurations in the model are evolved by Monte Carlo simulation. 
In every step of the Monte Carlo simulation a spin si is chosen from the network. Let  
ΔE be the energy change associated with the switching of si, the probability to switch 
si in the Monte Carlo step is 1 if ΔE ≦ 0. If ΔE > 0 then it is switched with 
probability P: 

⎟
⎠
⎞

⎜
⎝
⎛ Δ−=

kT

E
P exp  (2) 

where k is the Boltzmann constant and T is the temperature of the network. The 
presence of a temperature in the equation is related to the noise in the competition that 
affects the decision of a client. Government policies and various advertisements or 
promotions are examples of the noise [1]. We set kT=1 in our simulation. This is a 
temperature sufficiently low to guarantee that one of the two spin type will be able to 
dominate the network. If kT is too high then none of the spin types will be able to 
dominate the network. (In the language of the physics of magnetism, the high 
temperature phase is paramagnetic, without ferromagnetic order [5].) This is an 
undesirable condition since we are not able tell which one has achieved dominance 
and we cannot make any conclusion. 

In the Monte Carlo simulation the steps are carried on until one of the spin types 
has achieved dominance. To save computational resource we do not wait for a spin 
type to dominate the whole network. Instead we declare dominance of one spin type 
once it has occupied 87.5% of the network. Furthermore it is possible but rarely 
occurs that the simulation will enter a deadlock where none of the spin type is able to 
defeat the other and achieve dominance. When such cases occur we declare a draw. In 
our simulation, we define a draw if no winner appears after 100,000 Monte Carlo 
steps. This is a rare situation and we do not count such cases in our analysis.  

4   Search of Winning Configurations by Genetic Algorithm 

On an L = 60 random network, there are 60C30 (1.2×1017) valid initial spin 
configurations. To handle the search for winning initial configuration in such an 
enormous search space, we applied the recently developed Mutation Only Genetic 
Algorithm (MOGA) [7,8,9] which we found to be very efficient in solving the 
Knapsack problem. We first map the spin configuration bijectively on a chromosome 
containing 60 elements, where each element could be 0 or 1. Let the entire population 
of N chromosome each having a length L(=60) expressed as a matrix Aij(t), i=1,…,N; 
j=1,…,L, where A has been sorted according to the fitness of chromosome such that 
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the ith chromosome has a fitness equal or higher than the i+1th chromosome. We 
consider the mutation matrix M(t) such that Mij(t) = ai(t)bj(t), i = 1,…,N; j = 1,…,L, 
where 0≦ai(t), bj(t) ≦1 are respectively called the row (column) mutation 
probability. We should mutate loci on an unfit chromosome and we set  

1

( )

( )
( ) 1

N

n i
N

n

i

f n

f n
a t =

=

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

= −
∑

∑
 (3) 

where f(n) is the fitness of the chromosome n and ai(t) is zero for the fittest 
chromosome in the population and largest for the weakest chromosome. We then 
consider the column mutation probability bj(t). Let’s define the locus mutation 
probability of changing to X (X=0 or 1) at locus j as pjX : 

( ) ( )
1

1

1
1

N

m

N

jX kj
km

p N k Xδ

=

=

⎛ ⎞= + −⎜ ⎟
⎝ ⎠∑
∑  (4) 

where δkj(X) is 1 if the jth element of the ith chromosome has locus X, and 0 otherwise. 
Note that pjX contains information of both locus and row, and the locus statistics is 
biased so that heavier weight for chromosomes with high fitness is assumed. After 
defining pjX we define the bj(t) as: 

( )
1

0 1

1
1 0.5 0.5
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j

j

j j j

b

b p p

=

= − − − −
∑

 (5) 

Let’s consider an example. If 0 and 1 are randomly distributed then pj0 = pj1 = 0.5, we 
have no useful information about the locus and we set bj = 1. When there is definitive 
information, such as when pj0 = 1-pj1 = 0 or 1, we should not mutate and bj(t)=0. As 
there are sixty nodes in the network and the spins in every node can take two values, 
we can represent all configurations by a chromosome which is a sequence having 
thirty 1s and thirty 0s. To compare different strategies for the initial allocation of 
resource, we define a fitness for the spin configuration. The evolution of initial spin 
configurations affects both spin types. If the evolution favours one spin type and 
make it more competent then at the same time it will reduce the competitiveness of 
the other spin types. Here we set the evolution process to favour the spin up type and 
so the fitness of a chromosome solely reflects the competitiveness of the spin up type. 
Given a chromosome representing a particular initial spin configuration, we perform 
U trials of Monte Carlo simulation. If there are u out of the U trials of Monte Carlo 
simulations spin up achieve 87.5% dominance, then U-u times spin down will win. 
We now define for a given trial the number s as the metropolis steps required to 
evolve the initial configuration to one that has 87.5% dominance by one spin type, say 
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the spin up type. Therefore, among the U trials, we see that the average speed to 
dominance by spin up is given by <1/s>u, while the average speed to dominance by 
spin down is given by <1/s>U-u. Other than the speed and probability for spin up type 
to achieve dominate, we are interested in the number of triangles formed by the two 
spin types. Here a triangle is defined as a group of three interconnected nodes that 
share the same spin type, and we denote TU and TD the number of triangles of spin up 
type and spin down type. We expect that the number of triangle is a good indicator for 
solidarity of the two spin types: the larger the different of number of triangle between 
the two spin the larger the disparity in terms of solidarity. Thus the term TU - TD 
should be included in our consideration of fitness of the chromosome. Furthermore, 
we normalize this factor by dividing (TU - TD)  by (TU + TD), and add a constant factor 
1 so that the fitness is non-negative. This inclusion of the effect of local solidarity, 
represented by the factor {1+(TU-TD)/(TU+TD)} into the fitness definition allows us to 
direct our search to the subspace with concentrated clustering effects. We now define 
the fitness fc of chromosome c by the average speed to dominance by spin up, 
multiplied by the probability that spin up dominates among U (=1000) trials, 

⎥
⎦

⎤
⎢
⎣

⎡
+
−+×⎟

⎠
⎞

⎜
⎝
⎛×=

DU

DU

u
c TT

TT

U

u

s
f 1

1  (6) 

Since we want to compare the strategies of two companies with initially equal 
market share, we must make sure that in the construction of initial spin configurations 
there are equal number of spin up and spin down. However, the mutation operation in 
genetic algorithm will not conserve the number of spin up and down (represented by 1 
and 0). We thus need to modify MOGA. Let’s assume that the mutation probability 
for the locus in the chromosome has been calculated in the usual way [8], and that the 
chromosome c has k loci to be mutated. Out of these k loci k0 of them are 0s and k1 of 
them are 1s. We only mutate 2×min(k0, k1), and reject those 0s or 1s in excess which 
have the least mutation probability in order to conserve the number of 0s and 1s. For 
example, MOGA has designated the first six loci of the chromosome 1111000010 to 
mutate, and the corresponding mutation probabilities are: 0.9 0.7 0.5 0.3 0.8 0.6 0.2 
0.1 0.05 0.04 respectively. To conserve the number of 0s and 1s, two 1s should not 
mutate. Since the third and the fourth 1 are the least probable to mutate among all 
chosen 1s, they won’t mutate. So far the final outcome is 0011110010. In our 
evolutionary computation using MOGA, we set the population size of chromosome to 
be 100 (=N) and the number of generation for the chromosomes to evolve to be 100. 

5   Result of the Simulation 

We performed simulations on two random networks which have N=60 nodes, one 
with p=0.05 and the other p=0.1. For each random network we performed evolution 
with genetic algorithm described in Section 4, with the fitness evaluation defined by 
the Monte Carlo process in Section 3, and output the chromosome with the highest 
fitness. We repeat this 10 times with different initial population and random number 
seed, so as to obtain 10 best chromosomes for the random network, corresponding to 
10 best initial spin configurations. We measured <u/U>, <1/s>u and {1+(TU-
TD)/(TU+TD)}  on these 10 initial spin configurations, as well as their distributions of 
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connectivity of nodes and the clustering coefficient. Here the connectivity of node i, 
denoted as S D

i i ik C C≡ + , stands for the number ( S
iC ) of the neighbours having the 

same spin type as i’s plus the number of the neighbors ( D
iC )having opposite spin 

types as node i.  Let’s denote U and D to be the set that contains nodes with spin up 
type and spin down type respectively, the distribution of spin up type (the favoured 
spin type) and spin down type (the hampered spin type) are defined as the distribution 
of elements in the set { },ik i U∈  and { },ik i D∈ . Next denote Ti as the number of 

triangles having a node being i, and let’s introduce a local measure di on node i 

( )

0 2

2
1 2

i

i i
i

i i

i f k

d T
i f k

k k

<⎧
⎪= ⎨ ≥⎪ −⎩

 (7) 

The clustering coefficient of the spin up type and spin down type is defined as the 
average { },id i U D∈ . Statistics shows (i) the enhanced strategies have a higher 

probability to achieve dominance on the network, (ii) the favoured spin have more 
triangles than its counterpart (Table 1).  This is very natural if we interpret the number 
of triangle as the indicator of solidarity: the more united it is the harder to break it.  

Table 1. Averaged <1/s>u, u/U and 1+(TU-TD)/(TU+TD) for 10 random spin configurations and 
10 good spin configurations on the two networks 

P = 0.05 

Random Spin Configuration Good Spin Configuration 

<1/s>u u/U DU

DU

TT

TT

+
−+1  <1/s>u u/U DU

DU

TT

TT

+
−+1

 
0.0023±0.0002 0.47±0.22 1.0±1.0 0.0036±0.0003 0.93±0.05 1.8±0.6 

p = 0.1 

Random Spin Configuration Good Spin Configuration 

<1/s>u u/U DU

DU

TT

TT

+
−+1  <1/s>u u/U DU

DU

TT

TT

+
−+1

 
0.0049±0.0003 0.53±0.13 0.8±1.0 0.0068±0.0005 0.93±0.05 1.8±0.6 

We observe that the distribution of connectivity of the favoured spin type has shift 
to the left of the hampered spin’s (Fig.1). This implies that the enhanced spin type 
should have more nodes with the same spin type in contact compared with the 
hampered one, a sign of the importance of local solidarity.  
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Fig. 1. Averaged Distribution of Connectivity ik for (1) spin up type in random configurations 
(Filled Square), (2) enhanced spin in evolved configurations (empty circle) and (3) hampered 
spin in evolved configurations (triangle)  
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Based on numerical evidence, we conclude that the interconnectedness of nodes 
plays an important part in deciding which spin type to achieve dominance. In terms of 
the competing telecommunication service providers this means that if the clients of 
one service provider have a higher interconnectedness than the others’ then it will 
have a higher probability to dominate the market. This agrees with our intuition on 
social behaviour: if a client has many friends and relatives subscribing the same 
cellular phone service provider, he/she is very unlikely to switch due to his or her 
friend’s influence and the lower price on intra-network phone call. Thus, a company 
with limited resource should expand its market through existing clients, i.e. promote 
its service to the relatives, friends and acquaintances of the existing clients since this 
would enhance the interconnectedness among its client and they will tend to be loyal 
customers. This strategy to market dominance can also be viewed as a way to produce 
the maximum damage to other companies [10]. K.Y. Szeto acknowledges the support 
of CERG 6071-02P, 6157-01P, and DAG04/05SC23.  
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Abstract. The growing interest in mobile devices in new different scenarios 
increases the need to create context-aware multi-agent systems. Interaction 
between users is produced in many environments and new mobility 
technologies allow access information anytime and anywhere. Many researches 
and location systems have focused in specific domains to share knowledge 
between agents. This article proposes a global ontology to let agents work with 
heterogeneous domains using a wireless network. The intention of the proposed 
ontology is to provide customization about different environment services based 
on user location and profile. 

Keywords: ontology, heterogeneous domain, multi-agent system, wireless 
network. 

1   Introduction 

Nowadays, mobile devices have a series of powerful computation capacities, which 
opens us towards new environments where the users interact between them and access 
to the information anywhere and anytime [9]. User mobility, new wireless 
technologies and the need to receive context-dependent information, promote new 
user location systems that adapt and customize information according to user position, 
rather than classic systems which do not support automatic detection of user location. 
[10]. Mobility allows users to access information anytime and anywhere, so due to 
user position,  these location based systems provide context-aware information in the 
environment where the user is located.  In the same way scenarios change, the system 
has to adapt itself to new domain information. This article proposes a high level 
conceptualization ontology allowing systems to adapt to heterogeneous domains in 
commercial area. 

Museum domain is one of most used domains, and several applications based on 
user location have been implemented, addressed mainly for Semantic Web. One of 
them is KORE [8] that uses agents to obtain visitor position in the museum, and to 
customize information according to the visitor profile. In KORE, information 

                                                           
* Funded by projects CICYT TSI2005-07344, CICYT TEC2005-07 186 and CAM 

MADRINET S-0505/TIC/0255. 



1200 V. Fuentes, J. Carbó, and J.M. Molina 

exchanged between agents is defined by an ontology, which only covers a specific 
domain. Other  research projects propose the introduction of a mediator  agent , which 
contains user location knowledge, defined by  a location ontology, and determines the 
best service for the user [11] [12]. The main point of ontologies is the connection 
between physical information in real world and conceptual information in digital 
world. Several researches have later identified three basic features for this kind of 
systems: previous knowledge of agents, cooperation between context and devices, and 
independence of application [6]. 

The intention in this contribution is to apply user location and information 
personalization to large and dynamic domains, using a more versatile ontology to 
allow very different information exchanges between agents.  The proposal here is to 
design and implement such ontology that should cover a wide application domain. 
The ontology aim is to be shared and re-used by agents. Ontology universe allows 
using agents in several business area contexts (conferences, department stores, 
fairgrounds etc.) agents obtain user position and profile user information, and 
according to these, they provide personalized and recommended information about 
the context. The proposed multi-agent system runs on a wireless network, where 
visitor information, as well as supplier information, will be managed by 
visitor/supplier agents while one special agent handles all position information.  

The chosen internal architecture of agents is based on the BDI model (Belief-
Desire-Intention) [3], who is one of the most used deliberative paradigms to model 
and implement internal reasoning of agents. The BDI model allows viewing an agent 
as a goal-directed entity that acts in a rational way [2]. The framework Jadex has been 
selected as development platform to support the use of the reasoning capacities by 
BDI model deployment with software engineering technologies as XML and Java [1]. 

For accomplishing objectives, agents need to communicate between them. Since there 
are a large variety of communication environments, we focus in ontology development to 
allow sharing knowledge in a global domain which may cover several contexts [7]. 
Communicative acts between agents are expressed through FIPA-ACL messages 
(Foundation for Intelligent Physical Agent ACL), which allows selecting content 
language and ontology inside messages. We adopt as content language RDF (Resource 
Description Framework) and RDFS (RDF Schema) [6] for information description. As 
ontology development tool Protégé-2000 is selected, because it allows performing in 
different platforms and interacting with standard storage formats as XML and RDF [5]. 

This article describes a generic ontology for a multi-agent system to be applied to 
in any context of commercial or business nature. Section 2 presents different research 
related to the objective of this contribution. Section 3 explains the problem of using a 
single ontology for different contexts, and its motivation. It describes the proposed 
ontology, including abstract concepts and relations between them, which constitute 
the communication language domain between agents. Section 4 illustrates the 
problem with some example cases. Finally, Section 5 reports   some conclusions. 

2   Previous Works 

At present, mobile devices establish new scenarios where users can interact in many 
environments and access to information anywhere and anytime [9]. Numerous 
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researches have focused on ubiquitous computing problems as well as Semantic Web, 
in order to provide context-aware information from real world, emphasizing the 
combination of physical sensors and ontologies, to establish a connection between 
real world and digital world [6]. One limitation of these works is the use of specific 
domain ontologies. Museum domain is one of most used domains, because users walk 
freely in a building without a fixed way, and they need information relative to the 
environment. Therefore, museums are an ideal area for testing the human-computer 
interaction with mobile devices [9]. 

There are many approaches which use museum domain to show and implement 
their solutions. PGAA architecture [6] is one of them. Its intelligent navigation and 
guide's services recognize the context by environment sensor-based information, and 
presents customized contents dependent on user location. To standardize 
communication between agents and knowledge representation, PGAA uses an 
ontology that represents context information and it allows a flexible cooperation 
between several agents. Although in this research, it is not expressly defined what 
type of ontological information is gathered, at least it contemplates user location 
information, as well as services in museum domain.  

CONSORTS system [12] offers a solution implemented for a museum and for a 
Wireless-LAN network, respectively, to determine which service is better adjusted to 
user location, translating real location sensor-based representation, to a contextual 
ones. CONSORTS ontology defines ubiquitous computing locations, and describes 
spatial region (buildings, floors, rooms, objects in space) and temporary region. 

KORE architecture [8] allows recognizing user position by PDA or cellular phone 
in museum environment too. KORE does not focus on information representation 
with ontology, but focuses on architecture to provide the services that user needs 
inside the museum specific domain, according to user location and profile. The 
restriction of a concrete domain constitutes a limitation and moves away from the 
principal intention of this article. PDA applications designed for conscious and indoor 
location supposes an advantage in user position location and in adaptation information 
to context [9]. It is similar to our research as for PDA devices to receive personalized 
information, but not as for ontology creation which includes multiple heterogeneous 
scenarios in commercial scope. 

Museum domain is not the only application domain. The wireless communication 
offers new opportunities such as mobile learning [15] where the most important 
challenge is information security. This work proposes a model based on ontologies 
and agents for information security. Although other studies do not reach the ontology 
definition for a global and heterogeneous domain, they bring near enough.  
Conference Center project ontology for conference domain [13], describes conference 
social activities, and focuses on different people roles, locations and activities, 
conference areas and event scheme. Users try to obtain great variety of services 
information in different situations. Conconf prototype is designed to analyze and 
evaluate the viability of the framework for essential services [14]. It consists of a 
content-based conference environment. Conconf needs one or more ontologies to 
complete the task of reasoning satisfactorily.  

In general, all these approaches with specific domains constitute precedents of this 
article. Although some researches are close to our proposal, they do not focus on the 
principal aim: create and handle a global domain for heterogeneous and different 
environments of commercial nature. 
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3   The Proposed Ontology 

The main motivation to define ontologies relies on the need of communication 
between persons, organizations and software, and on integrating different domains in 
a coherent framework. Due to the different needs and contexts, there is a great variety 
of points of view and assumptions relating to the same question [4]. The ontology aim 
relies on a common vocabulary definition to share information in an interest domain, 
and provide interoperability between heterogeneous systems [16]. 

To define the ontology we have used a generic methodology which combines Top-
Down and Bottom-Up strategies for concepts extraction. First, it is important to have 
clearly requirements, and the use intentions. Identifying the scope of the ontology 
provides a reasonable and good defined aim [4]. The intention of this article is to 
define an ontology that provides context-aware information in a heterogeneous 
domain, which covers different and specific contexts in commercial area. Different 
multi-agents solutions and architectures have been proposed to solve problems in 
specific environments and have supported on restricted ontology definition to a 
specific domain, which constitutes a limitation [6], [11], [12], [13], [14]. With a 
generic ontology design we try to solve the problem of applying agents to user 
location and personalized information in restricted domains. The ontology role in 
communication is a main point, because it provides not ambiguous terms definitions 
that agents share and communicate between them inside a domain. 

Once the goal is fixed, it is considered integration of existing ontologies, or part of 
them, in case they have concepts in common [16]. Examining the ontologies used by 
the most researches related with this article, they agree with our study in the need of 
user location system providing customized information according to the location. 
Furthermore, the design of location ontology to describe user position is equivalent to 
a part of the proposed meta-ontology. They not only have described user position, but 
also the geographical space in which users move, the position of elements and objects 
in it [6], [11], [12]. In our study location concept is similar to these researches, for 
people and places, with the difference that this environment can be re-used in 
different commercial area contexts. 

Defining the ontology implies a process of ontological acquisition, which consists 
on the identification of the key concepts and relationships of interest domain [4]. For 
this acquisition we have combined a Top-Down strategy with Bottom-Up strategy. 
Top-Down starts with a general vision of the problem, and go down to instantiate the 
specific concepts of the domain. Bottom-Up strategy obtains a high level abstract 
conceptualization from different specific domain applications. Thanks to this 
combination, the aim of meta-ontology definition is accomplished with a high level 
abstraction by distinguishing the details according to different contexts include in 
global domain. The created ontology focuses mainly on all concepts definition in order 
to be valid for a set of heterogeneous domains. These ontological high level concepts 
are considered to be meta-concept or meta-object and can be described as follows: 

• Framework: general application which includes high level system concepts. It has 
two properties or slots: system sector (technology, entertainment, market etc.) and 
event (fairground, conference, congress, exhibition etc.). These slots are properties 
of whole subclasses of Framework. 

• Location: includes (x, y) coordinates. System requires knowing coordinates about 
any place, participant or object. 
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• Spatial Region or environment: defines principal area or map and is composed by 
segments according to a range of coordinates 

• Place or interest points: defined in one segment or a group of segments, or in a 
specific localization. It contains different kind of places: stands, departments, 
conference room, exhibition area etc. 

• Temporal Region: gathers temporal system information, hour and date when user is 
in any localization in spatial region. 

• Participants: persons, companies and their roles in the environment: user or 
visitant, supplier, seller, buyer etc. It contains a slot about preferences participants’ 
information. 

• Services: different kind of system provision offered to users referred to places or 
interest points: notice or notifications about publicity information, product 
information etc.   

• Products: offers, solutions, applications, objects. 
• Devices: information about different devices profiles and hardware to present 

information to user anywhere and anytime [14]. 

System super class Framework includes generic meta-concepts or meta-classes. 
Location, spatial region, temporary region, places, participants and devices, constitute 
a generic valid part for any location system that appears in other similar works and all 
these concepts are related between them. Particular development in this article 
consists on an abstract conceptualization of services and products. There is a 
bidirectional interchange of services and products information between system and 
users, and it is valid in whatever commercial area. Sector and event are common 
properties to all concepts included in the framework and they determine which 
domain is currently used. 

Once ontology concepts are obtained, codification process is the next step and 
consists on specific and formal representation of the conceptualization gathered in the 
capture phase and it allows selecting representation language. In this step the meta-
ontology is created. This ontology describes representative terms used to express the 
principal ontology, as shown in Figure1. 

Developing on appropriated semantic for a concrete expression inside context 
requires the classification of all the possible elements of discourse domain. High level 
conceptualization is common to any context in commercial and business area and 
covers the heterogeneous application domains of this nature. Ontology application to 
a multi-agent system describes handled agents knowledge in communication process. 
Communication is achieved by FIPA-ACL and uses ontological concepts for 
messages. This means that it is necessary to add other important aspects to gather the 
appropriate semantic in agreement to ACL messages agents exchange, besides 
common concepts on heterogeneous system domain. According to this, multi-agent 
system ontology must include [17]: 

• Predicate: represents a base of facts or expressions that says something about 
world state, and can be true or false. 

• Agent action: represents special concepts that indicates some action developed by 
several agents, like communicative acts or ACL messages; 

• Agent identification: represents expressions which identify entities or agents.  
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Fig. 1. Ontology high level concepts 

4   Evaluation 

To analyze and evaluate the viability of ontology framework, this paper proposes two 
particular application contexts to show that are covered by ontology, although they 
belong to different domains. Several possible application domains of built ontology in 
proposed multi-agent architecture for a wireless network are a mobile fair and a 
shopping centre. Meta-concepts in the ontology have specific terms in this concrete 
domain as instances, and these terms match perfectly with generic concept pattern 
defined (Figure 2 shows an example). In this conceptual framework some example 
meta-class instances are included, as follows: 

• Sector: Framework slot. It takes “mobile” value in mobile fair domain and 
“commercial” value in shopping centre domain. 

• Event: Framework slot. It takes “fair” value in mobile fair domain and “shopping 
centre” value in correspondent domain. 

• Location: user is in (x, y) position in any domain. 
• Spatial Region: map or NxM area, composed by segments with a range of positions 

each one. For example, segment1 is a segment with the range of positions: (1,1) 
(1,2). This is shared for all domains. 

• Place or interest point: in fair domain, places are participant companies expositors 
like Nokia, Siemens etc.; and in shopping centre domain places are departments or 
counters close to users and composed by one or some segments.  

• Temporal region: user date (dd/mm/yyyy) and hour (hh:mm) when is in a concrete 
position inside map. This is shared for all domains. 

• Participants: in mobile fair domain, participants are users (registered with an 
identifier each one), and companies like Nokia, Siemens, Motorola. Preferences are 
one Participants’ slot, and they can be preferential-product, firm, price, model etc. 
in fair domain; slots in shopping centre could be firm, price and size. 
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• Product: in fair domain a product is a mobile, for example. In the other domain a 
product is footwear. 

• Service: for fair domain a service could be a notification in user device about 
preferential user product. In shopping centre, services could be different offers in 
footwear product. 

• Device: PDA in both domains. 

 

Fig. 2. Particular domain application ontology 

5   Conclusions 

This paper presents a framework for generic and heterogeneous ontology to cover 
several commercial domains, and describes knowledge for multi-agent 
communication process in wireless networks. User mobility in a great variety of 
environments increases the need of developing context-aware information systems 
based on user location and profile for providing different services to users. In this 
work a global ontology is designed in a high level of conceptualization and its 
viability is analyze and evaluated with two specific cases, which show that first level 
defined concepts match perfectly with specific concepts taken out from examples.   
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Abstract. Testing interactions in multi-agent systems is a complex task because 
of several reasons. Agents are distributed and can move through different nodes 
in a network, so their interactions can occur concurrently and from many 
different sites. Also, agents are autonomous entities with a variety of possible 
behaviours, which can evolve during their lives by adapting to changes in the 
environment and new interaction patterns. Furthermore, the number of agents 
can vary during system execution, from a few dozens to thousands or more. 
Therefore, the number of interactions can be huge and it is difficult to follow up 
their occurrence and relationships. In order to solve these issues we propose the 
use of a set of data mining tools, the ACLAnalyser, which processes the results 
of the execution of large scale multi-agent systems in a monitored environment. 
This has been integrated with an agent development toolset, the INGENIAS 
Development Kit, in order to facilitate the verification of multi-agent system 
models at the design level rather than at the programming level. 

1   Introduction 

Agent execution platforms usually provide some tools for debugging interactions of 
multi-agent systems (MAS). However, these tools are currently very limited in 
functionality and just provide the visualization of a small number of interactions and 
agents in the system. Therefore they can be applied just for simple debugging of agent 
code and are not integrated with other activities of the software development 
lifecycle, such as analysis and design. They are impractical to test MAS with 
hundreds or thousands of agents. In such cases, strong and flexible tools are needed to 
log and recover all necessary data and to analyze these and extract some results and 
views of the system behaviour. These views should maintain the appropriate 
abstraction level because, in scenarios that involve the execution of large-scale MAS, 
there is a clear need to summarize in order to gain insight about what is actually 
happening in the MAS.  

In this paper we address these issues by integrating the ACLAnalyser tool [2] with 
the INGENIAS Development Kit (IDK) framework [6]. On the one hand, the 
ACLAnalyser facilitates the analysis of the interactions of large scale MAS, by 
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applying clustering techniques to the logs of interactions resulting from the execution 
of a MAS on the JADE platform [1]. This solves part of the problem, managing 
thousands of agent interactions. On the other hand, the IDK provides a development 
environment for modelling MAS and tools for automatic code generation. The 
integration of ACLAnalyser with the IDK consists basically on the generation of a 
JADE implementation of the MAS under development to perform extensive 
executions, analysing the resulting logs with ACLAnalyser, and interpreting back the 
results in terms of the INGENIAS models. In this way, the developer gets feedback in 
terms of the model (rather than the programming language level) and, besides, the 
ACLAnalyser is integrated with the MAS design activity. This improves considerably 
the productivity of the developers as they are able to validate their MAS models 
without concerns about the actual program code for the target platform. 

The rest of the paper is structured as follows. Section 2 presents the ACLAnalyser 
tool, and section 3 the INGENIAS framework. Their integration is explained in 
section 4, where it is illustrated with one example. Conclusions in section 5 discuss 
the results and points out issues to be considered in the coming future. 

2   The ACLAnalyser Tool 

A MAS can be analysed at the intra-agent level or at the inter-agent level. At the 
intra-agent level, the purpose is to check the right evolution of goals with respect to 
intentions, the correct accomplishment of tasks semantics, and possibly belief 
revisions. In this case, the nature of the analysed information influences the kind of 
properties that can be verified because they will depend on the concrete agent model 
under consideration (e.g., BDI agents, mobile agents, etc.) Examples of this approach 
for MAS verification and validation can be found in [3][8]. At the inter-agent level, 
information comes only from interactions occurred during the execution of the MAS. 
This information consist of messages in an Agent Communication Language (ACL). 
This level considers the social perspective of agents and their communication activity. 
Examples of such analysis are [7][8] (this last works at both levels) and also concrete 
tools integrated in the JADE and Zeus agent platforms. In their current state, however, 
these tools work at the micro social layer (i.e. they study only the correct 
accomplishment of single dialogues among a few number of agents). The 
ACLAnalyser works at the inter-agent level but it also works at the macro social 
layer. 

The ACLAnalyser tool has been designed to analyze executions on any FIPA 
compliant platform. It has been implemented, as a proof of concept, for the JADE 
platform. The tool consists of the following elements: 

 A special sniffer agent: it is in charge of receiving a copy of all messages 
exchanged in the MAS under test. Messages are stored in a relational database 
for further processing. This sniffer agent subscribes to the Agent Management 
System (AMS, the central element of management in a FIPA platform) to 
indicate that it is interested in receiving messages of each new agent. The 
sniffer is notified when a new agent is started. After that, it asks the AMS to 
receive a copy of all messages which come out from it.  
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 A relational database: this is actually a log of all messages. The main entity of 
the database is a session. A session is a logical entity that groups all messages 
exchanged in a run of the MAS under test. A session consists of a number of 
conversations (different conversations are detected by using the conversation-
id parameter value, generated by the FIPA platform in the case of JADE). 
Finally, conversations contain messages. Messages come with a number of 
receivers (interaction protocols may be multi-party) and the message content.  

 A monitor: the monitor is actually a GUI for the sniffer agent. It can be 
activated or not, depending on whether we are interested to follow the 
evolution of the run in terms of what new agents start executing and what 
messages are exchanged on the fly.  

 The analyzer: this is a stand-alone Java program that interacts with the 
database and carries out all tasks related to the analysis of the logs that have 
been produced in the different runs.  

Among the components of the tool, the analyzer is the most important. Its 
functionality can be divided in two different groups depending on the abstraction 
level from which we look at the agent society: 

 At the group level, the analyser allows verification of formally specified 
protocols. This definitely supports the ability of detecting unfinished or wrong 
dialogues between agents and, in consequence, locating bugs in interaction 
protocol implementations. In the first version and implementation of the tool 
(see details in [2]) the protocol specification was based on the definition of a 
deterministic finite automaton by specifying states and transitions between 
them. However, this approach has some limitations, which are addressed by 
the improvements exposed in this paper.  

 At the society level, it supports testing of large scale multi-agent societies (i.e. 
compound by more than one thousand agents). At this level of abstraction, we 
are not interested in single conversations between a few agents but in macro-
parameters which, in some sense, reflect the global behaviour of the society. 
For example, we might be interested in discovering hierarchical arrangements 
in the society that were not directly specified in the design. For that, the 
ACLAnalyser performs data mining over the ACL messages. One typical data 
mining task is complex data visualization [9]. In this task, data is analysed to 
find adequate graphical representations that, at a first sight, are capable of 
representing information in a manner that may allow to obtain quick answers 
to questions made on source data. This is particularly useful in the 
development of complex MAS in order to highlight the specific properties of 
the system under study.  

3   The INGENIAS Development Kit (IDK) and the Interaction 
Analysis Module 

The basic assumption of the INGENIAS approach is that agent related concepts 
facilitate the modelling of complex systems, and consequently their analysis and 
design. These concepts are organized in five viewpoints: organization, interactions, 
agents, goals/tasks, and environment [6]. 
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The system architecture is defined as a MAS organization. The concept of 
organization supports the definition of structural relationships (i.e., groups) and 
dynamics (i.e., workflows). Organization rules determine how agents can participate 
in organizations and constraint agent relationships. The organization view is 
complemented by the interaction view, which provides the description of the 
interactions among agents. Precisely, the need for analysis of such interactions is the 
motivation for using the ACLAnalyser tool in this work. The behaviour of the active 
entities in the system, i.e. the agents, is defined in the agent and the goals/tasks 
viewpoints. As agent agents are considered as intentional entities, their interactions 
are the result of their decisions. These decisions are determined by the evolution of 
the agent mental state, which is described in the agent viewpoint. The agent mental 
state consists of goals, knowledge about the world, and agent capabilities. The 
decomposition of goals and their relationship with tasks are expressed in the 
goals/tasks viewpoint. Finally, the environment viewpoint specifies what agents can 
perceive and how they can act on the surrounding world. 

With these elements it is possible to model a MAS. The IDK provides a 
customizable editor for the creation and modification of MAS models, which consist 
of several diagrams for each viewpoint. While defining the models, the developer 
needs to check their validity, i.e. whether models represent what they intend to, and to 
verify that the system satisfies certain properties. The IDK offers for this purpose a 
framework for the implementation of modules that can perform different types of 
functions with the MAS models. This framework includes APIs that allow to navigate 
through the MAS models and basic classes to plugin new modules into the editor. It 
was initially conceived to support automatic code generation but soon its suitability to 
build verification and validation tools has shown up, as it is demonstrated in this 
paper. 

The purpose of the integration of the ACLAnalyser into the IDK, as it has been 
mentioned in the introduction, is to support the analysis of the interactions during 
design, which means working with models instead of program code. This is done by 
wrapping the ACLAnalyser into the new Interaction Analysis module in the IDK. 
This new module works as follows: 

1. It browses the MAS models to identify which agent types have been specified 
and in which interactions do they participate. In this step, the module checks 
whether all necessary information for describing interactions has been 
provided. If some information is missing, code generation could not be 
performed, so the module reports an error to the developer with the required 
information. 

2. With the information from the model, the module instantiates templates for 
agents in the JADE platform according to the agent types in the MAS and the 
requirements of the ACLAnalyser tool (basically, to facilitate the log of their 
activity). There is also a default sniffer agent typefor the ACLAnalyser. This 
process reuses the JADE code generator modules already existing in the IDK. 
The result is a set of Java classes ready for compilation. 

3. The module generates also one ant script (information about the ant tool is 
available at http://ant.apache.org). The script incorporates tasks for 
compilation of all Java classes and for the deployment and execution of the 
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agents in JADE agencies or platforms. In order to get deployment information, 
an extension to the INGENIAS MAS modelling language has been required. 
The extension specifies how many agents of each type are created at each 
agency (node of the agent platform). 

4. The module executes the scripts and while running the MAS on the JADE 
platform, ACLAnalyser sniffer agents prepare logs with information 
concerning the interactions.  

5. Information from the logs is used by the Analyzer component. This 
information is then visualized in a new window in the IDK with the results of 
the ACLAnalyser in terms of agents as identified in the IDK model diagrams. 
This is made by integrating ACLAnalyser GUI with IDK windows 
management hierarchy and maintaining hooks between agent entities in IDK 
models and the corresponding JADE agents (which where automatically 
generated). 

Note that most of the work for integrating ACLAnalyser in the IDK as the 
Interactions Analysis Module reuses the JADE automatic code generation module of 
IDK and the ACLAnalyser itself. 

4   Example of Analysis of MAS Interactions 

The use of this module is illustrated with an example of a MAS where agents have to 
choose a leader. This is useful in situations where a set of agents has to choose one to 
perform a certain task, for instance, to act as a coordinator. We start from a 
community of agents of type group member agent, which are agents that know how to 
choose a leader, as it is shown in Fig. 1. This shows that an agent can play several 
roles, in this case, a leader or a follower. 

 

Fig. 1. Roles associated to a GroupMemberAgent 

Agents interact to select who plays the leader role in a group. This interaction is 
declared in Fig.  2. In INGENIAS, the interaction is described by the goal why agents 
get engaged in the interaction (Choose a leader in this case), the participants, and a 
protocol (the possible sequences of messages that agents exchange in the interaction). 
The protocol is specified in another diagram (referenced as Leader Selection Protocol) 
as INGENIAS allows the use of several ways to specify it (collaboration diagrams 
and AUML sequence diagrams, for instance). [This is not shown here because of 
space limitations.] 

The interaction protocol Leader Selection describes the algorithm by which all 
agents decide who will be the leader. For this example we have considered the 
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Fig.  2. High level representation of the interaction to select a leader 

algorithm proposed by Muller in [5], page 101, where the leader will be the agent 
with the greatest identifier (considered this as a number). The algorithm consists on 
sending to all the acquaintances the own identifier and if no received message comes 
from an agent with a greater identifier than the own, the agent will claim to be a 
leader, and a follower elsewhere.  

For this particular example, 500 agents have been arranged in five different groups 
with the same size. Each group will have to choose a coordinator (i.e. all agents in a 
group only communicate with the leader agent within the group) and coordinators 
communicate between them. This deployment is described in the diagram of Fig. 3. 
There are five deployment units, to describe the deployment configuration of each 
group. Each deployment unit indicates the type of agent to instantiate, i.e. 
GroupMemberAgent, the number of times, i.e., 100, and initial mental state for each 
agent (this is a reference to a particular configuration of an agent mental state). 

 

Fig. 3. Description of the deployment configuration 

It is not possible to know in advance who will be the leader. In runtime, all agents 
could be asked whether they are the leader or they could be programmed to notify 
when they are playing the leader role. The problem is that, during the execution of the 
algorithm, there can be several leaders at some moment (there can be local maximals 
agent ID, but we look for a maximal ID within the group). Also, agents can get in and 
out of the system, so a chosen leader may vanish, leading again to a leader selection 
process. Instead of asking or being informed, the ACLAnalyser can help to guess who 
is finally the leader. A graphical representation of the MAS through a communication 
graph may be useful in order to discover which hierarchy is hidden in the distributed 
system, in terms of the interactions which took place when simulating the society.  
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Fig. 4. A communication graph in a five hundred agents deployment. It is compound by a set of 
nodes that represent the agents in the system and arcs between nodes when the corresponding 
agents exchange messages. Arcs may be labelled with the number of bytes exchanged through 
the link. 

The communication graph generated by the ACLAnalyser for this example appears 
on the left of Fig. 4. Clearly, this graph is so complex that it results useless. But a more 
abstract representation is still useful. In this example, the use of a k-means clustering 
approach [4] finally arranges agents as they appear on the right of Fig. 4. This 
representation is also a graph whose nodes represent subsets of agents that are 
grouped together because they interact with the same agents. Cluster 5 contains the 
directory facilitator agent and the agent that creates the 500 agents in the example, 
and, for this reason, it appears in the center. In the rest of clusters, agents within the 
node are grouped because they interact with the coordinator within their group. 
Coordinators appear as dense communication points within each group.  

5   Conclusions 

The integration of the ACLAnalyser into the IDK facilitates the development of large 
scale MAS as it allows the verification of some MAS properties at the design level, 
which is more convenient than working at program code level for several reasons. 
Firstly, as the developer works at a higher abstraction level, details of the target 
platform do not need to be taken into consideration. Secondly, as interactions are 
specified at model level, they are independent of a concrete target platform, and once 
the design has been validated, they can be implemented in any target platform without 
effort, given that there is a module for automatic code generation for such platform. 
Third, the automation that is provided by the tool eases the work of the developer, 
who does not need to generate specific code, compile, configure the deployment on 
the target platform, monitor the execution, capture and interpret the results. This 
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integration is done by the Interaction Analysis module, which wraps the 
ACLAnalyser into the IDK. 

The example with the leader algorithm shows how the tool may be used to discover 
unknown groupings in agents societies and also to visually arrange a large scale MAS 
in order to allow the developer an easier inspection of the MAS through a more 
abstract and convenient representation. 
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Abstract. Context-aware adaptation service is rapidly becoming an important 
issue. This service overcomes the limitations of wireless devices and maintains 
adequate service levels in changing environments. The majority of existing 
studies concentrate on adaptation modules on the client, proxy, or server. These 
existing studies thus suffer from the problem of having the workload concen-
trated on a single system. This means that increasing the number of users in-
creases the response time of a user’s request. In this paper, the adaptation mod-
ule is dispersed and arranged over the client, proxy, and server. The module 
monitors the context of each system and creates a dispersed adaptation system, 
optimized for efficient operation. Through this method, faster adaptation work 
is made possible, even when the number of users increases, and the dividing 
workload makes more stable system operation possible. In order to evaluate the 
proposed system, a prototype is constructed and dispersed operations are tested 
using multimedia content, simulating server overload and comparing the re-
sponse times and system stability with existing server based adaptation systems. 
The effectiveness of the system is confirmed through the results. 

1   Introduction 

The developments made in computing technologies have accentuated the supply of 
wireless devices of various forms, enabling the internet to be accessed anywhere, at 
anytime. In addition, many tasks that must be achieved at fixed locations using wired 
internet and desktop PC’s are being transformed into tasks that can be completed at 
any location. However, wireless devices still suffer from limited performance, due to 
small screens, slower CPU’s, and reduced memory sizes. In addition, unlike fixed 
wired network environments, the wireless network environment often experiences 
fluctuations in performance as users move from one point to another. In an effort to 
overcome such limitations and maintain adequate service level, various institutions 
worldwide are carrying out studies relating to adaptive systems. In the majority of 
cases, when the number of users increases, these systems suffer from the problem of 
the workload being concentrated in one place. 
                                                           
* This work was supported in parts by Ubiquitous Autonomic Computing and Network Pro-

ject, 21th Century Frontier R&D Program, MIC, Korea, ITRC IITA-2005-(C1090-0501-
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Therefore, in an effort to solve this problem, this paper proposes a system for dis-
persing the adaptation module over the client, proxy, and server, dividing adaptation 
work adequately according to the situation of each system. With such a system, as the 
number of users increase and the response speed of a request increases, faster adapta-
tion is made possible. In addition, this results in more stable operation of the server. 

In order to evaluate the proposed system a prototype is constructed, and dispersed 
operations are tested by applying the system to multimedia based learning content. In 
comparing the response time and stability of the system with existing systems, and the 
adaptation module concentrated at a single location, the overload of the server is 
simulated and the effectiveness of the proposed system is demonstrated. 

The paper is organized as follows. Chapter 2 divides the well known existing stud-
ies into three types and discusses their characteristics. Chapter 3 explains the pro-
posed system, designed after considering the problems of other studies. Chapter 4 
discusses construction of a prototype of the proposed system and evaluates the system 
by conducting tests. The conclusion and future tasks are presented in chapter 5. 

2   Related Work 

Depending on the location adaptation occurs, existing adaptation systems can be di-
vided into client, server, or proxy side. The first system, the client side adaptation 
system, refers to the type of system where the adaptation module is installed in the 
user’s device, monitoring the changing environment, and converting and displaying 
downloaded content accordingly[1]. However, as a client in the mobile environment 
is a portable machine that possesses peer computing power, this system suffers from 
the problem of making it difficult to perform work that consumes substantial re-
sources, such as converting the format of multimedia content.  

The second, the server side adaptation system, is a type of system that supplies 
content, and connects to the client with the appropriate pre-constructed content, ac-
cording to the context of the client requesting the content, or dynamically creating the 
content[2][3][4]. This type of system offers the advantage of being able to create 
more accurate content, as adaptation can be carried out according to the requirements 
of the author. However, the server is burdened by the workload required for adapta-
tion, in addition to supplying the content, resulting in a serious disadvantage. 

The third type of system, the proxy side adaptation system, refers to a system that 
removes the function of conducting content adaptation at the server, to decrease the 
workload of the server, and conducts adaptation work at the proxy[5][6]. This system 
is being used in many studies and has advantages of decreasing the workload concen-
trated on the server, and making adaptation possible simply by adding the adaptation 
module to the proxy. However, tasks such as converting media content consume con-
siderable resources, as the requests of user increases with the workload of the proxy.  

As presented above, existing systems suffer from the problem of the adaptation 
module being concentrated in one place, either in the client, proxy, or server. This 
means the workload will be concentrated at a single location, resulting in increased 
response time to a user’s request when the number of users increases. The subse-
quent section considers the problems of existing systems and explains the proposed 
system. 
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3   Proposed System 

3.1   The Proposed System Architecture 

- Monitoring Agent (MA): The MA is inserted into each adaptation module located at 
the client, proxy, and server, gathering dynamically changing context information 
such as resource state and workload. 

- Analysis Agent (AA): The AA analyzes the current situation based on information 
gathered by the MA. In addition, the AA of the client decides the adaptation ser-
vices to be performed by the client in each situation. This decision has priority over 
others when a server finally decides on the type of adaptation services and location 
for performing adaptation work. 

- Context Synthesis Agent (CSA): The CSA combines the information collected by the 
MA and the information analyzed by the AA. 

- Decision Agent (DA): The DA selects the type and intensity of the adaptation ser-
vice, decides the location to perform is based on the integrated context information 
and the rules in the Rule DB. 

- Rule DB: The Rule DB is composed of the response plans for each context. 
- Repository: The Repository saves the service components required for adaptation. 
- Content DB: The Content DB saves the original copies of web content. 
- Executor: The Executor executes the adaptation service components 
- Communicator: The Communicator performs the interaction between modules. 

 

Fig. 1. Proposed system architecture 

3.2   Overall System Behavior 

The overall behavior of proposed system is as follows. First, the Monitoring Agent 
(MA), gather the context information of itself, accessible by being embedded in each 
system. The collected information is presented in Table 1. The component represent-
ing the static capacity of the client can use HTTP 1.1 to represent the server. How-
ever, the proposed system used the MA in order to collect dynamic context and to 
extend the new context type in response to the addition of adaptation services.  
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Table 1. The context information collected at each location 

Location Context type Application 
CPU-RAM usage, current usage 

Display size, Acceptable color depth of device
Acceptable media format of device 

Decides the type and intensity of the adapta-
tion service 

Client 

Adaptation service to be performed 
Decides the distribution of adaptation jobs 
such as web page reconfiguration. 

CPU-RAM usage, current usage, 
Size of work queue Proxy 

List of adaptation service 

Decides the distribution of adaptation jobs 
such as media format conversion which is 
consuming the resource  

Server 
CPU-RAM usage, current usage, 

Size of work queue 

Decides the distribution of adaptation jobs 
such as media format conversion which is 
consuming the resource 

 

Fig. 2. Sequence diagram for the interaction between agents 

The AA calculates and analyzes the collected information. The AA of client de-
cides the adaptation services to be performed, in the analyzing phase. Section 3.3 
presents more detailed explanation of this decision. Then, the CSA combines col-
lected static information using the MA and calculated information from the AA. 

The client content request makes the Client Adaptation Module(CAM) transmit col-
lected context information to the Proxy Adaptation Module(PAM). Then, the CSA of 
the proxy attaches the context information of the proxy to the request information of 
the client. This information is transmitted to the Server Adaptation Module(SAM).  

The Decision Agent(DA) of the server analyzes metadata for the requested infor-
mation, then decides the type of adaptation service and its intensity, based on context 
information of the client, proxy, and server attached to the request message. This 
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decision uses rules described in advance by an expert, however research relating to 
self-extension of rules[7] will be integrated in future research.  

Then, the proposed system performs a decision for the location which adaptation 
service to be performed. At this time, the requested first decision by CAM has priority 
over others, then, by calculating the workload of the each system, adaptation work is 
distributed and processed. Hence, the original web content of the Content DB is dis-
tributed to each system. A sequence diagram corresponding to the interaction between 
agents is presented in Figure 2. 

3.3   Behavior of Decision Agent 

In the proposed system, the resource consumption of the system and the length of the 
queue, which refers to the amount of work being carried out, are incorporated into the 
decision for the location adaptation work is to be conducted. 
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The formulae used in previous grid computing studies[8] can be used to determine 
the first necessary factor, the resource consumption of the client, proxy, and server. 

In these formulas, W is the weight assigned to the CPU and RAM. For example, 
when it is assumed that the resources consumed by the image_convertor carrying out 
the decided adaptation work is 10, the weight consumed by the CPU and RAM can be 
defined as 4 and 6, respectively. Wcpu is the work assigned to the CPU, CPUload is the 
current usage of the CPU, CPUspeed is the operational speed of the CPU, and CPUmin is 
the minimum level required for the CPU to carry out the requested task. In addition 
WRAM is the work assigned to the RAM, RAMusageis the current usage of the RAM, 
RAMsize is the size of the RAM, and RAMmin is the minimum amount of RAM re-
quired to carry out the requested task.  

The second factor is to determine the amount of work presently being conducted. 
The current length of the queue can determine this factor. The queue length calcula-
tion formula defined as Little’s law[9] can be used to calculate the length of the queue 
on the model.  

Trλ=r  (4) 

r refers to the length of the queue, λ refers to the rate of the arrival time of the packet 
arriving at the system, and Tr refers to the average standby time.  

The resource usage and length of the queue can be used to calculate the current 
workload handled by the system. Based on this information, distributed processing can 
be determined. The equation to express the current state of the system (SystemContext) 
used in the proposed system, is as follows. 

r+= resourceContext CurrentSystem  (5) 
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In the case where the number of users rapidly increases and the server processes all 
workload, increasing the resource usage of the server to a near critical value occurs, 
distributing processing among the client, proxy, and server. The real time determina-
tion of the resource usage of the client and proxy is necessary, because the condition 
for distributed processing is such that the resource usage of the client and proxy must 
be lower than that of the server. 

4   System Evaluation 

In this paper, a prototype is presented, and multimedia based learning content was 
applied to the proposed system to evaluate the proposed system. The evaluations were 
conducted for response time and stability. The evaluations were conducted using the 
materialized system to simulate server overload and checking the system workload of 
the standard adaptation system in which the adaptation module was processed at a 
single location. The change in response time was tested.  

The device used for the prototypes are as follows. The client’s device consists of 
general portable wireless devices, and an HP 5500 PDA with 240 * 320 resolution, a 
400MHz CPU, and 128 MB RAM. The proxy refers to the server located at or around 
the AP, and its role executes adaptation services of the proposed system and acts as a 
general gateway. A general desktop PC with a 2.8 GHz CPU and 512 MB RAM was 
used in the test. For the content server, a HP 4300 workstation with a 3.4 GHz CPU 
and 2 GB RAM was used, and the provided content was multimedia content, which 
included movie clips, images, and documents. For tests on the adaptation services 
used in the prototype, Image_size_convert, Image_colordepth_convert, and Im-
age_format_convert were used.  

4.1   Evaluation for Response Time  

The first test was to test the system’s response time. This was achieved by checking the 
time required to complete the output on the client screen and changing conditions by 
increasing the number of users through simulation. Through this test, the goal is to 
demonstrate that as the number of clients increases, the overall workload is distributed, 
making the proposed system’s response time the fastest. In a standard system, when a 
web page is requested, the work is conducted at one point of the server, increasing the 
workload of the system server and decreasing processing speed. However, in the pro-
posed system, the workload for adaptation is distributed among the client, proxy, and 
server, according to the context, 
resulting in the processing speed 
of adaptation pages being faster 
than the standard system. The 
test graphs are presented in 
Figure 3. Through this process, 
by distributing adaptation work, 
the proposed system maintains 
system stability better than that 
of the standard adaptation sys-
tem, and the system’s response 
time improved.                                          Fig. 3. Response time comparison graph 
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4.2   Evaluation for System Stability  

The second test was to test the stability of the system when adaptation modules were 
distributed among the client, proxy, and server. The test conditions were normal 
(CASE1), increasing the number of users, but most adaptation service work was 
achieved by the server (CASE2), and increasing users on the proposed system 
(CASE3). For the normal state, it is assumed that the server completed all adaptation 
work and that there were few users. In the event of increasing users, it is assumed that 
the server completed all adaptation work, rapidly increasing the resource workload of 
the server. In the proposed system, it is assumed that the number of users constantly 
increased and adaptation work is being distributed among the client, proxy, and 
server. Equation (5) was used to calculate and compare the resource value and usage, 
respectively, in order to test the resource distribution effects of this situation. 

For the values used in the test, it is assumed that there was a certain process requir-
ing adaptation work with weight 10 and adaptation work was distributed among the 
client, proxy, and server, with the weight for each being decided according to whether 
there was adaptation work to be completed in the system. The result for this experi-
ment is presented in Table 2. 

Table 2. Resource factor for the each case 

 CAS
E 

CPUload 

(%) 
RAMusage 

(%) 
Wcpu 

 

WRAM 

 

CPUmin 

(GHz) 
RAMmin 

(MB) 
Currentresource 

 
Usage 

(%) 

1 8 16 0 0 0 0 - - 
2 12 20 0 0 0 0 - - Client 
3 22 24 1 1 0.1 64 2.26 / 3 25 
1 21 17 0 0 0 0 - - 
2 19 24 0 0 0 0 - - Proxy 
3 42 29 2 1 0.2 128 1.07 / 1.66 36 
1 51 43 6 4 0.3 128 7.37 / 13.2 45 
2 77 72 6 4 0.3 128 3.68 / 13.2 73 Server 
3 48 56 3 2 0.3 128 6.6 / 15.2 57 

In CASE 1, few users request content and all adaptation work is completed on the 
server. The server does not contain large workload even though all work is conducted 
on the server. In CASE 2, the number of users rapidly increased, increasing the work 
for the server and decreasing system stability. Through this result, it is confirmed that 
system stability is improved by distributing work among the server and proxy. 

5   Conclusion 

In this paper, a multi-agent based hybrid system is proposed. This system complements 
the weaknesses of adaptation systems currently being researched, by distributing the 
adaptation modules among client, proxy, and server and distributing adaptation work 
adequately, depending on each system’s resource usage.  

The proposed system makes adaptation faster, improving response time for requests. 
Therefore, stability of the system is improved. In addition, it is expected to alleviate 
many restrictions in limited mobile computing environments and create a more con-
venient mobile computing environment. Future work includes the following topics. 
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- Usage of various context found in the ubiquitous computing environment 
- A more effective algorithm for monitoring, analysis, and management of context 
- Security of messages transmitted and received between modules 
- Prediction of context changes through the pattern analyzing 
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Abstract. Internet auctions in open dynamic environments have been
attracting increasing attention. We analyze with a bottom-up approach
the competition between artificial intelligent agents in Continuous Dou-
ble Auction markets. In almost all previous works agents have a fixed
bidding strategy during the auction, usually under static symmetric en-
vironments. In our simulations we allow the soft-agents to learn not only
about how much they should bid or ask, but also about possible switching
between the alternative strategies. We examine the behaviour of strategic
traders under dynamic asymmetric environments thus extending previ-
ous results. This analysis is important in the design and performance of
auctions in the real world (stock exchanges, commodity markets, emis-
sion permits, and B2B exchanges) and in the applications of auction
theory to many problems in management and production, far beyond
market design (market oriented programming).

1 Electronic Commerce and Software Agents in
Continuous Double Auction Markets

The advent of Internet has significantly contributed to the development of elec-
tronic commerce. Internet is not only an integral part of electronic commerce
but it is also becoming a promising field for applying autonomous agents and
multi-agent system technologies (Chen and Hu [3]). Autonomous agents that
participate in online trading environments with the goal to increase revenue for
humans, represent such an advanced paradigm of process automation (Kehagias
et al. [9]). Software agents execute their transactions on electronic marketplaces.
Some good references are Kasbah (Chavez and Maes [1]), the Fishmarket project
(Rodŕıguez et al. [15]) and AuctionBot (Wurman [21]).

The challenge now is to see how agents bargain and learn in a more complex
environment. We focus on continuous double auction (CDA). It is one of the
most common exchange institutions and is extensively used in the stock and
commodity markets, emission permits, and B2B exchanges. The prevalence of
this institution comes from its operational simplicity (any trader may submit or
accept an offer or a bid at any time) and its high efficiency.

Never mind these properties, the CDA remains as a persistent puzzle in eco-
nomic theory. The research on CDA has its root in early experimental economics

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1223–1233, 2006.
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work (Smith [17]). When Gode and Sunder [7] replaced the human traders with
zero-intelligence (ZI) software agents, a new area research began (beyond exper-
imental economics, López et al. [11]).

Since Gode and Sunder [7] several studies have examined CDA with various
computerized bidding agents. Cliff and Bruten [4] designed the zero intelligence
plus (ZIP) agents to demonstrate that institutions matters and so does intelli-
gence. They employed an elementary form of machine learning to explore the
minimum degree of agent intelligence required to reach market equilibrium in
a simple version of the CDA. Preist and van Tol [14] used different heuristics
for determining target profit margins in ZIP agents to faster achieve market
equilibrium. Gjerstad and Dickhaut [6] proposed an agent (GD) who places the
bid or offer that maximizes the expected surplus (calculated as the product of
the gain and the probability for the bid or offer to be accepted). Das et al. [5]
made improvements on the GD agents and described a series of laboratory ex-
periments that, for the first time, allow human subjects to interact with two
types of software bidding agents (ZIP and GD). He et al. [8] introduced fuzzy
sets and fuzzy reasoning into the heuristic rules for traders. They proposed an
agent (A-FL) who has an Adaptive Fuzzy Logic strategy. An A-FL becomes
more risk-averse in the next round, if he waits too long to trade. On the con-
trary, he becomes risk-seeking if he transacts too often. This adaptability helps
the agent to achieve more profit when supply is less (greater) than demand. Al-
though these strategies achieve good performance in the CDA market, there is
still room for improvement. Ma and Leung [12] proposed an adaptive attitude
(AA) agent who employs a θ − ω method and two levels of adaptability, long
term and short term. The result demonstrates that its performance is better
than ZI, ZIP, GD and A-FL.

We focus on the interactions between software bidding strategies. In this sense,
Tesauro and Das [18] tested agent performance in homogeneous populations and
in two heterogeneous settings:

1. A single agent of one type competes against an otherwise homogeneous pop-
ulations of a different type.

2. Two types of agents compete in a market where one has a counterpart of
the other type.

These are important contributions, but they are restricted to fixed strategies
and static environments. Li and Smith [10], developed a speculation agent for
a B2B a dynamic environment where both demand and supply change from
period to period. But their agents are not strategic. We extend their experiment
to agents that learn to change their strategies when the environment is dynamic
and the strategies of other agents change.

A typical approach to evaluate bidding strategies in heterogeneous popula-
tions has been to establish a tournament, like the Santa Fe Double Auction
(Rust et al. [16]) or the Trading Agent Competition (TAC) (Wellman et al.
[20]). We agree with Walsh et al. [19] in that the tournament-play is one trajec-
tory through the space of possible interactions and the question of which strat-
egy is the best is often not the most appropriate given that a mix of strategies
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may constitute an equilibrium. Accordingly we allow for interactions among het-
erogeneous agents strategies in all the strategy space.

2 The Model

We describe our model in terms of the essential dimensions of any market ex-
periment (IxExA): institution (I), environment (E) and agent behaviour (A)
proposed by Smith [17].

2.1 The Environment (E)

Our model have not restrictions and it allows us to simulate any environment in
terms of the number of traders, their number of units and both static or dynamic
valuations of each trader. Each trader is either a seller or a buyer. The assump-
tion of fixed roles conforms to extensive prior studies of the CDA, including ex-
periments involving human subjects and automated bidding agents. Each agent
is endowed with a finite number of units. Seller i has ni units to trade and he has
a vector of marginal costs (MaCi1t, MaCi2t, . . . , MaCinit) for the corresponding
units. Here MaCi1t is the marginal cost to seller i of the first unit in the period t,
MaCi2t is the cost of the second unit in the period t, and so on. Similarly, buyer j
has nj units to trade and he has a vector of reserve prices (RPj1, RPj2, . . . , RPjnj )
for the corresponding units. Here RPj1 is the reserve price to seller j of the first
unit, RPj2 is the reserve price of the second unit, and so on.

2.2 The Institution (I)

We consider a Continuous Double Auction (CDA) with a bid-ask spread re-
duction (a new bid/ask has to provide better terms than previous outstanding
bid/out-standing asks). There are not restrictions on the sequencing of messages.
Any trader can send a message at any time during the trading period. A period
has several rounds. The CDA protocol is detailed in He et al. [8].

2.3 Agents’ Behaviour (A)

In CDA markets traders face three non-trivial decisions (Chen [2]):

– How much should they bid or ask?
– When should they place a bid or an ask?
– When should they accept an outstanding order?

Each agent type: ZIP, GD and K (defined below) corresponds to particular
values for these decisions.

Each ZI-Plus agent (Cliff and Bruten [4]) has a mark up μ that determines
the price at which he is willing to buy or sell in adaptative way. The agents learn
to modify the profit margin over the auction using the information about the
last market activity. For example, the profit margin of a buyer is:
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μ = 1 − howMuchBidt−1 + Δt

ReservePrice
, (1)

where Δt is calculated using the individual trader’s learning rate (β), the mo-
mentum learning coefficient (γ) and the difference between the target bid and
the bid in the last round.

The GD agent is a more sophisticated one (Gjerstad and Dickhaut [6]) and it
has belief-learning skills. Each seller chooses the bid that maximizes his expected
surplus, defined as the product of the gain from trade and the probability for an
ask to be accepted. GD agents modify this probability using the history HM of
the recent market activity (the bids and asks leading to the last M traders: ABL
accepted bid less than b, AL accepted bid and ask less than b, RBG rejected
bid greater than b, etc.) to calculate a belief function. Interpolation is used for
prices at which no orders or traders are registered in HM. For example, the belief
function of a buyer is:

q̂(b) =
ABL(b) + AL(b)

ABL(b) + AL(b) + RBG(b)
. (2)

The Kaplan (K) agent is the third type agent we consider. It was the winner
in the tournament of Santa Fe Institute in 1993 (Rust et al. [16]). The basic idea
behind the Kaplan strategy is: “wait in the background and let others negotiate.
When an order is interesting, accept it”. K agents must be parasitic on the
intelligent agents to trade and to obtain profit. If all traders in the market are
K agents no trade will take place.

In our model, we consider one more decision: Which strategy should they
choose to obtain higher profit? Each agent chooses a strategy from a set of three
alternatives (GD, K and ZIP). To take this decision each trader only knows
their own reservation prices and the information generated in the market, but
he doesn’t know the bidding strategy of the other agents or the profit achieved
by them.

Each agent learns to change his strategy looking for the best bidding strategy
in the following way: An agent will consider to change his strategy if the profit
is less than the profit from the previous period. The agent will actually change
his strategy if he believes that he could have reached higher profit following an
alternative strategy (see table 1).

Table 1. Strategic behaviour

If profit ≥ profit of previous period
Then No change the strategy
Else If profit �= 0

Then If profit > profit belief
Then No change the strategy
Else Choice the strategy with the highest profit belief

Else Random Choice
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Table 2 details how a buyer forms his beliefs. The buyer compares if the bid of
an alternative strategy (BA) could have been lower or greater than the realized
bids or accepted offers under the current strategy.

Table 2. Buyer’s beliefs

If BA< realized bid
Then If BA> minimum transaction price for that period

Then greater profits
Else profits= 0

Else lower profits

If BA< accepted ask
Then profits= 0
Else same profits

3 The Experiments

Twenty agents were used to isolate the effects of their behaviour under dynamic
symmetric and asymmetric environments. We have simulated six scenarios that
accommodate three static environments (E) and two kinds of agent strategic be-
haviours (A) for each of them: fixed strategies and adaptive change of strategies
from the three pure agent’s strategies (See table 3). To prevent some agents hav-
ing relative initial advantage, each trader has the same number (ten) of trading
units and the valuations of the agents on the same side of the market are the
same.

Table 3. Experiments: static environments (E) and different agent behaviour (A)

E

A

Fixed behaviour SE11F SE12F SE13F
Strategic behaviour SE21C SE22C SE23C

We also check two scenarios where the environment is dynamic (see table 4).
The valuations change from step to step in the following way. A step can be one
period or more.

MaCt =
10q(t0 − t)

t0 − 1
+

100t

t0 − 1
+

150(t0 − 1) − 100
t0 − 1

, (3)
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where q(units) = 1, 2, . . . , ni, t(step) = 1, 2, . . . , t0.

RPt =
10q(1 − t)

t0 − 1
+

100t

t0 − 1
+

210(t0 − 1) − 100
t0 − 1

, (4)

where q(units) = 1, 2, . . . , ni, t(step) = 1, 2, . . . , t0.

Table 4. Experiments: dynamic environment (E) and different agent behaviour (A)

E

A
step= 1 step= 2 · · · step= t0/2 · · · step= t0 − 1 step= t0

Fixed
behaviour DE1F
Strategic
behaviour DE2C

4 Main Findings

Results will be reported for the eight scenarios (SE11F to DE2C) above. Follow-
ing we will comment on the qualitative results of the simulations for a represen-
tative sample of the emerging prices dynamics in terms of allocative efficiency,
rate of convergence, volatility and agents’ surplus. We also report about attrac-
tor points in the simplex space of proportions of the three kinds of strategies for
the static environments scenarios (SSE21S to SE23S) in which the agents can
choose their strategies in an evolutionary way according to individual and social
learning for each trading period.

4.1 Homogeneous Populations. Fixed Behaviour

We first compare the agents’ behaviour for homogeneous populations with fixed
learning strategies during the auction (when all the traders are of the same class:
all GD or all ZIP) under both static and dynamic environments (DE1F, SE11F,
SE12F and SE13F). These elemental experiments are a convenient starting point.
So we have a first idea of the differences between GD and ZIP. Our findings
are:

– Efficiency: Efficiency near 1 is always achieved under static environments,
even if the agents are zero intelligence. The highest efficiency is achieved
in GD homogeneous populations. Under dynamic environments the effi-
ciency decreases in both GD homogeneous population and ZIP homogeneous
population.



Strategic Software Agents in CDA Under Dynamic Environments 1229

– Prices: Price convergence needs at least ZIP agents (some learning). GD
agents take less time than ZIP agents both to exchange and to learn in any
environment (compare the first and the second rows of table 5). GD agents
make transactions in the first rounds of each period. They learn very soon to
trade at a price very close to the competitive under every environment. The
prices converge from above (below) when the supply (demand) is perfectly or
more elastic than demand (supply) (compare the first and the third column
of table 5). We observe that agents have the same behaviour under dynamic
environments (fourth column).

Table 5. Transaction price time series for homogeneous populations (3 periods, 100
rounds per session, t0 = 3, step=1 period)

SE11F SE12F SE13F DE1F

4.2 Heterogeneous Populations. Fixed Behaviour

We analyzed the agents’ behaviour for heterogeneous populations with fixed
learning strategies during the auction under static and dynamic environments
(DE1F, SE11F, SE12F and SE13F). Each scenario is a game with 20 agents,
each one with 3 strategies (ZIP, GD and K). It will require the computation of
231 populations.

– Efficiency: In heterogeneous populations where more than 50% of the agents
are Kaplan, the efficiency goes down static asymmetric environment as it
happened under static symmetric environment (SE12F, Posada et al. 2006).
The reason is when one side of the market are all K agents, Kaplan can
change the institution rules through their strategy. The volatility under static
asymmetric environments is higher than it was in static symmetric environ-
ments. Under dynamic environments, the efficiency goes down for any initial
population.

– Prices: In heterogeneous populations where more than 50% of the agents are
Kaplan, competitive equilibrium convergence is not achieved in almost all
the environments analyzed, except when the less elastic side of the market
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is populated only by the Kaplan agents. For example, for a population where
the buyers are K and the sellers are GD, there is only convergence to the
competitive equilibrium price when the supply is perfectly elastic (third col-
umn of table 6, SE13F). So, the price convergence may depend, not only
on the intersection and the shapes of the supply and demand schedules, but
also upon the agent behaviour.

Table 6. Price dynamics for heterogeneous populations with fixed strategies

SE11F SE12F SE13F DE1F

4.3 Heterogeneous Populations. Strategic Behaviour

We analyzed the agents’ behaviour under static and dynamic environments when
the agents are allowed to change their strategies during the auction for hetero-
geneous populations (DE2C, SE21C, SE22C and SE23C).

– Efficiency: For any initial population and for any environments, the efficiency
increases.

– Prices: Convergence to the competitive price is achieved after some previous
learning periods (compare the price convergence in the scenarios of table 6
with the scenarios of table 7).

– Nash equilibrium: To have a graphical idea of the dynamics of populations,
we represent the strategy space by a two dimensional simplex grid with
vertices corresponding to the pure strategies (all ZIP, all GD or all K).
We draw three regions to represent the populations that have a dominant
strategy when more than 33% of the agents use the strategy. As it happens,
the ZIP agents are a majority in the region (abSc), the GD agents settle
in the region (bdeS) and the K agents choice is the region (cSef). Under

Table 7. Price dynamics for the initial population: all buyers are K and sellers are GD

SE21C SE22C SE23C DE2C



Strategic Software Agents in CDA Under Dynamic Environments 1231

Fig. 1. Nash equilibrium

symmetric environments, there is an attractor zone where no strategy seems
to dominate but there are no Nash equilibriums (see figure 1, point S). When
the environment is asymmetric there is an attractor point but it is not Nash,
with the GD becoming dominant (see figure 1, point A).

5 Conclusions

We have extended in several ways related works following Gode and Sunder [7]
seminal contribution in experimental economics with programmed agents: be-
yond experimental economics. We allow the agents to change their strategies
autonomously so that we can trace the patterns of the emerging proportion of
agents’ behaviour not only with static symmetric environment as in Posada et
al. [13] but also with dynamics asymmetric environments. The results confirm
that:

– The quality of price convergence and allocative efficiency, depend on alter-
native degrees of agents intelligence.

– Price dynamics and agents surplus depend on the proportion of the types of
intelligent agents (K, ZIP, GD).

– It also matters whether the environment is symmetric or not. Nevertheless
convergence is achieved if we allow the agents to change their strategy. There
is not Nash equilibriums in the strategy proportions, but under asymmetric
environments the GD strategy becomes dominant.

These results are of importance in the design and functioning of auctions in
the real world: stock exchanges, commodity markets, B2B exchanges and trading
permits, a prominent recent approach in economics for coping with the problem
of rationing access to the commons and natural resources regulations. Last but
no least, since auctions is/are a matter of scarcity and choice, our results can
be ex-ported to management and production as pointed out by Wellman [20]
(market oriented programming).
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Abstract. Recent development of teachable agent focuses on individual-
ization and provides learners with active roles of knowledge constructors.
The adaptive agent aims to maximize the learner’s cognitive functions as
well as to enhance the learner’s interests in and motivation for learning.
To establish the relationships between user characteristics and response
patterns and to develop an algorithm based on the relationship, the in-
dividual characteristics of the learner were measured and the log data
during interaction with the teachable agent named KORI were collected.
A correlation analysis was conducted to identify the relationships among
individual characteristics, user responses, and learning. Of the hundreds
of possible relationships among numerous variables in three dimensions,
nine key user responses were extracted, which were highly correlated
with either the individual characteristics or learning outcomes. The re-
sults suggested that the construction of an individualized student model
based on the ongoing response pattern of the user would be useful in-
dices for predicting the learners’ individual characteristics and ongoing
learning outcome. This study proposes a new type of method for assess-
ing individual differences and dynamic cognitive/motivational changes
rather than measuring them directly before or after learning.

Keywords: Adaptive agent, Teachable agent, Student modeling, Moti-
vation, Interest, Comprehension, Individualization.

1 Introduction

One-on-one instruction has long been considered the ideal method for learning
because this kind of learning environment has been expected to provide indi-
vidual learners with adaptive instruction. In this respect, Intelligent Tutoring
System (ITS) aroused research interest in the educational field because it of-
fered solutions to problems of one-on-one instruction in the school environment
such as limitations of time, space, and money. Researchers expected that indi-
vidual learners would receive expert-tutor-like assistance by ITS as it became

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1234–1241, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Student Modeling for Adaptive Teachable Agent 1235

popular. However, frequently, the effectiveness of ITS was below expectations,
mainly because learners tended to be involved in shallow learning such as prac-
tice and drills or solving test questions through ITS rather than deep learning.
As learners became more passive with ITS, their motivation to learn decreased
and their cognitive processes became less active.

One way to solve these kinds of problems is to provide the learner with of role
of a tutor. The researchers in the field of cognitive science and learning science
suggested that activity of teaching enhances a learner’s motivation. For example,
Kim et al. (2003) suggested that a learner’s motivation can be enhanced by as-
signing the learner to tutor roles, which give the learner a sense of responsibility,
feeling of engagement, and situational interest to persist in learning [1]. These
motivated learners can become more deeply involved in the sub-activities of
teaching such as memory and comprehension, knowledge reorganization, expla-
nation, demonstration, questioning, answering, evaluation. Biswas et al. (2001)
developed the new concept of intelligent agent called Teachable Agent (TA)
based on this learning-by-teaching paradigm [2]. A TA provides students with
tutor roles by using ITS so that the students can have an active attitude toward
subject matters like peer tutoring.

The adaptive response of an agent is one of the key factors in the enhance-
ment of TA effectiveness. To improve this individualized adaptivity, the system
developers need to use a new methodology to obtain the learner’s responses and
infer the individual characteristics and the current motivational and cognitive
state of each learner based on the analysis of indirect measurement like the user’s
behavior log data through student modeling. As the first step of developing an
adaptive teachable agent, a student model is proposed based on the correlation
among three dimensions: individual differences, learner responses, and learning
outcome. Four variables of individual difference in metacognition and motiva-
tion were selected because differences in the level or type of motivation result in
huge differences in persistence and effort in learning [3]. Among the various mo-
tivational factors, self-efficacy, learning and performance goal orientations were
used in this study. Metacognitive awareness including planning, monitoring, and
evaluation was measured since elementary school students may lack of this skill
though it is a critical factor in their future learning.

2 Method

2.1 Teachable Agent (KORI)

KORI (KORea university Intelligent agent) is a new type of teachable agent de-
veloped to enhance learners’ motivation to learn and to facilitate their learning
[1]. It was made by JAVA Swing and Jgraph components and implemented based
on the JAVA platform. The domain of KORI was science and the topic was ’rock
and rock cycle’ which includes kinds of rocks, transformation of rocks, and char-
acteristic and usage of each rock and so on. KORI consists of four independent
modules: planning module, teaching module, learning resource module, and quiz
module. In the planning module, users make a specific plan for teaching KORI
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and collect and sort the learning materials from learning resources. With this
module, the user realizes the role of a tutor, gets deeply involved in the teaching
situation, and has more responsibility. This module is expected to assess the
metacognitive ability of users by examining the quality of the lesson plan and
planning duration.

Fig. 1. Relation teaching interface of KORI

In the teaching module, users teach KORI by providing the basic character-
istics of various rocks and constructing a concept map on the transformation of
the rocks. The basic concepts were described in the form of simple propositions.
The concept map is a kind of relational diagram that represents the relationships
among the concepts in the learning materials [4]. The teaching module consists
of two activities: concept teaching and transformation teaching. In the concept
teaching activity, users teach the basic concepts of three kinds of rocks: igneous
rock, sedimentary rock, and metamorphic rock. They teach KORI by inputting
five correct propositions and taking out five incorrect propositions among the 15
given propositions. After teaching the basic concepts, users rock transformation
by drawing a concept map. To teach KORI, users should understand and remem-
ber the basic concept of rock and recognize the relationships and transformation
among rocks.

Figure 1 shows relation teaching interface of KORI. Users can put what-
ever concepts he/she wants and draw arrows between concepts to indicate their
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relations. In the main window of the screen, users put the name of the rock in
the box and make a transformation relation between rocks with an arrow. The
transformation process is represented by a mathematical symbol. The plus sym-
bol (+) means the increase of the weathering factors, while the minus symbol
(-) means the decrease. Below the concept-mapping window, there is a dialogue
box that users can use to interact with KORI.

The learning resource module provides basic and expanded knowledge about
rocks and their transformation. Users can access to this module by clicking the
icon whenever they want to know more about rocks while teaching KORI. The
resource is made of hypertext that is linked basic concepts as well as concrete
images and examples. There are two different levels of learning resource: basic
learning resource and additional learning resource. The basic learning resource
is comprised of the minimum amount of knowledge essential to teach KORI. Ad-
ditional learning resource is comprised of the expanded knowledge not directly
related to teach KORI. It is expected that the durations and frequencies of ex-
ploring both types of learning resource would be correlated with the individual’s
characteristics or motivation. In the quiz module, KORI takes a quiz at the end
of teaching. The quiz consists of 6 questions related to rocks. Since KORI’s an-
swers for the quiz are based on the information taught by the users, KORI’s
achievement level is equivalent to the cognitive learning outcome of the users.

When exploring the four modules of KORI, the user is given diverse choices to
increase learner control and to promote learning motivation. For example, before
the concept teaching, the user is asked to estimate the KORI’s quiz score at the
end of teaching and the difficulty level of teaching. In addition, while teaching
KORI, the user can give his/her own feedback for unexpected KORI behavior
through a dialogue box, which is predetermined, such as dozing off during learn-
ing. The increase in the user’s self-determination in using KORI would enhance
the feeling of autonomy and self-relevance to the learning material, which would
result in more active engagement in teaching KORI with enthusiasm.

2.2 Procedure

Twelve fifth graders (8 males and 4 females) participated in student modeling.
Participants took a 30-minute lesson on ’rock cycle’ to acquire the base knowl-
edge in the domain. Since ’rock cycle’ is the content for seventh graders, it was
revised to be suitable for fifth graders. After the lesson, participants filled out
questionnaires on self-efficacy, goal- orientation, and metacognition. Then, each
participant’s behaviors based on the structured checklist were videotaped as
a teaching scene of KORI. The log data of each participant’s responses (e.g.,
mouse-click pattern, duration & frequency at particular task, individual choice
etc) were recorded automatically by a computer during the participant’s inter-
action with KORI. It took approximately 30 - 40 minutes to complete teaching
KORI. After teaching KORI, participants completed the interest and compre-
hension questionnaires. And while watching the video of their own behaviors,
they were given a structured interview on the reason for each response and their
emotional and motivational reaction at a particular point of time.
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3 Node and Structure in Student Model

A correlation analysis among the log data, questionnaire scores, and learning
measurements was conducted. Out of hundreds of possible relationships among
numerous variables in the three dimensions, the relationships of which the cor-
relation coefficient was higher than 0.3 were included in the student model (see
Figure 2). The nodes and structure of the student model showed (a) the over-
all relationship between individual characteristics and participants’ responses,
(b) the specific relationships between participants’ responses and learning out-
comes. Each dimension in the student model is described in detail in the following
section.

3.1 Learner Responses

The log data included about 150 learner responses. Among these, eleven key
learner responses were extracted based on the correlation coefficient between
individual characteristics and learner responses, and between learning outcomes
and learner responses. Eleven key learner responses were as follows.
Learning resource (d) represents the durations of exploring the resources.
Learning resource (f) represents the frequency of exploring the resources.
Prediction (d) represents the durations of predicting the level of performance
that KORI would achieve.
Prediction (s) represents the predicted score of the KORI’s performance.
Difference between predicted and actual performance represents the dif-
ferences between the predicted score of KORI and the actual test score of each
learner.
Planning (d) represents the planning time for teaching KORI at the beginning.
Concept teaching (d) represents the duration of inputting the correct propo-
sitions and taking out the incorrect propositions among 15 propositions.
Concept map teaching (d) represents the duration of drawing the concept
map.
Response to interruption (d) represents the response time to interruptive
stimulus.
Correct concepts included (n) represents the number of correct propositions
that were input.
Wrong concepts excluded (n) represents the number of wrong propositions
taken out.

3.2 Individual Characteristics

The results indicated that the pattern of the learner responses in teaching KORI
varied depending on each of the four measures of individual characteristics.

Self-efficacy: It was found that participants who were highly self-efficacious
were likely (a) to spend more time in exploring learning resources; (b) to teach
more correct concepts; (c) to show less difference between learner’s actual test
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Fig. 2. Structure of nodes (d: duration, f: frequency, n: number, s: score)

score and the predicted score of KORI at the end of the teaching, indicating that
those who had high self-efficacy tended to predict the score of KORI based on
their actual test score.

Metacognition: Metacognition was found to be the most significant individual
characteristic to influence participants’ responses during their interaction with
the KORI. The result indicated that participants who had higher metacognitive
awareness have a tendency (a) to spend less time in exploring the learning re-
sources, indicating they knew what they needed to know to teach KORI and
where the necessary information was; (b) to spend less time in predicting the
performance of KORI; (c) to show low estimation score; (d) to show less dif-
ference between learner’s actual test score and the predicted score of KORI,
indicating that those who had high metacognitive awareness tended to predict
the KORI’s test score based on the cognition of their own ability.

Learning goal: The student model showed that the level of learning goal ori-
entation affected participants’ response pattern. Participants who had high goal
orientation were likely (a) to spend more time in exploring the learning resources;
(b) to spend less time predicting the performance of KORI; (c) to show more
difference between learner’s actual test score and the predicted score of KORI,
indicating quick but incorrect prediction of performance.

Performancegoal:The correlational analysis showed that highperformance goal
oriented participants tended (a) to spend less time in predicting the performance
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of KORI; (b) to show less difference between learner’s actual test score and the
predicted score of KORI; and (c) to show less interest in teaching KORI.

3.3 Learning Outcomes

Interest: The results indicated that participants who were more interested in
teaching KORI were likely (a) to spend more time in exploring the learning
resources; (b) to spend more time to plan to teach KORI; (c) to explore learning
resources more frequently; (d) to have less reaction time to interruptive stimulus;
(e) to show more difference between learner’s actual science test score and the
predicted score of KORI at the end of the teaching; and (f) to spend less time
in estimating KORI’s performance.

Comprehension: The results showed that participants who had clear under-
standing of ’rock and rock cycle’ were likely (a) to spend more time in exploring
the learning resources; (b) to teach more correct concepts; (c) to draw more
correct concept maps; and (d) to show more difference between learner’s actual
science test score and the predicted score of KORI at the end of the teaching.

4 Conclusion

The results of student modeling indicated that the participants’ individual dif-
ferences in metacognition, self-efficacy, goal-orientation and ongoing status of
learning can be predicted by a combination of a variety of learner responses
during the learning process. In the student model, all data were classified into
three dimensions and described in terms of these three dimensions: individual
differences, participants’ responses, and learning outcomes. The duration of ex-
ploring the learning resources and the difference between predicted and actual
performance might be useful indices to estimate the ongoing level of comprehen-
sion and interests of each learner. In particular, the difference between predicted
and actual performance is the only response that is related to all four individual
characteristics and two learning outcomes.

Individualization is the significant issue in developing a computer assisted
learning system including an intelligent tutoring agent. The ultimate goal of de-
veloping an adaptive learning agent is to make the agent respond intelligently
to the individual learner. Therefore, it should reflect the individual differences
and ongoing changes in terms of cognition and motivation. Traditional measure-
ments for individual characteristics include assessment by standardized tests or
questionnaires at the beginning or at the end of the learning session. This study
proposed a new type of assessment for individual differences and ongoing cogni-
tive/motivational changes. In this new assessment process, the response patterns
are computed without direct measurement before or after the learning. In the
near future, various physiological indices such as temperature of fingers, eye-
movement, facial expression, and brainwaves combined with the response pat-
tern are likely to be used to measure individual differences or learning outcomes.
However, for now, it is essential to develop an algorithm of learner response
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pattern during learning. The construction of the student model consisted of a
structure of nodes which were formed by collecting and classifying the log data of
the learner that were correlated with the individual characteristics and learning
outcomes. This model can be used to understand the learner’s dynamic changes
during a specific learning situation.

The limitation of this study is that the log data were collected from a very
small sample. If the sample size were large enough, it would be possible to con-
duct a regression analysis to give different weights to the responses. Then the
algorithm for the adaptive teachable agent would be computed from the re-
gression equation. Once the algorithm is extracted, the teachable agent would
collect the information of the learner’s learning states from the responses and
can automatically predict the learner’s cognitive and motivational states, and
then respond to the learner according to the learners’ individual data.
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Abstract. The idea that people use the Web and make the Web at the same time 
is an interesting starting point to study it. Personal homepages, blogs and 
similar websites can be studied as a social network phenomenon because social 
characteristics can explain their nature and dynamic. We present a 
computational Agent-Based model of personal web communities. Agents 
maintain their homepages and the web network emerges as they make links to 
colleagues’ homepages, with whom they share common interests. Three simple 
rules we have summarized in the “similarity”, “bookmarks” and “activity” 
concepts allow to explain most of the network properties presented in real web 
communities. The similarity in personal interests conditions the network 
structure, mainly the average social distance between individuals. The way in 
which agents search information in the Web influences the probability of 
meeting new people and has a big effect on the transitivity of the web network. 

Keywords: blogs, personal homepages, Social Networks, Agent-Based 
Modeling. 

1   Introduction 

The Internet and his big brother the WWW are in the centre of many scientific 
research projects. The different study dimensions of this topic, technological, 
economic or social, have found a common knowledge reference in the Network 
Theory, a branch of applied mathematics that is arousing new interest in scientific 
community thanks to the major advances in computing algorithms and statistical 
methods for large networks [1]. 

The Network Theory provides a basis not only for developing advanced Web 
search engines, or improving the electronic traffic over the Net, but also a set of 
theoretical concepts and applied tools for understanding the nature and the dynamic of 
these systems. That is how some research lines focus their activities on explaining 
how the WWW comes to have their scale free characteristic [2], while others try to 
exploit the information collected in the WWW to show the social characteristics 
presented in many online communities [3]. 

In our opinion, the last two examples of research lines are very interesting and 
complementary. In order to develop models of some sort of web networks we should 
take account of the social nature of the main actors, people. Many online phenomena 
show a small world effect or a clustering property like real social networks [4]. We 
can see the Net as a new virtual social space where people behave in a similar way as 
they do in the real world. Agent-Based modeling (ABM) allows us to design more 



 An Agent-Based Model of Personal Web Communities 1243 

realistic models applying a bottom-up methodology that can offer new insights to this 
kind of technological and social phenomenon.  

The structure of the rest of the paper is as follows: in the next section we 
summarize the knowledge background about online communities’ phenomena and 
some approaches from the Network Theory; the model section describes the main 
features of our agent-based model; simulations section summarizes important results 
of the model; and conclusions are discussing in the last section. 

2   Online Websites Communities and Social Networks 

We are interested in online websites communities where personal interests are 
determinant to understand the contents and the structure of relationships. Two 
important examples of these web communities are personal homepages and weblogs. 

Personal homepages are like windows on the world where people put diverse 
objects, such as personal information, opinions, hobbies and many other interests.  
Blogs are a more recent event, whose successful is due to blog service providers that 
facilitate publishing contents in the WWW [5]. They are much more dynamic and 
personal content-oriented where someone periodically adds new contents like 
personal notes, called posts, that everybody in the Net can read and comment. 

Homepages and blogs can be a social research source, because they not only show 
individual portraits of their users but also draw the big picture of social relationships 
through the links between websites. Although the WWW depicts a virtual space 
without physical references, the absence of geographic proximity does not reduce the 
social nature of these phenomena. Unlike other social network information resources, 
they are more affordable and provide much more rigorous data due to the electronic 
nature of the Internet [6]. 

There is no doubt that the relationships between websites such as homepages and 
blogs are an interesting object of study for Social Network researchers. Adamic and 
Aldar [3] analyze the social structure of two personal homepage communities form 
the MIT and Stanford University. These personal webs and their links between them 
are studied using social network techniques. The small world characteristic, common 
in real social networks, is presented in these web networks too. The existence of a 
giant component shows that an important fraction of homepages are connected and 
therefore different types of electronic communications between them are possible. 
The link distribution follows a typical power law function with a fat tail, very 
different from a Binomial distribution we would expect if the linking process was 
driven by a pure random mechanism. And the clustering coefficient manifests a 
transitivity property that it is always present in social networks. 

An interest of the authors [3] is to identify proximity measures that allow 
explaining the social proximity in the network. They define some indicators and 
develop some computing techniques to measure the grade of similarity between 
agents, which allow characterizing communities. This study evidences how the social 
similarity between agents falls as the corresponding social distance goes up, measured 
by the geodesic distance in the graph. 

The works cited before look at real web networks focusing on the graph properties 
that characterize them. Other researchers exploit other work line proposing dynamic 



1244 J.I. Santos, J.M. Galán, and R. del Olmo 

network models that explain these properties. Most of these models are based on the 
“preferential attachment” principle [1], [7]. The idea is simple, but not less powerful, 
as the network grows the new edges appear preferentially between vertices with a 
high number of links. These models are elegant and fit well many real networks, not 
only web networks. 

The idea that “famous” agents, in terms of the number of relationships, become 
“more famous” has an interesting meaning in many physical and social phenomena, 
but it does not give much more understanding about the micro-foundation of the 
social system and the agents’ behaviors. This is the main reason why we propose an 
agent-based model of web communities set up on a bottom-up analysis. 

3   The Model 

The simulation model is composed of Na agents who maintain personal homepages. 
The type of website is not important for our purpose, because we are more interested 
in the agents’ routines and the corresponding network dynamic. The web community 
emerges as an agent makes a link to a colleague’s homepage, with whom he shares 
common interests. The equivalent graph is a directed network where vertices 
represent agents’ homepages, and directed edges the links between them.  

Unlike preferential attachment models family, our agent-based model is 
characterized by: 

1. It is not a dynamic network, a non-equilibrium network where new vertices and 
edges come along at each time step. We start from a stable set of non-connected 
vertices, let agents interact and make new links and stop the simulation when the 
system reaches a saturation point where agents can not make new links. 

2. The agents’ behaviors in the model reproduce behaviors in the real world. The 
actual process by which an agent participates in a web community can be very 
complex, but we are interested in identifying those individual routines that drive 
the social network dynamic. 

3.1   Principles of the Model 

The basic principles of the model coming from the observations we have made from 
our own experience and different works about personal homepages, web communities 
and blogs [3], [4], [8]. They can be summarized as follows: 

Similarity. The more interest proximity between two agents the more likely they make 
a link with each other [3]. Similarity is measure in terms of sharing common interests.  

Each agent is endowed with a vector of personal interests. You can see an element 
in this vector as an interest category or topic, and the corresponding value as the 
personal expression of the agent’s interest in the topic. The probability that agent i 
makes an out link to agent j is a function of the number of topics with a common 
value he shares and a similarity parameter (1). Note that SimilaritySigma parameter 
governs this probability, the higher it is the less common interests agents need share 
to have enough likely to make a link. 

P(iLinkToj) = exp((nCommonTopic(i,j) –nTopic)/SimilaritySigma) . (1) 
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Bookmarks. An agent uses preferentially his bookmarks (list of out links) as source 
for his searches. This rule feeds a transitivity effect in the networks because the links 
of my link have more likely to have a link from me. 

At each time step (tick), an agent updates a vector of preference weights that take 
into account the social distance (length of the corresponding directed path between 
two agents) with the rest of agents (2). Note that PreferenceSigma parameter governs 
the weight distribution that drives the agents’ choice. The higher it is the more 
sensitive the weights are to distance. Agents who receive a link from me have a 
distance of 1 and they are out of future searches, so the corresponding weight will be 
cero. Agents who are in the bookmarks of my links have a distance of 2 and therefore 
will have a high weight. And so on. 

W(i,j) = min(1, WeightBase*exp(-(Distance(i,j)-2)/PreferenceSigma) . (2) 

Activity. Surfing the web and updating a homepage is a time consuming activity. Not 
everybody dedicates the same time and energy to do it [8]. Each agent is endowed 
with an activity parameter that conditions the probability of starting new searches (3). 
Note that the agent’s energy to look for new colleagues decays with the number of out 
links. The ActivitySigma(i) parameter determines the function increasing the 
probability as it has high values. 

P(iNewSearch) = exp(-nOutLink/ActivitySigma(i)) .  (3) 

3.2   Network Dynamic 

The model describes a directed network where agents are the vertices and each link 
from one to another is a directed edge between the corresponding vertices. The 
network evolves as follows. At each tick an agent has an opportunity to surf the web 
looking for new colleagues: 

1. If he shows enough interest (depending on his individual activity parameter and his 
current number of out links) he will look for a new colleague in the Web. 

2. He chooses a new guy at random (taking account the preferential function (2) 
commented before). 

3. The probability of making an out link to the new colleague depends on the 
similarity (1). If there is enough interest proximity, the corresponding directed 
edge will be added to the graph. 

We are particularly interested in the similarity distance effects on the social 
network dynamic and their graph properties. 

4   The Simulation 

This section describes the design and results of the computational simulation of the 
model. The model1 is composed of Na=500 agents endowed with a vector of personal 
interests with k=5 topics. The corresponding value an agent has in each topic is an 

                                                           
1 The model has been developed using REPAST (http://repast.sourceforge.net/) and JUNG 

(http://jung.sourceforge.net/) java libraries. 



1246 J.I. Santos, J.M. Galán, and R. del Olmo 

integer value generated from a Normal distribution N(5, 1). The distribution of 
agents’ interests is not important for the purpose of this paper because our curiosity 
focuses on how interest distance between agents conditions the network structure.  

The agents’ ActivitySigma parameter follows a Normal distribution N(2,1). Note 
that this value is directly related with the number of out links an agent maintains (3). 
The chosen distribution has a mean close to the average out links of a particular web 
community studied by Adamic and Aldar [3]. 

We vary the main parameters of the model, PreferenceSigma and SimilaritySigma. 
A simulation run is composed of 200 ticks, and ten replications or samples are 
recorded for each run. Some network properties have been computing using the 
network analysis tool Pajek [9]. 

The network evolves following the rules described in the previous section until 
agents can not make new links. The network properties are computing at this steady 
state, which is reached at about 180 ticks for all simulations. 

The figure 1 shows a sensitivity analysis to changes in the main parameters. We 
use contour plots to display the average path length and the clustering coefficient in 
the PreferenceSigma-SimilaritySigma space. The small world effect comes along 
when every agent can reach others in a small number of steps, and is measured by the 
average path length between agents. The simulation results show that this property is 
not sensitive to changes in the PreferenceSigma parameter, but SimilaritySigma has a 
significant influence. It is easily understandable, the facility to make friends because 
agents do not mind their interest distance (that corresponds with high SimilaritySigma 
values) reduces the social distance between individuals. 

The transitivity property of a social network describes the nature of the triple 
relationships. The clustering coefficient can be described in the model as the 
probability that the links of my links are my links too. When PreferenceSigma is high 
enough (2) the model follows a sort of random process, because all agents can be 
chosen with the same probability by anyone. As a result of this random selection  
 

 

Fig. 1. Contour plots of the average path length and the clustering coefficient for the 
PreferenceSigma and SimilaritySigma parameters 
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process the corresponding clustering coefficient is low whatever SimilaritySigma 
value is. On the other hand, when PreferenceSigma is close to 1 the network gets a 
high clustering coefficient, much higher when the SimilaritySigma value is lower. For 
high SimilaritySigma values the PreferenceSigma effect on the clustering coefficient 
is a bit lower because any pick causes a link and therefore the network dynamic 
evolves much more randomly. 

We chose a particular combination of the main parameters to comment the rest of 
network properties, a model where similarity is important to make links 
(SimilaritySigma=1) and agents search new colleagues preferentially over the links of 
their current links (PreferenceSigma=1). This model gets a clustering coefficient 
similar to the web communities of MIT and Stanford University studied by Adamic 
and Aldar [3]. 

The degree of a vertex in a graph is the number of edges connected to it. In the 
model, the emergent structure is a directed network where an agent maintains links to 
his colleagues (that is called out-degree) and is pointed by the links of other agents 
(in-degree). Random networks follow a binomial degree distribution but social 
networks show a different distribution, usually a power-law distribution [7].  

The figure 2 shows the cumulative degree (in and out) distribution for a network 
sample with SimilaritySigma=1 and PreferenceSigma=1. A power law function can be 
easily observed in the log-log plot. Note the difference between the two degree 
distributions. The maximum in-degree is 9 but the maximum out-degree is 28, which 
reveals the presence of a few popular agents in the community.  All these network 
characteristics are common in real web communities [3]. 

Finally, we are going to pay special attention to the similarity distribution between 
agents. Remember that the SimilaritySigma parameter governs the probability an 
agent makes a link to other taking into account the common interests they share. For 
two agents, we can compare the number of common interests and the path length that 
separates them in the network. If similarity was important in the link making process, 
one could expect that the interest distance goes up with the social distance.  
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Fig. 2. Cumulative in-degree and out-degree distribution of a sample network where 
PreferenceSigma=1 and SimilaritySigma=1 
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The figure 3 shows the average number of common interests and the path length 
between agents when we vary the SimilaritySigma parameter. We observe that when 
the parameter is low enough, the proximity in interests between agents grows with the 
social proximity in the network. On the other hand when the value is high the network 
presents a much more heterogeneous map of relationships.  

 

Fig. 3. The average similarity (measured as the average number of common interests) and the 
path length between agents of tree sample networks where PreferenceSigma=1 and 
SimilaritySigma={0.4, 1, 4} 

5   Conclusions 

We have presented a computational Agent-Based model of personal web 
communities. Unlike other models based on the preferential attachment principle, we 
have design one based on a bottom-up analysis that looks at the social actors and their 
behaviors. The WWW can be studied as a virtual social network where people behave 
in a similar way as they do in the real world.  

Tree simple rules we have summarized in the “similarity”, “bookmarks” and 
“activity” concepts allow to explain most of the network properties that we found in 
real web communities. This Agent-Based model gives new ideas to understand this 
type of phenomenon. 

The similarity in personal interests conditions the network structure, mainly the 
average social distance between individuals. The way in which agents search 
information in the web influences the probability of meeting new people and has an 
important effect on the transitivity of the web network. 
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Abstract. In the last years, much work have been done in the develop-
ment of techniques for automated negotiation, and, particularly, in the
automated negotiation of SLAs. However, there is no work that describes
how to develop advanced software systems that are able to negotiate au-
tomatically in an open environment such as the Internet. In this work, we
develop a conceptual framework for automated negotiations of SLAs that
serves as a starting point by identifying the elements that must be sup-
ported in those software systems. In addition, based on that conceptual
framework, we report on a set of properties for automated negotiation
systems that may be used to compare different proposals.

1 Introduction

In this work, we focus on SLA negotiations1. The goal of this kind of negotiations
is to reach an agreement between a service provider and a service consumer
about the terms and guarantees of the service consumption. We are interested
in developing software systems that are able to negotiate in open environments,
such as the Internet, with temporal restrictions. That is, the agreement has to
be reached in a limited amount of time. This scenario defines the characteristics
of the negotiation that shall be carried out: it is a non-cooperative negotiation
between two or more parties with partial information of the world and hard
computational constraints.

In the last years, much work have been done on automated negotiations. These
works are focused on the development of new decision-making algorithms or the
construction of new protocols that presents certain desirable characteristics for
automated negotiations. However, much less attention has been paid to the soft-
ware artefacts that are necessary to carry out this automated negotiation. In this
work, we analyse the problem of automated negotiation of service level agree-
ments from a software engineering perspective. Specifically, we want to identify
the elements that are required to build a system that develops an automated
negotiation of SLAs.

To reach this goal, we present a novel conceptual framework of SLA automated
negotiations. Unlike other works, we take a software engineering perspective and

1 SLA negotiations are equivalent to the so-called service-oriented negotiations [1].
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centre on the elements that are required to build an automated negotiation sys-
tem. This conceptual framework settles the bases for a later analysis of the
different negotiation proposals and defines a common vocabulary for automated
negotiation systems. In addition, we obtain a set of properties of automated
negotiation systems as a consequence of the conceptual framework. These prop-
erties may be used to evaluate and compare different proposals on automated
negotiation of SLAs.

This paper is structured as follows: first, we describe the conceptual framework
in Section 2, then, in Section 3, we use the conceptual framework to obtain a set of
properties of automated negotiation systems. Finally, we present our conclusions
and future work in Section 4.

2 A Conceptual Framework for Automated Negotiations

Traditionally, an automated negotiation system has been characterised by three
elements [2]: protocol, negotiation object and decision-making model. In our
conceptual framework we propose to extend this characterisation with two addi-
tional elements: information and preferences. Additionally, we detail more pre-
cisely the decision-making and protocol elements, and we also provide a concrete
description of the negotiation object.

2.1 Negotiation Object

In a SLA negotiation, the object that is being negotiated is an agreement be-
tween parties. An agreement defines a dynamically-established and dynamically-
managed relationship between parties [3]. The goal of the agreement is to
establish the guarantees that must be observed during the execution of a service.
An agreement is composed at least by the following:

– A specification of the parties involved in it. In principle, the number of parties
involved in an agreement is not constrained. However, the most common case
is two-party agreements.

– A collection of terms that describes both functional descriptions and non-
functional guarantees of the service. Additionally a term can also express
other aspects of an agreement such as termination clauses. A term is com-
posed of three parts:

• The counterparty whom the term is applied to. Each term is to be applied
to one of the parties involved in the agreement and the party is obligated
to fulfil what it is specified in it. Obviously, the counterparty must be
one of those that have been designated in the agreement as one of the
parties that are involved in it.

• A set of constraints to specify functional or non-functional descriptions
or guarantees of the service. It is expected that the content of these
constraints will be very broad and domain-specific.

• A set of compensations that will be applied in case the party does not
fulfil the constraints specified in the term. This element is optional and
it is not supported by the majority of the negotiation strategies.
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Negotiation object World Model
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Fig. 1. Conceptual framework

2.2 Preferences

The agreement preferences express the data that is used to assure that the user
needs are correctly dealt among the negotiation process. These preferences com-
prise: a set of statements expressing the features and requirements of the user,
and an assessment mechanism to evaluate and compare agreement proposals.
The most common way of evaluating proposals is through the definition of util-
ity functions [4]. Statements can be classified depending on the domain in which
they are applied:

– Service statements. These statements are applied to the service offered
(or demanded). They can refer to either functional or non-functional char-
acteristics of the service such as the service interface or the service price.

– Party statements. In this case, an expression about the party is stated.
These statements can express either features or requirement over a given
party. Examples of this can be: Party Z is located in Iran or Party X must
have a high reputation on service Y.

– Negotiation statements. They specify features about the negotiation pro-
cess itself, such as the negotiation deadline.

Each statement is linked to a set of languages that give semantics to the
vocabulary used within the statement. Ontologies can be seen as an example
of languages describing the relationship amongst concepts of a given semantic
domain. Usually, the statements are expressed using two different formalisms:
rules and constraints. However, other formalisms could be used.
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2.3 World Model

While negotiating, the more information we have about other parties, the better
our performance is [5]. Furthermore, it has been shown that taking the condi-
tions of the market into account does improve the outcome of negotiations with
several simultaneous opponents [6]. Therefore, it is essential for an automated
negotiation system to build a model of the counterparties and the market. We
call this model, the world model of an automated negotiation system and it may
cover three different domains:

– Counterparties: including the characteristics of the service demanded or of-
fered, the negotiation process followed by the counterparty and the counter-
party itself (e.g. reputation or geographical location).

– Market: for instance, the market reservation price, or the probability of ap-
pearing outside options during the negotiation [7].

– Service-domain: such as knowledge about the vocabulary used in the terms
of the agreement.

The information used to build the world model may be either objective or
subjective: objective information typically includes the public features about
the service demanded/supplied, but it may also include information about the
counterparties themselves (e.g. their geographical location) and the market. Sub-
jective information comprises elements such as the reputation of a counterparty
or the market price of a certain service.

Finally, there are three different mechanisms to obtain the information that
is used to build the world model: (i) Directly polling the potential counterparty.
In this case, the system must implement a compatible specification of a format
to express functional and non-functional features of services and a procedure
to query and to inspect services. (ii) Querying a third party entity to obtain
information related to a specific counterparty. For instance, to obtain informa-
tion about its reputation or its geographical location. (iii) Analysing previous
interactions with a potential counterparty. The results of the analysis may be
stored in order to be used later while making decision about proposals related
to the potential counterparty.

We envision that the first procedure shall be commonly used in gathering
objective information about the counterparties, while the second and third pro-
cedures shall be more common in obtaining subjective information about the
market and the potential counterparty itself.

2.4 Protocol

The negotiation protocol establishes the rules that govern the negotiation and the
way the communication between the different parties involved in the negotiation
is carried out as well as the information exchanged between the parties. We
distinguish three different, although strongly related, aspects in a negotiation
protocol: rules, performatives and information exchanged.
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Performatives. A performative is the expression of the intention of the sender
of a message. The set of performatives used in a negotiation protocol may dif-
fer significantly. However, there are a minimum subset of performatives that
are common to the majority of negotiation protocols. Namely, accept (accept a
proposal), reject proposal (withdraws the proposal), reject negotiation (cancel
the whole negotiation process), and commit2 (commit to a given proposal). De-
pending on the specific protocol that is being used, other performatives may be
necessary. For instance, in auctions, it is common to use the inform performative
to notify events occurred during the negotiation such as that a new bid has been
done. In protocols that differentiates between binding and non-binding propos-
als, the propose (make a non-binding proposal) performative may be introduced.
Other protocols use a vote system to decide which is the preferred offer [8]. In
such protocols, a vote performative may be used. Finally, in negotiation pro-
tocols that use argumentation [9], other performatives to introduce arguments
supporting our proposal are used such as argue and challenge [9].

Rules. In a negotiation protocol, there are usually some restrictions regarding
a variety of aspects of the negotiation such as how the proposals must be built,
when a participant can post a proposal, which performative can be used in each
moment, when a participant may join to the negotiation, or when the negotiation
can finish. In [10], a taxonomy of rules for negotiation protocols is presented.
However, although it is a thorough taxonomy and the majority of the aspects
of automated negotiation are covered, we believe that it should be extended
with rules for decommitting from previously created agreements. We argue that
there must be rules that explicitly specify whether a decommitment may take
place, and, if so, when it may occur and which are the penalties to be paid as a
compensation.

Information Exchanged. The third aspect in a negotiation protocol is the
type of information exchanged amongst the participants in the negotiation. A
variety of approaches has been presented in the literature. Those approaches
may be classified into three broad groups:

– The information exchanged explicitly states the parts of the agreement that
are disliked by the party as well as the proposed changes.

– The information exchanged consists only of proposals. In other words, the
negotiation protocol is proposal-based. The advantage of this approach is
that it unveils less information to the other parties. The disadvantage is
that the lack of explicit information implies a blind search of a mutually
acceptable agreement that may lead to longer negotiations and even to not
to find any agreement at all.

– The information exchanged includes proposals, as in proposal-based proto-
cols, and statements that are used to persuade or convince the opponent to

2 In the literature, this performative is usually called propose meaning making a bind-
ing proposal. However, we prefer to leave the term propose to non-binding proposals
and to use commit for binding proposals.
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accept our proposal [11]. This approach is called argumentation and it is a
promising field that may eventually overcome the drawbacks of the proposal-
based negotiation [9]. However, the negotiators that support argumentation
tend to be very complex and no argumentation approach has been applied
to a real scenario yet.

2.5 Decision-Making

The decision-making model determines the way a party behaves while involved
in a negotiation process. Three elements form part of the decision-making model
of an automated negotiation system: the decision of what is considered an ac-
ceptable agreement and whether to commit to it, the construction of responses
to this information, and the decision to decommit from a previously established
agreement if possible.

Binding Decision. This decision includes determining when a binding proposal
must be submitted and whether a binding proposal that has been received should
be accepted. The binding decision depends on several factors that may vary
depending on whether it is a service consumer who is making the decision or it
is a service provider. Nevertheless, we can divide these factors into three broad
groups:

– Preferences of the user. These preferences may be related to the contents of
the agreement, the party we are negotiating the agreement and the negoti-
ation process.

– The information the system have about the status of the market and other
possible concurrent negotiations. For instance, we may be more reluctant to
accept a proposal if we know it is very likely that in a short amount of time
we will receive a proposal better than the current one [7].

– External factors that may prevent a party to commit to an agreement. For
instance, the provider’s capability to accept new agreements or the existence
of dependencies amongst the agreements a service consumer wants to reach.

Together with the decision of making or accepting a binding proposal, it
has to be decided when this decision take place. Usually, the decision is made
as the proposals are received like in [12]. However, other approaches may be
followed such as making the decision in some certain points in time previously
defined.

Response Generation. Other important task in an automated negotiator is to
decide which response must be sent to the other participants in the negotiation.
On the one hand, this response is subordinated to the binding decision. On the
other hand, the response generated must obey the rules imposed by the negotia-
tion protocol. The process followed to generate the responses varies significantly.
However, in general, it depends on the performatives of the negotiation protocol
and the expressivity of the information exchanged during the negotiation:
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– In auctions, the unique possible response is a bid together with the bidding
price. Therefore, in this case the problem is centred on deciding in which
auction must be placed the bid [13].

– In bilateral proposal-based protocols, a counterproposal must be generated.
A wide variety of techniques have been developed to generate them. The most
significant are: those that use time-dependant functions, resource-dependant
functions, etcetera to obtain the counterproposal by modifying the values
of the terms of the offer [4]; those that try to make the counterproposal
more appealing to the opponent by sending the counteroffer with the highest
similarity to the received offer [14]; those that use fuzzy constraint techniques
[15], and those that interpret the negotiation as if it were a game and use
techniques similar to those used in chess games [16]. Genetic algorithms have
also been used to calculate offline which is the best strategy to use depending
on the conditions of the negotiation in a certain instant [17].

– In negotiation protocols that supports argumentation, the response genera-
tion includes two problems [9]. First, the different arguments must be gener-
ated and then, the best argument from the point of view of the speaker must
be selected. However, both the generation of arguments and the selection of
the best one may occur at the same time. Nevertheless, whether or not this
is possible depends on the specific argumentation framework.

Decommit Decision. It has been proved [18,12] that decommitment is a valu-
able resource when dealing with multiple simultaneous negotiations and, hence,
it is another decision element that must be included in an automated negoti-
ation system. The decommit decision is highly related to the binding decision
and depends on the same factors. Therefore, in many cases, both the binding
and decommit decisions are made by the same element [12].

3 Properties of Automated Negotiation Systems

The following properties for automated negotiation systems (ANS) have been
obtained based on the conceptual framework (Section 2). We must remark that
these properties are just centred on high-level details of automated negotiation
systems and do not cover lower-level elements such as concrete technologies,
protocols or algorithms.

1. Information query: An information query is an inquiry made by one party
to another to obtain more detailed information about it or about the service
it provides or demands.

2. World model : An ANS builds a world model if it analyses previous interac-
tions with the elements external to the architecture and uses the results to
make better decisions [2] during the negotiation.

3. Third party information: An ANS uses third party information if it explic-
itly queries a third party entity to obtain information related to another
party.
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4. Information managed about the parties : There are three types of informa-
tion that can be managed: about the parties, the service and the negotiation
process itself.

5. Multiple negotiation protocols supported : An ANS supports multiple ne-
gotiation protocols if it is able to use a number of negotiation protocols
such as different bilateral negotiation protocols or several auction proto-
cols [2].

6. Decommitment from previously established agreements: An ANS supports the
decommitment [18] from previously established agreements if it can revoke
previous agreements before the execution of the service.

7. External factors in binding decisions: An ANS may make use of a capacity
estimator to determine whether the provider can provision a certain agree-
ment before committing to an agreement [19].

8. Cooperative or non-cooperative agreement creation: An ANS supports non-
cooperative agreement creation when it acts as a self-interested party reach-
ing agreements with other self-interested parties. Alternatively, an ANS
supports cooperative agreement creation when it can reach agreements with
other parties trying to maximise the social welfare.

9. Assessment mechanisms used : The assessment mechanisms of an ANS is the
kind of information used to evaluate the goodness of a proposal or agreement
in relation to some criteria provided by the user.

10. Forms of expressing preferences : The preferences about the service and the
parties can be expressed in different ways such as rules or constraints (see
Section 2).

4 Conclusions

In this work, we analyse the problem of automated negotiation of service level
agreements from a software engineering perspective. To develop advanced au-
tomated negotiation systems, it is necessary to identify the elements that are
required in them. We present a conceptual framework for automated negotia-
tion of SLAs that identifies the elements that must be supported by an advanced
automated negotiation system. We extend the classical elements of automated
negotiation with two new ones: world model and preferences. Furthermore, we
detail more precisely the parts that compose the other three: negotiation object,
protocol and decision-making. In addition, taking the conceptual framework as a
basis, we also present a set of properties of automated negotiation systems that
can be used to compare them.

Moreover, we believe that this work is a necessary step to develop a software
framework for automated negotiation system that gives support to the most
significant proposals of negotiation protocols and strategies that have been done
in the last years.

Further work includes refining the categorisation of automated negotiation
proposals in order to identify which alternative is better in each case. In this
way, an automated selection of the algorithms used to carry out the negotiation
can be made depending on the context of the negotiation.
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Abstract. In this paper, first, our J-IFC-BRIDGE product model, which is a 
combination of YLPC-BRIDGE and YLSG-BRIDGE, and French IFC-
BRIDGE product models were described. Then, the process of merging these 
models into the New IFC-BRIDGE was presented, and New IFC-BRIDGE was 
introduced. Further, the concrete bridge design system using multi-agents that 
had been developed before was modified to follow the changes of the product 
model, and the new system and the product model were verified by applying the 
design scenario of a prestressed concrete girder. Both the New IFC-BRIDGE 
and the concrete bridge design system showed the feasibility and practicality.  

Keywords: product data model, IFC, bridge, design checking, multi-agents. 

1   Introduction 

Much effort has been seen in developing product models for building design and 
construction in order to enable the interoperability among heterogeneous application 
systems and software packages such as CAD, analysis, conformance checking, cost 
estimation, construction scheduling, for more than two decades. Recently, Industry 
Foundation Classes (IFC) of International Alliance for Interoperability (IAI) [1] 
seems to be considered as a de facto standard for building product models. However, 
as for bridges, each CAD and design software company, nation, or organization has 
been developing its own product model such as Japan Highway Product Model 
(JHDM) [2], TransXML [3], and there is little interoperability among those models 
and application systems. 

The importance of product models resides not only in the interoperability but also 
in representing knowledge related to engineering structures such as bridges. In 
knowledge engineering, many expert systems were developed to design, inspect, 
diagnose, or manage civil engineering structures. However, most knowledge systems 
developed then were not used because rather than generalized textbook knowledge, 
more specific knowledge related to concrete cases and experiences is usually useful 
and effective for high-level engineering judgment. To represent such knowledge, 
product data must be represented exactly and precisely. Thus, such representation 
methodologies have been explored and discussed by many researchers in terms of 
knowledge and data engineering for more than two decades. 
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In our research group, a bridge product model named Yabuki Laboratory (YL) 
Prestressed Concrete (PC) Bridge (YLPC-BRIDGE) product model was developed by 
expanding IFC in collaboration with Japan Prestressed Concrete Contractors 
Association [4] [5]. Then, programs for data converting among CAD systems, 
structural design analysis systems, design a checking systems, etc., were developed to 
verify the interoperability among the systems based on the developed product model. 
Among the integrated systems, three design checking programs, i.e., interference 
checking, reinforcing bar cover checking, and reinforcing bar space checking 
programs, were developed as multi-agents, which can act behind the CAD system to 
support the user by checking the design while the engineer is designing and by giving 
alert if the design violates a provision of design codes [6]. A concrete bridge design 
system was developed by integrating YLPC-BRIDGE, application systems and the 
multi-agents. In parallel, a steel girder bridge product model called YL Steel Girder 
(SG) Bridge (YLSG-BRIDGE) was developed by the similar method [7]. These two 
bridge product models were merged and the merged one was called J-IFC-BRIDGE, 
where J stands for Japan. 

Around the same time as our group developed the YLPC-BRIDGE, IAI French 
Speaking Chapter developed a bridge product model called IFC-BRIDGE based on 
the IFC and OA-EXPRESS, which is a bridge product model developed by SETRA, 
French governmental technical center for roads and highways, and it has been open to 
public since 2002 via the Internet web site [8]. 

Both Japanese and French groups did not know their efforts in developing bridge 
product models each other by 2002, although their approaches were quite similar. To 
make the product model internationally accepted de facto standard in the future, both 
groups agreed that international collaboration would be necessary and both of the 
models should be merged into one and that the integrated product model should be 
verified internationally. Recently both Japanese and French groups have proposed 
New IFC-BRIDGE by merging their product models by the support of IAI. At our 
laboratory, the concrete bridge design system including various data converters, 
multi-agents was modified following the changes from the YLPC-BRIDGE to New 
IFC-BRIDGE. 

In this paper, first, the J-IFC-BRIDGE and the previous French IFC-BRIDGE 
product models are described. Then, the merging process of these models and the 
New IFC-BRIDGE are presented. Finally, the modification of the concrete bridge 
design system using the multi-agents is described. 

2   J-IFC-BRIDGE Product Model 

As described earlier, our research group developed a PC bridge product model named 
YLPC-BRIDGE based on IFC2x as shown in Fig. 1. In this product model, new 
classes representing slabs, prestressing strands, sheaths, voids, reinforcing bars 
(rebars), and anchoring devices were added to IFC. A feature of this model is that it 
clearly represents the relationship that the concrete contains elements such as 
reinforcing bars, prestressing strands, and voids by representing the concrete as a 
spatial structure element by B-rep (Boundary representation). Then, they implemented 
the schema of the product model and instances of PC bridges by using ifcXML. 
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The characteristics of the YLPC-BRIDGE are as follows. 1) The basic structure of 
IFC2x has been retained, and new classes of members for PC bridges have been 
defined as 3D models based on the object-oriented technology. 2) New classes of 
property sets for a slab and contained members such as rebars, prestressing strands, 
voids, etc., have been defined. 3) A modern model developing technique, i.e., 
separating property sets from object classes rather than representing all attributes in 
product classes, was employed, which makes the model more flexible. 4) ifcXML has 
been selected for implementing the product model. ifcXML is compatible with the 
standardized modeling language, EXPRESS of International Organization for 
Standardization (ISO) – Standards for The Exchange of Product Model data (STEP). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. A part of YLPC-BRIDGE product model for representing prestressed concrete bridges 

A product model for steel girder bridges, YLSG-BRIDGE, was developed by 
adding three classes, Bridge, PlateGirder, and OtherSteelBuiltupElement, as subclasses 
of IfcSpatialStruc-tureElement to IFC2x2 of IAI. The Bridge class represents the 
whole bridge superstructure. PlateGirder and OtherSteelBuiltup-Element classes 
represent objects which are contained in the Bridge class. Those classes are linked with 
the Bridge class by using IfcRelContainedInSpatial-Structure. In addition, 
CivilStructureElement, which has subclasses of SteelStructureElement and 
SteelShapeElement, was added as a subclass of IfcElement. SteelStructure-Element 
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class can represent elements such as webs and flanges. SteelShapeElement class 
represents general steel shapes such as I, H, box, angle, pipe types. 

Both YLPC-BRIDGE and YLSG-BRIDGE product models were merged into one 
and is called J-IFC-BRIDGE in this research. 

3   French IFC-BRIDGE 

3.1   Development of IFC-BRIDGE 

In 1998, a French bridge data model named OA_EXPRESS was developed by 
SETRA with building firms, design offices, etc. In 2000, they demonstrated that 
OA_EXPRESS could be used for exchanging data among a 3D-CAD software for 
bridges, called OPERA and a 3D structural analysis software for bridges, called PCP. 
Both OPERA and PCP were developed by SETRA. 

In order to extend the audience of OA_EXPRESS, they looked at international 
standards based on Express technologies, and found IFC of IAI. They decided to 
translate OA_EXPRESS to IFC and developed IFC-BRIDGE Version 1.0 in 2002. 

3.2   Characteristics of IFC-BRIDGE 

In complement to standard IfcBuildingElement entity, an IfcBridgeElement entity 
was proposed for identifying bridge specific objects. For aggregating these bridge 
elements, two new entities, IfcBridge and IfcBridgeStructureElement, were proposed 
so that typical bridge parts such as decks, cables, pylons, etc., can be identified. In 
IFC-BRIDGE, a transversal cut of a bridge element composed of several fibers and 
materials can be completely defined. 

For geometric definition of bridges, which can be associated to bridge elements, 
standard IFC2x geometric entities can be defined. However, in the scope of IFC-
BRIDGE project, a new IfcBridgeSectionedSpine entity is proposed for defining 
specific bridge “prismatic element” geometry which can be defined by providing a set 
of IfcBridgeSection objects along a reference line. In addition, the Clothoidal curve 
was added to the geometric library since the original IFC did not have this curve. 

4   Development of New IFC-BRIDGE 

The first meeting was held by the Japanese and French groups at SETRA in April 
2004 for searching ways for international collaboration and agreed to merge the two 
models into one, developing a new IFC-BRIDGE. After the meeting, the Civil 
Engineering Group was newly established in IAI Japan Chapter in November 2004 as 
a counterpart of the IFC-BRIDGE group of IAI French Speaking Chapter. 

In August 2005, the French group revised IFC-BRIDGE and proposed the Version 
2.0. The Japanese group had reviewed the Version 1.0 and quickly reviewed the 
Version 2.0, and wrote up a proposal for modifying the IFC-BRIDGE Version 2.0 by 
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merging the YLPC-BRIDGE. Three researchers of the Japanese group visited the 
Center for Science and Technique of Buildings (CSTB) at Sophia-Antipolis in France 
in September 2005 and discussed the integration of the two data models. They agreed 
the modification proposal of the Japanese group there. In November 2005, four 
researchers of the French group visited Japan and discussed with many of Japanese 
researchers and engineers. Fig. 2 shows a part of the New IFC-BRIDGE product 
model. The New IFC-BRIDGE is being implemented into the next version of IFC by 
IFC experts and will be released in the near future. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. A part of NEW IFC-BRIDGE product model 

5   Concrete Bridge Design System Using Multi-agents 

5.1   Development of the Concrete Bridge Design System 

Previously, our research group integrated the product model with three application 
systems, namely, 3D-CAD, a PC bridge structural design system, and Multi-Agent 
system by developing converter programs as shown in Fig. 3. The converter program 
named CAD2PM (CAD to Product Model) can generate product model data of PC 
bridge objects as an ifcXML, and PM2CAD (Product Model to CAD) retrieves data 
from the instance file and renders the 3D model in AutoCAD automatically. The 
Multi-Agent consists of interference checking agent, reinforcing bar (rebar) cover 
checking agent and rebar space checking agent. 
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Fig. 3. A concrete bridge design system using multi-agents 

5.2   Modification of the Concrete Bridge Design System 

In this research, the concrete bridge design system was modified to follow the 
changes of the product models from YLPC-BRIDGE to New IFC-BRIDGE. To verify 
the modified model and system, the same design scenario that had been used before 
for the previous product model was applied to the new model and the system. The 
application case of an interference checking agent is as follows. In this case, a user 
designed a prestressed concrete composite girder as shown in Fig. 4, using CAD2PM 
and AutoCAD2002. When the design was done, the interference checking agent 
automatically read the instance file which was generated by CAD2PM, and checked 
whether interference existed or not in the file. In this case, interfered parts which 
consisted of re-bars, a prestressing strand and a sheath was found, and the interference 
checking agent generated 3D solids of the interfered objects as shown in Fig. 4. 

The application case of the rebar cover checking agent and the rebar space 
checking agent is the following. A user designed a 3D CAD model of a precast 
segment, using CAD2PM and AutoCAD2002. Since the instance file was generated 
by executing CAD2PM, the rebar cover checking agent and the rebar space checking 
agent worked autonomously and checked rebar cover and space, retrieving data from 
the instance file. In this case, the rebar space checking agent sent no message, but the 
rebar cover checking agent sent a message saying, “Some rebars violate the cover 
provision.” And then, the rebar cover checking agent displayed the result of checking 
(Fig. 5). At the same time, this system output this result into the instance file as a new 
property value. Then, the user executed PM2CAD, which constructed a 3D CAD 
model form the new instance file. Fig. 5 shows that rebars which have yellow color, 
need to be modified. Then, the user modified the rebars and updated the product 
model data. 
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Fig. 4. An interfering reinforcing bar and interference solid in a prestressed concrete girder 

 
 
 
 
 
 
 
 

Fig. 5. Detection of reinforcing bars violating the provision concerning the cover 

6   Conclusion 

In this paper, first, our J-IFC-BRIDGE product model, which is a combination of 
YLPC-BRIDGE and YLSG-BRIDGE, and French IFC-BRIDGE product models 
were described. Then, the process of merging these models into the New IFC-
BRIDGE was presented, and New IFC-BRIDGE was introduced. Further, the 
concrete bridge design system using multi-agents that had been developed before was 
modified to follow the changes of the product model, and the new system and the 
product model were verified by applying the design scenario of a prestressed concrete 
girder. Both the New IFC-BRIDGE and the concrete bridge design system showed the 
feasibility and practicality. 
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Abstract. There are a great number of programming languages and
frameworks for multi-agent system development, but most of them do
not allows us create and later manage real-time multi-agent systems.
In this paper, we propose the use of the RT-Java language for real-
time multi-agent development. We also present the jART platform as an
appropriate framework for the execution of agents of this kind. A mobile
robot control is implemented and analyzed using this framework.

1 Introduction

Nowadays, there are specific programming languages (Aglets [2] or Javalog [3])
and frameworks (Madkit [5] or Jade [4]) that facilitate agent development. These
languages and frameworks have been fundamentally characterized by providing
the multi-agent system developer with mechanisms to facilitate the creation of
agents, their control, and the easy definition of the communication processes
among them. Moreover, these languages and frameworks allow representation of
agent knowledge (their beliefs, desires and intentions, or their ontology).

Nevertheless, the current approaches have certain deficiencies in some envi-
ronments. Specifically, the applicability of multi-agent systems to real-time envi-
ronments requires specific functionalities that are not available in current agent
languages or frameworks. Agents that work in these environments must fulfill
specific temporal restrictions, which implies the use of real-time programming
languages and real-time agent architectures.

A Real-Time Multi-Agent System (RTMAS) is a multi-agent system with at
least one agent with temporal constraints in any of its responsibilities [1]. In
order to implement RTMAS, the developer must be able to declare the temporal
features that will define the temporal behaviour of the different agent actions.
Typically these features are: cost, deadline, priority, and period for each agent
task. In addition, RTMAS must be executed over a Real-Time Operating System
(RTOS) which can to manage the temporal features appropriately.

This article presents a solution for the development of RTMAS using a new
extension of the Java language, called RT-Java [7]. This extension covers all the
aspects regarding real-time systems. However, it is necessary to add more func-
tionalities in order to employ it as an agent development language. To solve this
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problem, we have developed a middleware platform for the creation and man-
agement of RTMAS that is implemented using RT-Java. The platform, called
jART[11], has been used to develop a mobile robot control example, which has
been analyzed in order to validate the use of RT-Java.

2 Java and Real-Time Multi-Agent Systems

Java is the language that is most widely used to develop both agent programming
languages and multi-agent frameworks. Currently, the use of Java for developing
Real-Time Systems (RTS) is inadequate because is not a specific programming
language for RTS.

There are a proposal that extend Java for developing real-time systems called
The Real-Time Specification for Java (RTSJ), was developed by The Real-Time
for Java Expert Group (RTJ) [7]. This specification proposes an extension of the
Java language without modifying the standard. The use of RT-Java instead of
other programming languages such as C or Ada comes from the desire to obtain a
platform for real-time multi-agent systems that is easy to use by a great number
of expert Java programmers.

The RTSJ specification provides a series of improvements with respect to the
Java language and allows us to create RTAs. The following points describe some
of these improvements and how to use them to develop RTA and RTMAS:

Memory management: The extension RTSJ offers a new memory area called
NoHeapMemory. This new memory area is not released by the garbage collector
(GC). Thus, if the execution of the tasks associated to the RTAs are not to
be interrupted, the developer should use NoHeapMemory to store the agent
knowledge, their associated tasks and shared resources.
High precision clocks: The use of these high precision clocks allows us to
associate precise values to the temporal features of the task.
Scheduler and schedulable objects: The RTSJ extension allows us to de-
fine the scheduling algorithm used by the Scheduler of the operative system. In
addition, the schedulable objects will be scheduled by the RTOS as tasks with
temporal features.
Real-Time threads: These new threads are schedulable objects, and they have
temporal features. These threads have a higher priority than the GC and will
never be interrupted by GC. We can define the agent task behaviours using the
real-time threads. These behaviours can be executed periodically or sporadically.
Asynchronous event handlers: This allows the agents to capture events that
are produced randomly in the environment in a controlled way and treat them
in an asynchronous way.
Asynchronous transfer of control: An agent, agent management system, for
example, will be able to take the control of the execution of another agent by
using this mechanism in a controlled way.
Resource sharing: RTSJ provides the necessary mechanisms for the control of
the shared resources by the agent developer. The Scheduler deals with this by
assigning the resources according to the developed plan.
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Direct access to physical memory: RTSJ allows direct access to the physical
memory. This provides better control of access to the memory area used for
communication with the different physical devices, such as ports and registers.

3 The jART Platform

RT-Java allows Java programming language to be used in real-time environ-
ments. However, to create RTMAS must be provided to the programmer com-
ponents for agent management and communication control. A platform for RT-
MAS, called jART (Java for Agents in Real-Time) has been developed and is
presented in [11]. The jART platform must be executed on a Java virtual ma-
chine (JVM) that must comply with the RTSJ as, for example, the reference
implementation [10]. In order to ensure the correct execution, it is mandatory
to execute the JVM on a RTOS.

For brevity reasons, only main jART platform properties are presented:

– jART complies with FIPA specifications. This platform uses FIPA-ACL [8]
as the communication language and FIPA-SL [9] as the content language.

– In a jART platform, two types of agents can co-exist: (1) The NonRT-
Agents are agents without temporal restrictions in their responsibilities.(2)
The RT-Agents are agents with at least one responsibility with temporal
characteristics.

– Each agent is formed by a set of behaviours. There are mainly two types
of behaviours in jART: (1) NonRT-Behaviour: without temporal char-
acteristics. NonRT-Agents can only include NonRT-Behaviours. (2) RT-
Behaviour: with temporal characteristics. RT-Behaviours can only be em-
ployed in RT-Agents and it is discomposed in: (i) Periodic-Behaviour: this
behaviour will be executed periodically. (ii) NonPeriodic-Behaviour: it may
become active at any time.

– This platform includes an agent management system for the control of the
agents inside the platform. Moreover, it has a message transport service for
the communication management among the agents.

4 Robot Control Problem

In an environment with obstacles, we placed a series of objects on the ground
randomly. These objects had to be gathered and deposited in specific places.
To do this, we need a Khepera mobile robot that could gather these objects.
This robot knew a priori where the objects were placed, and hence, it was able
to schedule the optimum order for all the objects to be gathered efficiently.
Efficiency was considered to be the shortest distance traveled by the robot.

The use of real-time agents was determined by the need to guarantee the
physical integrity of the robot. To do this, the robot had to detect the obstacle
and avoid it before the crash took place.
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4.1 Implementation Details

In this example the main goal is to pick up objects that are located in a given
environment. This goal is complex due to the fact that the robot must navigate
towards the different objects, dodge obstacles, and pick up the object. Thus, this
goal can be split into four sub-goals: to maintain robot integrity,to navigate
to the objects, to plan the shortest route, and finally, to pick up an object
and deposit it in a specified location. Four different types of agents have been
identified:

Collect Agent: This agent is in charge of controlling the collection process
when the mobile robot is close to one of the objects.
Planning agent: This agent planned a route among the objects to pick up. The
route has to travel across all the points where the objects are located.Once the
object collection is finished, the route should provide the road towards the final
position where the robot should place the objects. In turn, this agent will take
charge of the robot navigation along the planned route.
Sensor agent: This agent is in charge of maintaining for the robots physical
integrity. It prevents the robot from crashing into obstacles.
Manager Agent: This agent is the only one that communicates directly with
the robot’s hardware. It extracts environment information using the robot sensor.
This agent also decides which action proposed by the other agents should be
executed. This decision process is done using an auction mechanism. The first-
price sealed-bid auction [6] is the auction mechanism used.

The Collect agent, the Sensor agent, and the Planning agent take the role
of bidders, competing for the right to propose the next action to be executed
by the robot. The Manager agent takes the role of auctioneer, choosing the
bid with the highest value. This value will be determined by the need of each
bidder agent yo perform the next robot movement (For instance, the Sensor agent
increased its bid as the robot approaches an obstacle). These bids are performed
by means of FIPA-ACL [8] messages between the bidder agents and the controller
agent, according to the auction protocol. Figure 1 shows a graphical view of the
proposed system.
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The auction management behaviour of the Manager agent must also guarantee
a periodic answer with the most appropriate movement to be performed by the
Khepera robot. If the period fulfillment is not guaranteed, the robot control
would be unstable. This is because many necessary actions will not be performed
at the right moment, or they may never be performed.

A special case is the management of the blackboard performed by the Manager
agent. This behaviour is in charge of gathering the information provided by
the robot through its sensors. This information is stored to be used by the
other agents in the system. Therefore, the periodic update of this information is
essential so that the most recent data is available.

We used the mobile robot simulator webots [12] (Figure 2) created by Ciber-
botics company to realize the test. This multi-agent system runs on a jART
platform, which must be executed inside a RTOS (we used the RTOS developed
by Timesys [10]) and The reference implementation of RTSJ has been used as
virtual machine. The multi-agent system was connected to the simulator, which
was run on another computer through an intranet using the TCP/IP protocol.

4.2 Results

In order to analyze the viability of using RT-Java as an agent programming
language with temporal constraints, a set of performance and reliability tests
has been carried out. First, a temporal analysis of the different system tasks was
performed to fit their computation times. Next, a battery of tests was developed
in order to verify whether the system works as a RTS.

Temporal Analysis
Before, performing a study of the behaviour that the multi-agent system would
have we made an estimation of the temporal cost that the different agent behav-
iours would have in order to determine the Worst Case Execution Time (WCET)
associated to each behaviour. This WCET is used by the RTOS to determine
whether the task is schedulable. Therefore, it is necessary to adjust the WCET so
that the tasks do not exceed the estimated cost, since this might affect the pos-
sibility of their being scheduled. To estimate the WCET, each task was carried
out 100.000 times. The WCET for the sensor task is 20 ms.; for the navigation
task is 40 ms.; for pick up task is 20 ms.; for auction task is 20 ms.; and finally,
for blackboard management task is 290 ms.

The blackboard management task needs more processor time to complete its
assignment. This task, which is executed by the Manager agent, is in charge of
requesting the Webots simulator (via TCP/IP) for the information about the
state of the robot, its current position, the readings of the eight infrared sensors,
and the robot’s orientation. Once the controller agent receives this information,
it stores it in a memory area that is shared by the multi-agent system. This
process is very expensive mainly due to the TCP/IP messages required for the
information gathering.

The rest of the tasks are dependent on the shared information. This depen-
dence allows us to deduce that, if we modify the period of the task associated to
the blackboard management, we are indirectly affecting the rest of the system
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tasks. If the time interval in which the robot’s information is gathered is too
large, the available information will not be correct. This will make the tasks
take incorrect actions due to the incorrect information. Thus, the other tasks
should adapt their periods to the blackboard management task period.

Analysis of the System Behaviour
A total of 500 complete simulations were performed, modifying the period of
the tasks associated to the blackboard management task by 50 ms every 100
simulations. The first period assigned to the task was 300 ms, which is, a period
that is equal to the WCET of the task that was managing the blackboard. This
is because a lower value didn’t make sense. The last simulations were performed
with a period of 500 ms, because it was observed that a higher period would
result in lost of control over the robot. Figure 3 shows a chronogram of the
system obtained by means of a modification in the Java virtual machine to be
able to generate temporal information that can be visualized by the Kiwi tracing
tool [13]. This figure presents the different executions for each period, showing
only the considered task set. The blackboard management task is the one that
consumes the most resources as pointed out above. The black vertical lines mark
the deadline of each task. The dot indicates the beginning of a task execution,
and the rectangle represents the execution time of a task. Note that the tasks are
executed periodically and that each task has an execution time that is smaller
than its deadline.

 

Fig. 3. Kiwi trace of the different executed tasks

The first test analyzed was the average of crashes and the standard deviation
as the period was increased. Figure 4 indicates that if the period of the tasks was
increased a belated answer by the robot causing an increase in crashes. This is
logical if the system is a real-time system. Figure 5 shows the relation between
the increase in the period and the time required to complete a simulation. If
the task periods are increased, the actions on the robot are executed later. This
could cause an action which might not be the most correct to be performed.
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Fig. 4. Average number of crashes per pe-
riod and the standard deviation
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Fig. 5. Average time to complete a simula-
tion per period and the standard deviation

Therefore, more time is needed to complete the simulation, since the way the
robot pursues the different objectives must be connected more aften. This be-
haviour is completely logical and expected in real-time conditions.

The number of missed deadlines for the different tasks were analyzed (see
Figure 6). This figure shows how the number of missed deadlines is very high
for a small period, as can be expected. It also shows how the deadlines approach
zero as the period is increased. This is a logical behaviour from a real-time point
of view. Even so, Figure 7 which shows the percentage of missed deadlines per
total number of tasks executed, indicates that the percentage in every period is
low. It is about one percent in the worst still case. Even though the scheduler
loses a deadline, it still attempts to the best schedule.
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Fig. 6. Average of missed deadlines and
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Fig. 7. Percentage of missed deadlines per
number of task execution and the standard
deviation

Finally, if the different graphics are analyzed, they show that as the period
increases, the blackboard information is deactivated longer. However, this fact
produces an increase in the probability of the robot crashing. If the graphics are
overlapped, it can be observed that the best period is 400 ms. At this period,
the number of crashes and missed deadlines is minimal. Thus, in a global way,
the multi-agent system performs as expected from a real-time point of view.
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However, a specific period value that guarantees the maintenance of robot in-
tegrity has not yet been obtained. Therefore, it the use of RT-Java for critical
real-time systems and for critical real-time multi-agent systems is questionable.
Although this language is useful for its use in soft real-time systems, and there-
fore, a language to keep in mind when we develop real-time agents with non-critic
temporary restrictions.

5 Conclusions

The appearance of RT-Java constitutes an important advance in the develop-
ment of distributed real-time applications, since, it encapsulates a lange part
of the complexity and specific details of such applications. Moreover, it guar-
antees the predictability of the developed system to some extent. However, in
applications of this type, the level of complexity is high, especially if we want
to develop systems that integrate high-level planning processes or coordination
within temporal bounded processes. Here is where the use of the agents in the
development of distributed real-time applications becomes a great interest.

This paper presents an example of an application of RT-Java as a development
language for a real-time multi-agent system using the jART platform. An analysis
of the expected behaviour indicates that its use is valid for the development of
non-critical real-time multi-agent systems. Real-time tasks have been integrated
with scheduling processes of routes and auction-based negotiation. However, the
results show that strictly guaranteeing the fulfilment of the estimated terms.
The reference implementation of RT-Java and the operative system used in the
tests must be analyzed in more detail.
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Abstract. This paper proposes markovian models in portfolio theory
and risk management. In a first analysis, we describe discrete time opti-
mal allocation models. Then, we examine the investor’s optimal choices
either when returns are uniquely determined by their mean and variance
or when they are modeled by a Markov chain. Moreover we propose dif-
ferent models to compute VaR and CVaR when returns are modeled by
a Markov chain.

1 Introduction

In this paper we pursue two objectives. We first propose different markovian
models that may be used to determine optimal portfolio strategies and to value
opportunely the risk of a given portfolio. Then we compare portfolio selection
strategies obtained either by modeling the return distributions with a Markov
chain or by using a mean–variance analysis.

Following the methodology proposed by Christoffersen [3], it is possible to
test the null hypothesis that the intervals of the distributional support of a
given portfolio are independent against the hypothesis that the intervals follow
a Markov chain. Several empirical analyses, carried out by considering both
different distributional hypotheses for many return portfolios (Gaussian, Stable
Paretian, Student’s t, and semi-parametric), and different percentiles θ, have
shown that we cannot reject the markovian hypothesis. Therefore, the sequence
of intervals of the distributional support are significantly dependent along time
(see [8,7]).

Accordingly, in this paper we assume that interval dependence of portfolios
can be characterized by a Markov chain so that we can describe different portfolio
selections, VaR and CVaR models. As a matter of fact, given a portfolio of gross
returns, we share the support of the portfolio in N intervals and each interval
is assumed to be a state of a Markov chain. Then, we build up the transition
matrix and maximize the expected logarithmic utility function by assuming that
in each interval the return is given by the middle point.
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When we have large portfolios the problem is computationally too complex
and the algorithm used may give only a local optimum. In order to solve portfolio
choice problems therefore we use a Simulated Annealing type algorithm (see [1]).

The main contribution of this paper is the presentation of a general theory
and a unifying framework with the following aims: 1) examining the portfolio
selection problem when the portfolio of returns evolves along time following
a Markov chain; 2) assessing the presented portfolio selection model and the
mean–variance one; 3) studying and understanding VaR and CVaR markovian
models.

The paper is organized as follows: in Section 2 we formalize portfolio selection
with Markov chains. Section 3 presents the approaches to compute VaR and
CVaR when the portfolio follows a Markov chain. Finally, we briefly summarize
the paper.

2 Portfolio Selection with Homogeneous Markov Chains

In this section we propose a non-parametric distributional analysis of the opti-
mal portfolio choice problem by describing the behavior of portfolios through a
homogeneous Markov chain.

Let us consider n + 1 assets: n of these assets are risky with gross returns1

zt+1 = [z1,t+1, . . . , zn,t+1]′ and the (n+1)-th asset is characterized by a risk-free
gross return z0,t+1. If we denote with x0 the weight of the riskless asset and with
x = [x1, . . . , xn]′ the vector of the positions taken in the n assets forming the
risky portfolio, then the return portfolio during the period [t, t + 1] is given by

z(x),t+1 =
n∑

i=1

xizi,t+1 + x0z0,t+1 . (1)

Let us assume that the portfolio of gross returns has support on the interval
(mink z(x),k; maxk z(x),k), where z(x),k is the k-th past observation of the portfolio
z(x). We first share the portfolio support (mink z(x),k; maxk z(x),k) in N intervals

(a(x),i; a(x),i+1) where a(x),i =
(

maxk z(x),k

mink z(x),k

)i/N

mink z(x),k, i = 0, 1, . . . , N . For
simplicity, we assume that on the interval (a(x),i; a(x),i+1) the state of the return
is given by the geometric mean of the extremes z

(i)
(x) := √

a(x),ia(x),i+1. Moreover,

we add an additional state, z
(N+1)
(x) := z0, in the case we assume a fixed riskless

return. Secondly, we build the transition matrix P t = [pi,j;t]1≤i,j≤N valued at
time t where the probability pi,j;t points out the probability (valued at time t)
of a transition of the process between the state z

(i)
(x) and the state z

(j)
(x). On the

other hand, if we consider an homogeneous Markov chain, the transition matrix
1 Generally, we assume the standard definition of i-th gross return between time t and

time t + 1, zi,t =
Pi,t+1+di,[t,t+1]

Pi,t
, where Pi,t is the price of the i-th asset at time

t and di,[t,t+1] is the total amount of cash dividends generated by the instrument
between t and t + 1.
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is independent of time and it can be denoted simply by P . We observe that
the transition probability matrix associated with the Markov chain is usually
sparse and this deeply reduces the computational costs. In constructing the ap-
proximating Markov chain, we need to choose the length of a time step and the
number of states of the process. In portfolio selection problems we assume daily
step with the convention that the Markov chain is computed on returns valued
with respect to investor’s temporal horizon T . For instance, if the investor recal-
ibrates the portfolio every month (T = 20 working days), we consider monthly
returns with daily frequency and compute on the portfolio series the relative
transition matrix. Moreover, for portfolio selection problems, it is better to use
a limited number of states since the transition matrix is strictly dependent on
the portfolio composition. As the portfolio composition is the variable of the
optimization problem, the complexity of the problems becomes relevant when
the number of states increases. However this does not excessively compromise
the goodness of the investor’s choices.

Under these assumptions, the final wealth (after T periods (days)) obtained
investing W0 in the portfolio with composition (x0, x) is simply given by:

S(x),t+T =
N+1∏

h=1

(
z
(h)
(x)

)∑ T
i=1 ν

(h)
(t+i)

(2)

where ν
(h)
(t+i) =

{
1 if at (t + i)-th period the portfolio return is in the s-th state

0 otherwise
.

As a consequence of the Chapman-Kolmogorov equations, when at t-th time
the portfolio is in the m-th state, the expected value of the logarithm of the final
wealth is given by:

Em

(
log

(
S(x),t+T

))
= log (W0) +

N+1∑

s=1

(
T∑

i=1

p(i)
m,s

)

log
(
z
(s)
(x)

)
(3)

where p
(i)
m,s is the element in position (m, s) of the i-th power of the transition

matrix P i. The expected value of the log final wealth is

E
(
log

(
S(x),t+T

))
= log (W0) +

N+1∑

m=1

pm

N+1∑

s=1

(
T∑

i=1

p(i)
m,s

)

log
(
z
(s)
(x)

)
(4)

where pm is the probability of being in the state m. When no short sales are
allowed, an investor with logarithmic utility function and temporal horizon T
tries to solve the following optimization problem:

max
x

E
(
log

(
S(x),t+T

))

subject to
x0 +

∑n
i=1 xi = 1; xi ≥ 0; i = 0, 1, . . . , n

(5)

in order to maximize his expected utility. The above problem generally admits
many local maximum and the optimization problem appears computationally
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complex. This fact is a consequence of the discretization process we adopt in
building the approximating transiction matrix that depends on the portfolio
composition. Thus, the sensitivity of the maximum expected utility respect to
the portfolio composition implies that we have many local maximum in the above
optimization problem. In order to approximate the optimal solution of portfolio
problem (5), we consider two procedures.

Procedure 1
First we look for a local optimum near a potential optimal point. To verify
our model, we consider the optimal allocation amongst 24 assets: 23 of these
assets are risky and the 24-th is risk-free with annual rate 6%. Our dataset
consists of monthly gross returns (20 working days) with daily frequency taken
from 23 international risky indexes valued in USD and quoted from January
1993 to January 1998 (for a complete description of the data see [9]). We
assume that short selling is not allowed and that there are no transaction
costs. Figure 1 reports a comparison between the markovian approach and
the mean–variance one. In both cases the initial wealth is one and the port-
folio is calibrated 27 times according to the procedure proposed in Leccadito
et al., [9].

Fig. 1. (Adapted from Leccadito et al., [9]). This figure summarizes the ex-post sample
paths of final wealth (with procedure 1 and without transaction costs) when we assume
a markovian behaviour of returns (continuous line), or when we use a mean–variance
analysis (dashed line).

It is clear that the markovian approach presents a final wealth that is greater
(75% of the initial one) than the classic mean–variance one even during the crisis
of the Asian market (September 1997–January 1998).
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Procedure 2
We use a simulated annealing-type procedure in order to obtain the global max-
imum. Now the data consists of six-month returns (123 working days) with daily
frequency taken from 9 risky assets contained in the Dow Jones Industrial index
quoted from January 1995 to April 2005. We assume that short selling is not
allowed and that there are no transaction costs. We examine optimal alloca-
tion amongst the Treasury Bill three months return and 9 asset returns: Altria,
Boeing, Citigroup, Coca Cola, Intel, Johnson, Microsoft, Procter & Gamble,
Pfizer. Figure 2 reports a comparison between the markovian approach and the
mean–variance one.

Fig. 2. (Adapted from Leccadito et al., [9]). This figure summarizes the ex-post sample
paths of final wealth (with procedure 2 without transaction costs) when we assume a
markovian behavior of returns (continuous line), or when we use a mean–variance
analysis (dashed line).

This comparison shows that the markovian approach significantly increases
the final wealth on these 10 assets until September 11th 2001. The markovian
approach performs better that the mean–variance one during the high volatility
period of the late 1990’s (Asian and Russian crises) as well. Before September
11th the markovian approach presented a greater wealth (115% of the initial
wealth) than the mean–variance one, whilst in December 2001 there is a dra-
matic loss of value of both portfolios. From December 2001 we find that the two
strategies give almost the same final wealth.

3 VaR and CVaR Models with Markov Chains

In this section we propose some alternative models to compute Value at Risk
(VaR) and Conditional Value at Risk (CVaR) with an homogeneous Markov
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chain. If we denote with τ the investor’s temporal horizon, with Wt+τ − Wt the
profit/loss realized in the interval [t, t + τ ] and with θ the level of confidence,
then the VaR is the percentile at the (1− θ) of the profit/loss distribution in the
interval [t, t + τ ]:

VaRθ,t+τ(Wt+τ − Wt) = inf {q|Pr(Wt+τ − Wt ≤ q) > 1 − θ} .

On the other hand the CVaR measures the expected value of profit/loss given
that the VaR has not been exceeded:

CVaRθ,t+τ(Wt+τ − Wt) =
1

1 − θ

∫ 1−θ

0
VaRq,t+τ (Wt+τ − Wt)dq .

We can think to use the Markovian tree to compute the possible losses (VaR,
CVaR) at a given future time T . Suppose we build a homogeneous Markov
chain of 50 states. Thus, for our choice of the states, we can make a Markovian
tree that growths linearly with the time because it recombines every period.
Then, after T = 60 days, we have (N − 1)T + 1 = 49 ∗ 60 + 1 = 2941 nodes
in the markovian tree. Starting to count from the lowest node, let p(j) be the
probability of being at the j-th node where the portfolio return is given by z

(j)
T

(j = 1, . . . , (N −1)T +1). Considering a confidence level θ, we can compute VaR
and CVaR with the Markovian hypothesis:

VaRθ =

{

z
(s)
T

∣
∣
∣
∣
∣

s−1∑

i=1

p(i) < (1 − θ);
s∑

i=1

p(i) ≥ (1 − θ)

}

; (6)

CVaRθ =
1

1 − θ

∑

i:z(i)
T ≤VaRθ

p(i)z(i)
T . (7)

An ex-post analysis on 60 days portfolio return distributions shows that the
markovian tree better approximates the heavy tails than the Riskmetrics Gaus-
sian model (B&S).

Figure 3 compares the ex post empirical return distribution (of an arbitrary
portfolio) with the forecasted 60 days Markovian (mkv) and Riskmetrics (B&S)
ones. This graphical comparison is confirmed by some simple statistical tests
(Kolmogorv Smirnov and Anderson Darling) valuated on some US indexes (see
S&P 500, Nasdaq and Dow Jones Industrial) quoted from January 1996 to Jan-
uary 2006. Table 1 is obtained by considering Kolmogorov-Smirnoff test

KS = sup
x

|Femp(x) − Ftheo(x)|

and Anderson-Darling test

AD = sup
x

|Femp(x) − Ftheo(x)|
√

Ftheo(x)(1 − Ftheo(x))

on the ex-post return distributions forecasted after 60 days.
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Fig. 3. Ex post comparison among empirical, Markovian and Gaussian c.d.f. left tails
of 60 days returns

As we can see from Table 1 the Markovian approach presents the best per-
formance in approximating the 60 days return distributions. These results are
confirms that the proposed Markovian approach takes into account much better
the aggregated 60 days risk as compared to classical Riskmetrics model.

Table 1. Kolmogorov-Smirnoff and Anderson-Darling tests for the indexes: Nasdaq,
S&P500, and Dow Jones Industrials

RiskMetrics Markovian

S&P500 KS 0.0555 0.0692

AD 37.024 32.021

Nasdaq KS 0.0424 0.0401

AD 41.027 36.012

DJ ind KS 0.0509 0.0463

AD 42.057 28.018

4 Concluding Remarks

This paper proposes alternative models for the portfolio selection and the VaR
and CVaR calculation. In the first part we describe a portfolio selection model
that uses a Markov chain to capture the behavior and the evolution of port-
folio returns. In the second part we present some alternative markovian VaR
and CVaR models. It is important to underline that the numerical procedure to
compute the percentiles and the expected loss with the markovian approach is
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quite complex. As far as large portfolios or on-line VaR and CVaR calculation
are concerned, the implementation of the above mentioned models should be
evaluated on the basis of the tradeoff between costs and benefits. On the other
hand, we believe that further very interesting markovian and semi-markovian ap-
proaches to value the expected risk exposure of portfolios can be easily expressed
using some recently studied methodologies: either based on the approximation of
more or less complex diffusion processes and capturing their markovianity with
a Markov chain (see [5,6]) or using semi-markovian approaches (see [10,2,4]).
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Abstract. This paper analysis dynamics of JPY/USD and USD/EUR currency 
option RND (Risk-Neutral Density) function and moments during CNY re-
alignment. Empirical study shows CNY realignment only has limited impact on 
USD expectation. The influence of CNY on FX market should not be exaggerated. 
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1   Introduction 

On 21 July 2005, CNY (Chinese currency, Renminbi) appreciated 2% against U.S. 
Dollar, caused turbulence in international foreign exchange (FX) market. In New York 
market, U.S. Dollar against Japanese Yen (JPY/USD) dropped 2.2% to 110.34, the 
largest one-day drop from March 2002. Euro against Japanese Yen (JPY/EUR) 
dropped 2% to 134.28, also the largest one-day drop from May 2001. As we review the 
FX market since 2005, market sentiment changed as the expectation of CNY appre-
ciation fluctuated. When CNY realigned with market unconscious on 21 July, we need 
to focus on this question: to what extend the CNY realignment will impact the FX 
market, especially on the expectation of USD. 

In general, asset prices reflect market expectations about the future. Derivative 
prices have been used to analyze FX market expectations concerning future asset 
prices. We can use currency option price information to observe implied volatility es-
timated by the Garman-Kohlhagen Model, and to evaluate dispersion of expectations 
concerning future asset prices. By estimating the entire expectation distribution, we can 
examine FX market expectations concerning future outcomes in detail. We can obtain 
information about the dispersion of market expectations concerning currency fluctua-
tions, as well as about market participants’ beliefs about direction of market price 
changes and probability of an extreme outcome. This method is deemed useful for close 
monitoring of the impact of currency realignment on market expectations. By using the 
RND function of currency option to analysis FX market expectation, this work con-
tributes to a new and growing literature on options-based approaches to model expected 
asset returns and focus on CNY realignment and USD expectation. 

The rest of this paper is organized as follows. Section 2 describes the theoretical 
background of extracting expectations through RND function from currency option. 
Section 3 discusses some particular features of OTC currency option data that used in 
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our empirical work. Section 4 presents the results of estimating implied RND and 
discusses how several measures calculated from these distributions behaved. Section 5 
concludes this paper. 

2   Framework of RND Function from Currency Option 

RND（Risk-Neutral Distribution）function from currency option is the option implied 
density function of currency’s future volatility. Campa et.al. (1998), Malz (1996) 
showed RND function is an appropriate indicator for FX risk in ERM. Bhar (1996) 
reckon RND function will change significantly before some major fundamental 
change, such as monetary policy change. Campa,et.al. (2002) studied RND function of 
currency option in emerging market, this function can be used to analysis the credibility 
of currency target zone and realignment. 

RND function is risk-neutral, they can be considered as distributions that are con-
sistent with observed market prices under the assumption that market agents are risk 
neutral. However, as investors are generally considered to be risk-averse – and as a 
consequence options prices contain information about both expectations and prefer-
ences for risk-taking – the option-implied PDFs may deviate from ‘true’ probability 
distribution that market participants attach to different outcomes of the underlying 
asset’s price. We will be working exclusively with European call options. Reflecting 
this interest, nearly all analysis are based on one of three basic approaches: Estimating  
parameters of a particular stochastic process for the underlying asset price from options 
prices and constructing the implied RND from the estimated process, see Malz (1996), 
Bates (1996); Fitting a particular parametric functional form for terminal asset price, 
see Bahra (1996); Interpolating across call pricing function or the volatility smile, 
employing the Breeden and Litzenberger (1978) result that implied distribution may be 
extracted by calculating the second partial derivative of that function with respect to the 
strike price. Caused we cannot observe whether the assumed process can capture the 
density functions that are implicit within options’ prices, we focus on the second and 
third approaches, which are more flexible. It was first shown in Breeden and Litzen-
berger (1978) that decline in value of European call option for an infinitesimal increase 
in its strike price equals the (discounted) risk-neutral probability the option will, at 
expiration, finish in-the-money, i.e. with positive value. The option expires 
in-the-money whenever the exchange rate at expiration is above the strike price, at all 
points right of the strike price (assuming the exchange rate is on a graph's horizontal 

axis). We denote spot rate on maturity as TS , pricing model for European-style call 

option C： 
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Where tS is spot rate, K is strike price, r and r′ is risk free risk of home and foreign 

currency respectively, τ＝tT −  is maturity of option, )( TSf  is the density function 

of TS . Exploits the result derived by Breeden and Litzenberger (1978) that the RND 

can be recovered by calculating the second partial derivative of the call-pricing function 
with respect to strike price. This result can be derived simply by taking the second partial 
derivative of equation (1) with respect to the strike price to get: 

)()]([
2

2

T
tTr Sfe

K

C −−=
∂
∂

 (3) 

So we just have to adjust up the second partial derivative by τre− to get the RND 

)( TSf . Therefore four types of statistics can be shown as mean, standard deviation 

(SD), skewness (Skew) and kurtosis (Kurt). Following Malz (1996), we use delta of the 
option to measure the moneyness of options. We calculate the second partial derivative 
with respect to strike price numerically and adjust for the effect of the discount factor. 
The rate of change of the Garman-Kohlhagen price with respect to the spot exchange 

rate, the first order derivative of GKC  against tS  is called delta, GKδ , and is often 

used as a measure of options’ moneyness. The GKδ of a call option is always between 0 

and 1. The quoted prices of at-the-money vanilla call atmσ , risk reversals trr , and 

strangles tstr  are quoted directly in terms of volatility and delta. Using )( GKδσ  as 

notation for volatility smile function, the quoting conventions can be written in the 

Malz’s method. This method assumes implied volatility function, )( GKδσ can be 

expressed as second-order Taylor approximation around δ =0.5. Substituting the 

values of )(ˆ GKδσ into Garman-Kohlhagen model, we can transform it to corre-

sponding strike price K , and form a smooth volatility smile curve with only few op-
tion data from market. Finally, the implied risk-neutral probability distribution is de-
rived using the Breeden-Litzenberger method. 

3   Data Description 

Our data comes form BBA-Reuters FX option volatilities database. The database is 
almost a universally-accepted pricing standard on which market participants could 
rely particularly for market to market purposes. The database provides a panel of 12 
contributors, providing rates on a daily basis. Among currency contributors are strong 
market participants, such as BNP Paribas, Barclays Capital etc. Our data consist of 
market quotes of OTC options on two actively traded currency pairs: JPY/USD and 
USD/EUR. Observations are daily quotes. While exact quotes may differ slightly from 
OTC to ETO, the OTC options market is relatively liquid and competitive. The risk 
free rates for both home and foreign country come form LIBOR. We wrote Matlab 
code for all calculation. 
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4   Empirical Findings 

We focus on date 21st July 2005, when CNY realigned to 2% higher against USD. The 
realignment caused relatively large fluctuation in FX market. We used the London 
close (GMT) data on the realignment day, one week before and after the realignment, 
and one month after the realignment, that is 14th July, 21st July, 29th July and 22nd 
August.  

 

Fig. 1. USD/EUR、JPY/USD spot rate (Jan.2005-Sept.2005) 

 

Fig. 2. JPY/USD 1-Month RND                   Fig. 3. JPY/USD 1-Year RND 

  

Fig. 4. USD/EUR 1-Month RND                        Fig. 5. USD/EUR 1-Year RND 
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Table 1. Moment of JPY/USD RND 

 1-month 1-year 

 Mean S.D.  Skew Kurt Mean S.D. Skew  Kurt  

14th Jul 112.93 2.44 -0.01 2.87 115.97 6.12 -0.22 2.61 

21st Jul 112.04 2.79 -0.01 2.75 115.12 6.41 -0.14 2.49 

29th Jul 113.23 2.52 -0.03 2.58 116.78 6.19 -0.09 2.47 

22nd Aug 110.70 2.50 0.09 2.74 114.43 6.22 -0.07 2.48 

Table 2. Moment of USD/EUR RND 

 1-month 1-year 

 Mean S.D. Skew Kurt Mean S.D. Skew Kurt 

14th Jul. 1.21 0.03 -0.01 3.02 1.25 0.08 0.65 2.79 

21st Jul 1.21 0.03 -0.01 3.08 1.25 0.08 0.66 2.81 

29th Jul 1.22 0.02 -0.01 3.12 1.25 0.08 0.55 2.62 

22nd Aug 1.23 0.03 0.00 3.15 1.26 0.08 0.57 2.63 

Sine then, market volatility soared, indicated realignment’s negative shock on dol-
lar-dominated asset. Investors in FX market sold dollar against EURO and Japanese 
Yen. As in figure 1, USD goes up against EUR and JPY sine May 2005, and consoli-
dated until 21st July, when CNY realigned. Till the end of September, dollar’s weak 
trend prevailed. It seems CNY realignment is also a negative shock on USD expecta-
tion, but when we looked at the RND function from currency option, it is not exactly 
that case. Figure 2 –figure 5 denoted these currency pares’ 1-month and 1-year RND 
function. We also get four moments for these RND function (Table1 -Table2). The 
dynamic of these RND function and moment, especially skewness and kurtosis indi-
cated some significant characteristic.  

Compare to the day before 21st July 2005, RND function of JPY/USD move dra-
matically. Both long and short-term RND moved to the left, first moment (mean) 
dropped 90 bps with enlarged standard deviation. The movement implicated market 
expectation for USD is negative, and increasing volatility. No significant change for 
USD/EUR RND function. One week after the realignment, the first and second moment 
of JPY/USD RND function almost goes back to the original level. The negative trend of 
market expectation for USD caused by CNY realignment did not prevailed. Another 
notable change came one month later, by that time the market sentiment had change, 
CNY realignment is no longer the pivot of market. The third moment (skewness) of 
Short term JPY/USD and USD/EUR RND function on 21st July is relatively small, 
indicated market had no clear future direction. The long-term skewness of JPY/USD 
RND function of skewed to left, and indicated a clear trend to zero. Skewness of 
USD/EUR RND function skewed to right also had an increasing trend. Both evidences 
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showed the market expect dollar will devaluate in the long term, but this sentiment 
faded out during the period of CNY realignment, it is very different from what we 
discover in the spot market. Kurtosis of Both currency pairs showed no clear direction. 
On the initial stages of the realignment, both long term and short term kurtosis declined, 
standard deviation raised, investors expect higher volatility for USD. When this sen-
timent faded out, Kurtosis stands still, while standard deviation declined remarkably.  

Theoretically, the formation of expectation in FX market is still unknown, as well as 
other equity market. The chance of using only one factor to satisfactorily explain the 
movement of this expectation is very slim. So we must note the pitfall of the RND 
function of currency option. We can’t separate the exact affection that came form CNY 
realignment. But we also noted that almost one week before and after the realignment, 
the news about CNY is the most significant shock for the FX market among others. 
Under this consideration, RND function still had no remarkable change, so we con-
clude that CNY realignment had no substantial affect on USD expectation.  

5   Conclusion 

RND function shows USD expectation fluctuated during CNY realignment, but indi-
cated no clear direction, and CNY realignment had no substantial affect on USD ex-
pectation. This conclusion will make sense when we manage foreign exchange risk 
concerned about CNY. The most distinctive factor of our conclusion is that, because of 
the steady RND function, investors in FX market consider the timing and intensity of 
CNY realignment is appropriate. In the other hand, we noted that CNY is still not a 
strong currency that can affect FX market significantly, and one can not counted on this 
currency’s realignment to adjust the trading balance. The influence of CNY on inter-
national FX market should not be exaggerated. 
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Abstract. The problems related to the investment selection and risk 
management are very important for the insurance corporation and are 
considered in this paper. When performing the investment selection and risk 
management, the insurance corporation should suitably choose the policy 
among a variety of production/business policies with different risk and profit 
potential. In this paper, the optimal investment selection and risk management 
policy for the insurance corporation is defined as the objective to find the policy 
which maximizes the expected total discounted dividend pay-out until the time 
of bankruptcy. 
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1   Introduction 

Since the existence of the unprecedented scale of the losses (claims) caused by 
catastrophic events such as ship collision, oil pollution, hurricanes and earthquakes, it 
is very important for the insurance corporations to suitably perform the investment 
selection and risk management in order to avoid the bankruptcy.  

The risk the insurance corporation takes effects the potential profit it can receive 
[1], [2], [3]. The insurance corporation we considered here is the one who has the 
possibility to choose among a variety of production/business policies with different 
expected risk and profit potential. A typical example of such an insurance corporation 
is the one whose different business activities correspond to choosing different levels 
of long-term investment. For an insurance corporation, there is usually a constant 
payment of a corporation debt, such as bond liability or loan amortization, to be paid-
out, for example the dividends paid-out to other shareholders [4], [5], [6]. In such 
cases, the investment selection and risk management of the insurance corporation has 
to decide about the amount of dividends paid-out to other shareholders [6]. When the 
cash reserve of a corporation vanishes, the corporation will be bankrupt and its 
operation will seize [7]. Therefore, the policies of the investment selection and risk 
management are very important for the insurance corporation. 
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2   Investment Selection and Risk Management Policy 

As an insurance corporation, it has an obligation to pay “coupon” bond or amortize its 
debt at a constant rate. When the cash reserve of the corporation vanishes, the corpo-
ration will be bankrupt and its operation will seize. Therefore, the objective of the 
investment selection and risk management for an insurance corporation is to choose 
the revenue policy and the dividends distribution in such a way to maximize the total 
expected discounted dividends pay-outs until the time of bankruptcy [4], [5], [7]. 

Consider an economy in which risk-sharing takes place over several (and possibly 
an infinity of) discrete time periods. At the beginning of period t  (dated ( )1−t ), the 

insurance corporation collects revenue 
1−tp  for the coverage that it provides its 

clients. Total losses (claims) for each period are realized at the end of the period and 
can be thought of as independent draws from the distribution of the random variable 

 εμ ~~ +=U , 

 ( )2,0~ σε N≡  ( )1  

In other words, losses (claims) at date t  (noted 
tU ) are independent realizations of 

U
~

 and can be thought of as random variables 
tU

~  such that 

 
ttU εμ ~~ += , 

 ( )2,0~ σε Nt ≡  ( )2  

where 
tε~  are independently and identically distributed, i.i.d., random variables. In this 

expression, ε~  is a random variable that is beyond the insurance corporation’s control; 
noise variables 

tε~  in different periods are independent of each other. The parameter 

μ  is characteristic of the insurance corporation’s exposure to catastrophic losses 

(claims). μ  can be interpreted as the result of the insurance corporation’s previous 

decisions relating to selecting the risks that it wants to insure [8]. 
In any period, in addition to the losses (claims) themselves, the insurance 

corporation incurs an additional cost that can be interpreted as the cost of a higher 
likelihood of insolvency. In this case, the volatility of losses (claims) is a variable that 
the insurance corporation can choose by adjusting the level of investment selection 
and risk management [9].  

From above discussion, we can see that the dynamics of the insurance corporate 
assets (cash reserve) can be modelled as a diffusion process with controlled drift 
(determined by the parameter μ ) and with another additive type control (determined 

by the parameter ε~ ), modelled by a general increasing process. This leads to a mixed 
regular-singular control problem for diffusion processes.  

The optimal investment selection and risk management policy can be modelled as 
a function of the current reserve (wealth) [10]. Using the current reserve indexes, the 
optimal investment selection and risk management policy can be determined for the 
insurance corporation. 
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In the classical Cramer–Lundberg model of an insurance corporation [8], claims 
arrive according to a Poisson process ( )tA  with rate λ  and the size of thi  claim is 

iU , where { }iU  are independent and identical distribution (i.i.d.) with mean μ̂  and 

variance 2σ . The risk process representing the liquid assets of the corporation, also 
called reserve or surplus [10], is governed by the following equation 

 
( )

∑
=

−+=
tA

i
it Uptrr

1
0

 ( )3  

Where 
tr  and 

0r , respectively, denotes the reserve up to time t  and at the beginning. 

This process can be approximated by a diffusion process [11] with a constant drift 

μλμ ˆ−= p  and diffusion coefficient 22 μ̂σδ += . It should be noted that to make 

this approximation rigorous, one needs to consider a sequence of processes governed 
by ( )3  with 

nμμ ˆˆ =  and 
npp =  converging to zero at the rate of n  and then make 

a standard diffusion approximation transformation. Thus, in the absence of control, 
the reserve process ( )tR  can be modelled as 

 ( ) ( )twttR ddd δμ +=  ( )4  

 ( ) xR =0  ( )5  

where ( )tw  is a standard Brownian motion, representing the uncertainty in the system. 

Assume that the insurance corporation can control its current reserve through the 
long-term investment selections. One case of the long-term investments for the 
insurance corporate can be simply modelled as that the insurance corporation pays a 
certain fraction of the premiums to other corporations in exchange for an obligation 
from the latter to pick up the same fraction of each claim. 

In such a long-term investment case, at each moment t , it is assumed that there is 
an option for the insurance corporation to choose and disperse part of the insurance 
corporation’s losses (claims). If a−1  is the fraction of each claim picked up by the 
long-term investment, then we call a  the risk exposure of the insurance corporation. 
When the risk exposure a  is fixed, the reserve of the insurance corporation is 
governed by 

 
( )

∑
=

−+=
tA

i
it aUaptrr

1
0

 ( )6  

If the diffusion approximation [11], [12] is used for ( )6 , the above long-term 

investment process yields a Brownian motion with drift μa  and diffusion coefficient 

δa , where μ  and δ  are the same as before.  

Considering ( )taa = , ( ) 10 ≤≤ ta , to be a decision variable at time t , and 

introducing in addition ( )tC , the cumulative amount of dividends paid-out up to time 

t , we get a controlled diffusion model for the reserve of the insurance corporation. In 
this model, the dynamics of the controlled process R  is governed by 

 ( ) ( ) ( ) ( ) ( )tCtwtattatR dddd −+= δμ  ( )7  
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Since the long-term investment objective of the insurance corporation is to 
maximize the dividends, and the insurance corporation has an option of choosing 
among a variety of business activities with associated risk proportional to potential 
profit, we can see that the optimal long-term investment objective of the insurance 
corporation is to find a policy which maximizes the expected present value of the total 
dividend pay out plus the terminal value of the insurance corporation. This is a mixed 
regular-singular stochastic control problem with the ( )ta  representing the regular part 

of the control, and with the functional ( )tC  representing the singular part. 

Mathematically expressing the problem of optimal long-term investment of the 
insurance corporation can be formulated as follows. We start with a filtered 
probability space ( )PFF t ,,,Ω  and a standard Brownian motion ( )tw  adapted to the 

filtration 
tF . The latter plays the role of the information available at time t . A policy 

is a pair of 
tF -adapted processes ( ) ( )( )tCta , , such that 

( )i ( ) 10 ≤≤ ta ; 

( )ii ( )tC  is a nonnegative increasing right continuous process. 

Given any policy ( ) ( )( )tCta ,=π , we define the bankruptcy time for the insurance 

corporation as ( ){ }0:inf == tRtτ , where ( )tR  is given by ( )6 , ( )7 . With each π  we 

associate its performance index as 

 ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ += ∫ −−τ τπ

0
de PetCEJ cct

xx
 ( )8  

where x  is the initial position of the reserve, c  is the discount factor, and P  is the 
terminal value of the insurance corporation non liquid assets (such as real estate or the 
rights to conduct business or the trade name), which are subject to sale with proceeds 
distributed among shareholders at the time of bankruptcy. 

Then, the long-term investment objective is to find the optimal function [13] 

 ( ) ( )π
π

xJxV sup=  ( )9  

and the optimal long-term investment policy ( ) ( )( )tCta *** ,=π  must be 

 ( ) ( )*πxJxV =  ( )10  

The constrained condition of the optimal long-term investment policy is ( ) PV =0 . 

It is easy to proof that functions ( )8  and ( )9  both are nonnegative concave functions, 

so, the optimal long-term investment policy can be determined by the solution of the 
Hamilton-Jacobi-Bellman equation for the function V  of ( )9  [11], [13], [14]. 

The Hamilton-Jacobi-Bellman equation for the function V  of ( )9  is [14] 

 

( ) ( ) ( ) ( )
01,

d

d

d

d

2

1
maxmax

2

2
22

10
=

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎭
⎬
⎫

⎩
⎨
⎧

⎥⎦
⎤

⎢⎣
⎡ −⎥

⎦

⎤
⎢
⎣

⎡
−+

≤≤ dx

xdV
xcV

x

xV
a

x

xV
a

a
μδ

 

( )11  

Most of the researching works on the optimal economy decision problems for a 
corporation are assumed that the terminal value of the corporation P  is equal to 0  
[15], [16]. 
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From [17], [18], if ( ) 00 == PV , the solution ( )xvzero
 of ( )11  can be calculated and 

given by 

 ( )
( )( )

( ) ( )( )
⎪
⎩

⎪
⎨

⎧

≥+−
<≤−−

<
= −−−

,,

,,ee

,,2

021

00
2

zero
0102

dxdx

dxd

dxdx

xv dxdx

γ
θθα

δαμ
θθ

β

 ( )12  

where 

 ( ) ( )222
21 2, δμδμθθ ±+= c  ( )13  

 ( )[ ]22 2δμβ += cc  ( )14  

 ( )[ ] μδβ 2
0 1−=d  ( )15  

 ( ) 12210 log2 θθθθ ++= dd  ( )16  

 ( ) ( )( )[ ]0201 ee1 2121
dddd −−− += θθ θθθθα  ( )17  

 ( ) ( )( )0102 ee 21
dddd −−− −−= θθ θθαγ  ( )18  

However, practically, when an insurance corporation is put in for bankruptcy, the 
terminal value of the insurance corporation ( ) PV =0  may be not equal to 0 , but 

( ) 00 <= PV  or ( ) 00 >= PV . 

For the case of negative bankruptcy value ( ) 00 <= PV , we have  

 ( ) ( )xVxv ≥zero
 ( )19  

Meanwhile, if we select the optimal long-term investment policy 
( ) ( )( )tCta *** ,=π  corresponding to the zero bankruptcy value ( ) 00 == PV  as the 

optimal long-term investment policy corresponding to the negative bankruptcy value 
( ) 00 <= PV , we have  

 ∞=τ  ( )20  

Thus, 

 ( ) ( )xvxV zero≥  ( )21  

From ( )19  and ( )21 , we can see that for the case of negative bankruptcy value 

( ) 00 <= PV , the solution ( )xvnegative
 of ( )11  can also be calculated and given by ( )12 . 

From ( )11  and ( )12 , we can see that the Hamilton-Jacob-Bellman equation does 

not explicitly depend on x . So, if ( )xv  is the solution of ( )12 , then [17], [18] 

 ( ) ( ) 0>+= ρxvxV , 0>ρ  ( )22  

is also a solution to the same equation ( )12  with the condition 

 ( ) ( )ρvxV =  ( )23  

From ( )12 , ( )22 , and ( )23 , for the case of positive bankruptcy value ( ) 00 >= PV , 

the solution ( )xvpositive
 of ( )11  can be calculated and given by 
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 ( )
( )( )

( ) ( )( )
⎪
⎩

⎪
⎨

⎧

−≥++−
−<≤−−−

−<≤+
= +−+−−

,,

,,ee

,0,2

021

00
2

positive
0102

ρργ
ρρθθα

ρρδαμ
ρθρθ

β

dxdx

dxd

dxdx

xv dxdx  ( )24  

where ρ  is the root of  

 ( ) ( )[ ] Pd =βρδαμ 0
22  ( )25  

Therefore, the optimal long-term investment must satisfy the condition that the 
maximal level of reserve which the insurance corporation must be kept is ρ−= dD . 

The insurance corporation does not distribute dividends until the reserve reaches the 
level D , and it pays-out everything whenever the reserve exceeds D . 

From above discussion, we can see that the major optimal investment policy 
control parameters depend on the terminal value P . From ( )12  and ( )24 , it can be 

seen that the optimal risk exposure is a linear function of the current reserve x  when 
0≤P  and is an affine function when 0>P . The need for reducing risk, 

simultaneously reducing potential profit stems from the necessity to extend the time 
before bankruptcy occurs. However, with increasing terminal value, the insurance 
corporation can be less sensitive to the bankruptcy, since the distribution of the 
terminal wealth hedges against potential losses (claims) of the future profits. 

3   Conclusions 

In this paper, the problems of the investment selection and risk management for an 
insurance corporation are considered. The policies of the investment selection and 
risk management should be carefully designed for the insurance corporation in order 
both to gain the most of future profits and to avoid the bankruptcy. 
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Abstract. In this paper we describe how an evidential-reasoner can be used as a 
component of risk assessment of engineering projects using a direct way of 
reasoning. Guan & Bell (1991) introduced this method by using the mass 
functions to express rule strengths. Mass functions are also used to express data 
strengths. The data and rule strengths are combined to get a mass distribution 
for each rule; i.e., the first half of our reasoning process. Then we combine the 
prior mass and the evidence from the different rules; i.e., the second half of the 
reasoning process. Finally, belief intervals are calculated to help in identifying 
the risks. We apply our evidential-reasoner on an engineering project and the 
results demonstrate the feasibility and applicability of this system in this 
environment. 

Keywords: Evidential reasoning, Risk assessment, Dempster-Shafer theory, 
Knowledge-based, Uncertainty. 

1   Introduction 

Due to the high costs of failure of projects the demand for efficient risk assessment 
approaches have dramatically increased for the last few years. Different types of risks 
are being faced in daily life such as health risks, communication risks, management 
risks, e-commerce development risks and engineering risks. Risk assessment involves 
finding some allocation of belief by using an uncertainty value (usually probabilities) 
to risk factors before multiplying this by a loss factor (which shows how much a 
definite failure would cost). In the present study we are not considering the loss factor 
and are simply trying to estimate the chance of failure. We focus on using a 
generalization of probability (evidence theory) to capture the uncertainty value of risk 
calculation. The risk assessment of engineering projects is discussed in this study.   

Previously, we showed how e-commerce developments are usually complex and 
unpredictable [8]. The Standish Group CHAOS Report in 2004 indicated that 53% of 
software projects were unable to deliver on schedule, within budget, and with the 
required functions, while 18% of the software projects were cancelled [9]. This 
stresses the fact that software projects pose various risks and daunting tasks for many 
organizations [4]. Addison [1] used a Delphi technique to gather the data from 32 
experts and to rank the 28 risks for EC projects. In another attempt a risk analysis 
model for the assessment of risk in EC development using a fuzzy set approach is 
proposed and incorporated into the fuzzy decision support system (FDSS) [7]. 
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However, FDSS is not be able to test it with real life EC projects, and variables 
membership functions need to be as realistic as possible.  

Similarly, the engineering industry is also plagued by various risks, and poor 
performance has often been the result. Although risk management techniques have 
been applied, the lack of a formalized approach has produced inconsistent results. Car 
and Tah [3] present a hierarchical risk breakdown structure to represent a formal 
model for qualitative risk assessment. They present the relationships between risk 
factors, risks and their consequences on case and effect diagrams. Zed and Martin 
[12] use the PERT approach to develop a linear model for the assessment of 
contractor data. The model incorporates multiple ratings permitting the uncertainty in 
contractor data to be evaluated. Baloi and Price [2] develop a fuzzy decision 
framework for contractors to handle global risk factors affecting construction cost 
performance at a project level. All these attempts are reasonable but not enough to 
handle vague, incomplete, uncertainty or inexact information. Also construction 
projects are becoming increasingly complex and dynamic in their nature, and the 
introduction of new procurement methods means that contractors have to rethink their 
approach to the way risks are treated within their projects and organizations.  

In the above mentioned literature for engineering environments the basic problem 
is to handle uncertainty. In such situation where analysis is highly subjective, the 
Dempster-Shafer theory of evidence has an advantage. In this paper, an evidential 
reasoning based system is used to assess the risk in engineering projects using a direct 
way of reasoning in a single step [5, 6]. This is actually an extension of the Dempster-
Shafer theory of evidence.  

Section 2 presents a direct way of reasoning in single step and the risk assessment 
results using a case study is presented in section 3. Finally, conclusions are in section 4. 

2   Reasoning in a Single Step 

In an expert systems evidence is some times associated with a group of mutually 
exclusive hypotheses but details are not provided about the individual members of the 
group. So an appropriate formalism for representing evidence should have the ability 
to assign beliefs to (not necessarily disjoint) sets of hypotheses and to combine these 
beliefs in a consistent way, when they represent evidence from different sources. The 
Dempster-Shafer theory of evidence is one such formalism. In this theory, beliefs are 
assigned to subsets of a set of mutually exclusive and exhaustive hypotheses, and 
Dempster rule is used to combine beliefs coming from different sources of evidence 
[5, 6]. The subsections below describe the procedure for direct reasoning about 
situations where we have a knowledge base of (uncertain) rules, and (uncertain) data 
which triggers them becomes available. We use mass functions in the Dempster-
Shafer theory to express uncertain relationships. 

2.1   Knowledge Base and Rule Strengths 

Consider a frame of discernment with 5 exhaustive and mutually exclusive 
hypotheses },,,,{ 54321 hhhhh=Θ :  
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"","","","","" 54321 VeryHighhHighhMediumhLowhVeryLowh =====  roughly 

representing the degrees of likelihood of a negative effect on the project completion.  
Consider a particular source of evidence 1e  e.g., “inadequate cash flow”, which 

comes from an interview with the engineering project manager for the “New Library” 
project. We can obtain a general rule which uses this evidence, when present 

indicated by }{ 1e , strongly supports },,{ 321 hhhh = of Θ  and refutes },{ 54 hhh = . 

That is, it basically supports the hypothesis that “there is tolerable risk”. When the 
evidence is not present, indicated by }{ 1e , the support strengths are divided between 

h and Θ . More specifically, we say here that there is an evidence space },{ 111 ee=Ξ  

and mass functions ]1,0[2:,, 131211 →Θsss  such that 

;10.0}){|}({,05.0}){|},({,85.0}){|},,({ 11115411132111 =Θ=== esehhsehhhs  

;50.0}){|}({,50.0}){|},({,00.0}){|},,({ 11215412132112 =Θ=== esehhsehhhs   

.40.0}){|}({,40.0}){|},({,20.0}){|},,({ 11315413132113 =ΞΘ==Ξ=Ξ shhshhhs  

Guan and Bell [5, 6] used mass function )|()( EXsXm = on the power set of 

hypothesis space Θ  to express the rule strength for each subset E  of the evidence 
space Ξ . Yen [10, 11] used )|()( eXsXm = for each element e  of the evidence space 

to express the rule strength. This means that Guan and Bell [5, 6] have generalized 
Yen's subset-probability-pair-collection-valued (s-p-p-c-v) mapping to a subset-mass-
pair-collection-valued (s-m-p-c-v) mapping. The s-m-p-c-v mapping Γ  from the 

power set Ξ2  of evidence space Ξ  to 
]1,0[2

2
×Θ

 is     

]1,0[2
2}){2(:

×
Ξ

Θ

→−Γ φ  (1) 

such that for every non-empty Ξ⊆E  

))}|(,()),....,|(,()),|(,{()( 2211 EAsAEAsAEAsAE
EE EnEEnEEEEEE=Γ  (2) 

Where Θ⊆∈ Θ
EE EnEEEnEE AAAeiAAA ,....,,.,.;2,....,, 2121 are the focal elements of 

mass function )|()( EXsXm EE = on Θ2 : 

1)|(),....,|(),|(0 21 ≤< EAsEAsEAs
eEnEEEEE  (3) 

and 

(1) φ≠EiA  for Eni ,........1= ; 

(2) 0)|( >EAs EiE  for Eni ,........1= ; 

(3) ∑ =
=nE

i EiE EAs
1

1)|(  
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Then a rule is a collection >ΓΘ=< ,,ERULE , where Ξ  is an evidence space, Θ  

is a hypothesis space, and Γ  is a s-m-p-c-v mapping from the power set Ξ2  of 

evidence space Ξ  to hypothesis space Θ  (more precisely, to 
]1,0[2

2
×Θ

). 

Also, a rule can be expressed by a collection of 1|2| −Ξ  “strength” mass functions  

)|()( EAsAm EE = for Θ⊆A ,  

})}{2(|)|({ φ−∈= ΞEEAsRULE E )},|(),...,|(),|({
1|2||12|2211 −− ΞΞ= EAsEAsEAs  

},...,,{}{2
|12|21 −

Ξ
Ξ=− EEEφ ; φ≠= iEii Ess ,  for 1|2|,........1 −= Ξi  (4) 

Consider a second source of evidence 2e  e.g., “shortage of machinery” for the 

“New Library” project. This evidence when present indicated by }{ 2e , strongly 

support subset },,{ 543 hhhh = of Θ , and refutes },{ 21 hhh = . When the evidence is 

not present, indicated by }{ 2e , the support strengths are divided between h and Θ . 

More specifically, we say here that there is an evidence space },{ 222 ee=Ξ  and mass 

functions ]1,0[2:,, 232221 →Θsss  such that 

;08.0}){|}({,02.0}){|},({,90.0}){|},,({ 22122121254321 =Θ=== esehhsehhhs  

;50.0}){|}({,50.0}){|},({,00.0}){|},,({ 22222122254322 =Θ=== esehhsehhhs  

.40.0}){|}({,45.0}){|},({,15.0}){|},,({ 22322123254323 =ΞΘ==Ξ=Ξ shhshhhs  

Summarizing, following the method in [5], the knowledge base includes the 
following rules: 

RULE-1 
IF EVIDENCE }{ 1e  THEN 

HYPOTHESIS },,{ 321 hhh  WITH STRENGTH 85.0}){|},,({ 132111 =ehhhs  

HYPOTHESIS },{ 54 hh WITH STRENGTH 05.0)|},({ 15411 =ehhs  

HYPOTHESIS }{Θ  WITH STRENGTH 10.0}){|}({ 111 =Θ es  

ELSE IF EVIDENCE }{ 1e  THEN 

HYPOTHESIS },,{ 321 hhh  WITH STRENGTH 00.0}){|},,({ 132112 =ehhhs  

HYPOTHESIS },{ 54 hh  WITH STRENGTH 50.0}{|},({ 15412 =ehhs  

HYPOTHESIS }{Θ  WITH STRENGTH 50.0}{|}({ 112 =Θ es  

ELSE IF EVIDENCE }{ 1Ξ  THEN 

HYPOTHESIS },,{ 321 hhh  WITH STRENGTH 20.0)|},,({ 132113 =Ξhhhs  

HYPOTHESIS },{ 54 hh WITH STRENGTH 40.0)|},({ 15413 =Ξhhs  

HYPOTHESIS }{Θ  WITH STRENGTH 40.0}){|}({ 113 =ΞΘs  

Here },{ 111 ee=Ξ  is an evidence space and 
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)|()( 11111 eXsXm =  (5) 

)|()( 11212 eXsXm =  (6) 

)|()( 11313 Ξ= XsXm  (7) 

are mass functions ]1,0[2 →Θ ; i.e., they are the functions ]1,0[2: →Θm  such that 

1)(,0)( =Θ= ∑
Θ⊆X

mm φ . (8) 

RULE-2 
IF EVIDENCE }{ 2e  THEN 

HYPOTHESIS },,{ 543 hhh  WITH STRENGTH 90.0}){|},,({ 254321 =ehhhs  

HYPOTHESIS },{ 21 hh  WITH STRENGTH 02.0}{|},({ 22121 =ehhs  

HYPOTHESIS }{Θ  WITH STRENGTH 08.0)|}({ 221 =Θ es  

ELSE IF EVIDENCE }{ 2e  THEN 

HYPOTHESIS },,{ 543 hhh  WITH STRENGTH 00.0}{|},,({ 254322 =ehhhs  

HYPOTHESIS },{ 21 hh  WITH STRENGTH 50.0}{|},({ 22122 =ehhs  

HYPOTHESIS }{Θ  WITH STRENGTH 50.0}{|}({ 222 =Θ es  

ELSE IF EVIDENCE }{Θ  THEN 

HYPOTHESIS },,{ 543 hhh  WITH STRENGTH 15.0}{|},,({ 254323 =Ξhhhs  

HYPOTHESIS },{ 21 hh  WITH STRENGTH 45.0}){|},({ 22123 =Ξhhs  

HYPOTHESIS }{Θ WITH STRENGTH 40.0}{|}({ 223 =ΞΘs  

Here },{ 1222 ee=Ξ  is an evidence space and 

)|()( 22121 eXsXm =  (9) 

)|()( 22222 eXsXm =    (10) 

)|()( 22323 Ξ= XsXm  (11) 

are mass functions ]1,0[2 →Θ  

Now the data items 1e  and 2e  are not certain for example in the case above  

10.0)(,10.0})({,80.0})({ 11

_

1111 =Ξ== cecec  

10.0)(,25.0})({,65.0})({ 22

_

2222 =Ξ== cecec  

For example informally the confidence we have that adequate cash will be available is 
about 8 in 10. So we refer to these inputs 1e  and 2e  as ‘data’ to be used with the rules 

and the data has strength associated with it. 
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2.2   Evidence Combination Rules 

Now, if 1μ  and 2μ  are two mass functions corresponding to two independent 

evidential sources, then the combined mass function 21 μμ ⊗  is calculated according 

to Dempster rule of combination: 

1. 0))(( 21 =⊗ φμμ ; 

2. For every ,, φ≠Θ⊆ AA  

)]
)(

)(

)(

)(
)([(

]
)(

)(

)(

)(
)([

))((
21

,

21

21

YP

Y

XP

X
P

YP

Y

XP

X
AP

A

YX

AYX

μμθ

μμ

μμ

θφθθ ∑∑

∑

=≠Θ⊆

=

=⊗

∩

∩

. (12) 

Finally, belief intervals are determined using the two pieces of evidence, 
“inadequate cash flow” and “shortage of machinery” for “New Library” project, the 
overall project risk is “ mediumh =}{ 3 ” with belief intervals: )](),([ AplsAbel μμ  = 

[0.2399, 0.5234] and )( Aignorance = 0.2834.  

3   Risk Assessment 

We have developed an evidential reasoning based system and we test it using the 
potential risk factors associated with engineering projects. These risk factors are 
based on interview with engineering personnel. The second and third columns in table 
1 present the names of 8 engineering projects and pieces of evidence (risk factors) 
respectively. In the evidential-reasoner, all possible hypothesis (e.g., VeryLow, Low, 
 

Table 1. Belief intervals and ignorance for EC and engineering projects 

No Projects Pieces of 
Evidence Conclusions )](),([ AplsAbel μμ  )(Aign  

1 New Library E1, E2,..,E10 VeryLow [0.7215, 0.7834] 0.0619 

2 Students Union E1, E2,...,E10 Medium [0.6456, 0.6701] 0.0245 

3 Elms Centre E1, E2,...,E10 VeryLow [0.7524, 0.8413] 0.0889 

4 ILL E1, E2,...,E10 Medium [0.6074, 0.7819] 0.1745 

5 New GRC E1, E2,..,E10 Low [0.6328, 0.6466] 0.0138 

6 CCRCB E1, E2,...,E10 Low [0.0214, 0.0634] 0.0400 

7 CHRONO E1, E2,...,E10 VeryLow [0.3788, 0.5487] 0.1699 

8 PEC extension E1, E2,...,E10 Low [0.9220, 0.9747] 0.0527 
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Medium, High, VeryHigh) and pieces of evidence (risk factors) are provided by the 
user as input method. For example the “New Library” project in the first row of table 
1 has 10 pieces of evidence. In the evidential-reasoner the user can select two types of 
evidence: data (i.e. direct evidence) or data + rule. We have developed a rule database 
and assign rule strength to each rule. However, the user can also edit the rules 
strengths dynamically. After collecting all pieces of evidence related to a particular 
engineering project, we combine prior masses and different rules using our direct way 
of reasoning (i.e. extended Dempster-Shafer theory) for the best supported decision. 
The last three columns in table 1 present the summary of the results for the 
engineering projects. 

For example, the result for “New Graduate Research Centre” project using 10 
pieces of evidence is demonstrated in figure 1 with the help of pie chart. The 
conclusion is for this particular project is: the overall project risk is “Low” with the 
belief intervals [bel, pls] = [0.6328, 0.6466] and ignorance = 0.0138. 

  

Fig. 1. Risk assessment results of New Graduate Research Centre project 

4   Conclusions 

Evidence shows that both clients and developers suffer significant financial losses due 
to poor risk management in engineering projects. In this paper, we have used an 
evidential reasoning based system using a direct way of evidence reasoning with an 
extended Dempster-Shafer theory for the risk assessment of engineering projects. In 
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this method, mass function is used to express rule strengths for subsets of the 
evidence space. The system is tested using 10 risk factors from interviews with 
project staff on engineering projects. The results of the evaluation show the viability 
of the approach to the uncertainty handling aspects of risk assessment using evidential 
reasoning. 
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Abstract. The fuzzy approach to regression has been traditionally con-
sidered as a problem of linear programming. In this work, we introduce a
variety of models founded on quadratic programming together with a set
of indices useful to check the quality of the obtained results. In order to
test the validness of our proposal, we have done an empirical study and
we have applied the models in a case with financial data: the Chilean
COPEC Company stock price.

1 Introduction

Probabilistic regression assumes the existence of a crisp aleatory term in order
to compute the uncertainty of a regression model. In contrast, fuzzy regression
(first proposed by Tanaka et al. [12]) considers the use of fuzzy numbers and
possibilisic restrictions.

Fuzzy regression analysis (with crisp input variables and fuzzy output) can be
categorized in two alternative groups: proposals based on the use of possibility
concepts [7,8,10,6]; and proposals based on the minimization of central values,
mainly through the use of the least squares method[3,5,9].

In this work we introduce a new proposal where both approaches of fuzzy re-
gression analysis are integrated. As we will see in Section 2, the use of quadratic
programming makes possible to reconcile the minimization of estimated devia-
tions of the central tendency with the minimization of estimated deviations in
the membership functions’ spreads.

This work also analyzes several goodness of fit indices beyond the conventional
ones, which can be used to measure the quality of the fitness of a given regression
model. Section 3 and 4 are devoted to this point.

We also apply these goodness of fit indices indexes to COPEC stock price with
our possibilistic regression models. Section 5 describes this case study.

2 The Regression Models

Let X be a data matrix of m variables X1, ..., Xm, with n observations each one
(all of them real numbers), and Yi (i = 1, .., n) be a fuzzy set characterized by a

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1304–1311, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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LR membership function μYi(x), with center yi, left spread pi, and right spread
qi (Yi = (yi, pi, qi)).

The problem of fuzzy regression is to find fuzzy coefficients Aj = (aj , cLj, cRj)
such that the following model holds:

Yi =
m∑

j=1

AjXij (1)

The first model formulated by Tanaka et al. [12] considers that the fuzzy
coefficients to estimate are affected by imprecision. That model was replaced by
the following optimization criterion [11]:

Min

n∑

i=1

m∑

j=1

(cLi + cRi)|Xij | (2)

subject to the usual condition that, at a given level of possibility (h), the h-cut of
the estimated value Ỹi contains the h-cut of the empiric value Yi. This restriction
can be expressed by means of the following formulation[1]:

m∑

j

ajXij + (1 − h)
m∑

j

cRj |Xij | ≥ yi + (1 − h)qi for i = 1, ..., n (3)

m∑

j

ajXij − (1 − h)
m∑

j

cLj |Xij | ≤ yi − (1 − h)pi for i = 1, ..., n (4)

cRj , cLj ≥ 0 for j = 1, ..., m (5)

where h is a possibility degree for the estimate (μ(Yi) ≥ h).
The model made up of objective function (2) and restrictions (3)-(5) will be

called Linear Model (LIN) in this work. This model has been the most used in
fuzzy regression analysis and it is stable with respect to changes in the measure-
ment unit of variables X .

Fuzzy Regression with linear programming (based on the above mentioned
Tanaka’s studies) has the inconvenience that the optimal solution is located in
one of the vertex of the polyhedron of feasible solutions. This fact increases the
possibility that coefficients ci are equal to zero in the estimation. In order to
deal with this problem, the idea that guide this paper is to substitute the usual
objective function (equation (2)) by an extended formulation with quadratic
functions.

If we want to minimize the extensions, taking into account the criterion of
least squares and that we use non symmetrical triangular membership functions,
we have the objective function

J = k1

n∑

i=1

(yi − a
′
Xi)2 + k2(cLX

′
Xc

′

L + cRX
′
Xc

′

R) (6)



1306 S. Donoso, N. Maŕın, and M.A. Vila

where k1 and k2 are weights that perform a very important role: they allow to
give more importance to the central tendency (k1 > k2) or to the reduction of
estimate’s uncertainty (k1 < k2) in the process.

The model with objective function (6) and restrictions (3)-(5) will be called
Extended Tanaka Model (ETM).

In order to reach a more precise adjustment of the extensions, let us now
focus not in the minimization of the uncertainty of the estimated results but
on the quadratic deviation with respect to the empiric data. According to this
new criterion, the objective function represents the quadratic error for both the
central tendency and each one of the spreads:

J = k1
∑n

i=1(yi − a
′
Xi)2+

+ k2(
n∑

i=1

(yi − pi − (a
′ − c

′

L)Xi)2 +
n∑

i=1

(yi + qi − (a
′
+ c

′

R)Xi)2) (7)

The model with objective function (7) and restrictions (3)-(5) will be called
Quadratic Possibilistic Model (QPM). This model does not depend on the data
unit.

In the non-possibilistic side, we propose a new model, called Quadratic Non-
Possibilistic (QNP), which considers the objective function (7) and which incor-
porates the only restriction (5).

3 Quality Measures

We complete our proposal with a set of indexes useful to measure the similarity
between the original output data Yi = (yi, pi, qi) and the estimated data Ỹi.

The first similarity index we are going to consider computes the quotient
between the cardinal of the intersection of Yi and Ỹi and the cardinal of their
union:

Si =
|Yi

⋂
Ỹi|

|Yi

⋃
Ỹi|

(8)

where the cardinal of a fuzzy set can be defined as |A| =
∫

μA(x)dx. For the
whole data set, we have

SIM1 =
∑n

i=1 Si

n
(9)

which varies from 0 to 1. A measure of the same family is used in the work of
Kim and Bishu [4]:

D =
∫

SY

�
S �Y

|μY (x) − μ�Y (x)|dx (10)

Kim et al. proposes a measure of relative divergence, where the measure is 0
when both fuzzy numbers are identical, but can reach values over 1.
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Alternative measures can be computed with the fuzzy numbers of Yi = [yi −
pi, yi + qi] and Ỹi = [ỹi − p̃i, ỹi + q̃i]. The similarity between these intervals,
considered as membership functions, can be measured as follows:

∇(Yi, Ỹi) =
|ỹi − p̃i − (yi − pi)| + |ỹi + q̃i − (yi + qi)|

2(β2 − β1)
(11)

where β1 = min(ỹi − p̃i, yi − pi) and β2 = max(ỹi + q̃i, yi + qi).
Taking this formulation into account, we can define the index for the i datum

in the test as

Ti =
|ỹi − p̃i − (yi − pi)| + |ỹi + q̃i − (yi + qi)| + (|p̃i − pi| + |q̃i − qi|)

2(β2 − β1)
(12)

and, for the whole dataset, a index varies from 0 to approximately 1:

SIM2 =
∑n

i Ti

n
(13)

The same idea can be used to add the deviation of the central tendency to
this measure:

Ri =
|ỹi − p̃i − (yi − pi)| + |ỹi + q̃i − (yi + qi)| + (|ỹi − yi|)

3(β2 − β1)
(14)

With this modification, we build a third index which also varies from 0 to 1:

SIM3 =
∑n

i Ri

n
(15)

A similarity measure based on the Hausdorff metric [13], is given by the rela-
tion

Ui =
max(|ỹi − p̃i − (yi − pi)|, |ỹi + q̃i − (yi + qi)|)

(β2 − β1)
(16)

where the index for the set of observations, which fluctuates from 0 to 1, is

SIM4 =
∑n

i (1 − Ui)
n

. (17)

Finally, a measure based on only one point of the membership function is
Vi = sup(μYi

� �Yi
(x)) and can be extended for the whole dataset:

SIM5 =
∑n

i (Vi)
n

(18)

The R2 index (which varies from 0 to 1) is commonly used in order to measure
the quality of the fitness of the central tendency. We propose to use the following
index for the central tendency, where, as the error between the observed value
and the estimated central value tends to 0, the index value tends to 1:

R2
fuzzy = max

(
0, 1 −

∑n
i (yi − ỹi)2∑n

i (yi − ymean)2
)

(19)
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Table 1. Summary of the proposed quality measures

Index Formulation

SIM1 SIM1 =
�n

i
|Yi

� �Yi|
|Yi

� �Yi|
n

SIM2 SIM2 =
�n

i
|�yi−�pi−(yi−pi)|+|�yi+�qi−(yi+qi)|+(|�pi−pi|+|�qi−qi|)

2(β2−β1)
n

SIM4 SIM4 =
�n

i (1− max(|�yi−�pi−(yi−pi)|, |�yi+�qi−(yi+qi)|)
(β2−β1) )

n

R2
fuzzy R2

fuzzy = max
�
0, 1 −

�n
i (yi−�yi)

2
�n

i
(yi−ymean)2

�

4 Empirical Analysis

In order to make an empirical study of the proposed regression models we have
carried out an experimentation process with different problems:

– Three well known examples from the literature: Tanaka and Lee[11],
Chang[2], and Kao [3].

– A variation of a given Chilean company weekly stock price with 46 observa-
tions.

– A given accident data base with 9 observations.

The output variable has symmetrical membership function in three of the
examples while this membership function is non-symmetrical in the other three.
In the experimentation, we have computed a variance analysis for each index,
where the factors are the methods and the cases.

From the above described empirical study we have obtained the following
conclusions:

– With respect to the methods:
• In general, the LIN method does not produce good results.
• QNP and QPM seem to be the most accurate methods. The QNP method

yields the highest value for indexes SIM2, SIM4, and R2
fuzzy, while

QPM produces the best results for the other three goodness of fit indices.
• QPM gets better values of similarity than ETM in almost all the indexes.

– With respect to the goodness of fit indices
• Within the family of indexes based on geometric distances, we had chosen

SIM3 because it considers not only the fitness of the extremes but also
the fitness of the center. However, in spite of its good results for index
R2

fuzzy, method QNP presents the lowest value for SIM3. Thus, we
conclude that SIM3 is not a good index to evaluate the central similarity.

• Index SIM5 is the most unstable of the six indexes.

5 Application to Financial Data: A Case Study

The Chilean COPEC company is a holding whose main goal is the production
of cellulose and the distribution of fuel. It is owned by the main enterprise group
of the country, the Angelini group.



Fuzzy Regression with Quadratic Programming 1309

0

100

200

300

400

500

600

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Biweekly

P
ri

c
e
s CELUL

COPPER

COPEC

 
 

Fig. 1. COPECT Data: Internacional CELLULOSE and COOPER prices

In this section, we apply our regression models in order to explain its stock
price. We take data related to 23 periods of two weeks described by means
of six input variables. After a variable selection process, we have reduced the
model to two input variables: the international cellulose price (important from
the company point of view) and the copper price (important from the Chilean
economy point of view). Data can be seen in Figure 1.

Every period’s minimum stock price is the left end of the membership function,
while the maximum is the right end. The average of the closing COPEC prices
is the center.

We give the results of the three fuzzy regression models in table 2. The central
estimated coefficients are const, cell, and copper. First line of ci refers to the left
spreads and the second line refers to the right spread. As can be observed, index
SIM1 is the strictest one among the indicators. The LIN estimation is the usual
fuzzy regression. As can be seen, both our possibilistic and non-possibilistic
models maintain or improve the results for every considered index.

Table 2. Estimated factors: cellulose and copper prices

Const Cell. Copper Const Cell. Copper
Model a1 a2 a3 c1 c2 c3 R2 SIM1 SIM2 SIM4

LIN 5.18 .003 .018 .006 0 .002 0.77 0.09 0.36 0.31
.005 0 .002

QNP 4.05 .005 .018 0 0 .004 0.85 0.10 0.46 0.96
0 0 .004

QPM 4.73 .004 .014 0 0 .002 0.82 0.09 0.36 0.70
0 0 .003

As an example, Figure 2 plots the observed price and the estimated price with
the QPM model. As can be appreciated, this possibilictic estimation incorporates
all the observed data.

Figure 3 depicts the observed and the estimated price, with the QNP model.
In this case, due to the non-possibilistic approach, the estimated spreads have
an amplitude similar to the observed data.
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Fig. 2. COPEC stock price, and QPM possibilistic estimated price
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6 Conclusions

In this paper we have used quadratic programming in order to obtain a good
fitness in fuzzy linear regression. To accomplish this task, we have adapted the
conventional model of Tanaka (ETM) and we have proposed two new models
(QPM and QNP). We have also proposed a new set of goodness of fit indices
useful to analyze the goodness of each regression method.

According to the results of our experimentation, the quadratic methods in-
troduced in this work improve the results obtained with the linear programming
approach:

– Method QPM is a good choice when possibilistic restrictions are important
in the problem.

– If we do not want to pay special attention to the possibilistic restriccions,
QNP is an appropriate alternative.

Further work in this line will be directed to extend the set of restrictions
of methods QPM and QNP to other possibilistic measures. Additionally, we
are involved in the study of new indexes which merge several of the proposed
goodness criteria and which use an aggregator operator (like OWA, for example).

Finally, also in this work, we have applied our models to a problem of financial
data, analyzing the COPEC stock price. As a conclusion of our analysis, we have
observed that both selected variables are very informative of the behaviour of
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the COPEC stock price taking into account that R2fuzzy > 0.8. Copper price
is the only factor that produces uncertainty in the system (its spread is greater
than zero). Further work in this case will be focused on the explanation of
the difference in terms of spread between the possibilistic and non-possibilistic
models.
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Abstract. Random Walks (RW) search technique can greatly reduce bandwidth 
production but generally fails to adapt to different workloads and environments. 
A Random Walker can’t learn anything from its previous successes or failures, 
displaying low success rates and high latency.  In this paper, we propose 
Intelligent Walks (IW) search mechanism - a modification of RW, exploiting 
the learning ability and the shortest path distance of node neighbors. A node 
probes its neighbors before forwarding the query. The probe is to find a 
candidate that has the shortest distance from the query source and/or has ever 
seen before the object that is going to be sent. If there isn’t such candidate, then 
a node is chosen as usual (at random). The experimental results demonstrate 
that new method achieves better performance than RW in terms of success rate.  

Keywords: Unstructured P2P, Search, Random Walks and Intelligent Walks. 

1   Introduction 

Peer-to-Peer (P2P) computing has emerged as a popular fully-distributed and 
cooperative model, attracting a lot of attention by the Internet community. Its 
advantages (although application-dependent in many cases) include robustness in 
failures, extensive resource-sharing, self-organization, load balancing, data 
persistence, anonymity, etc. One significant challenging aspect in P2P resource 
sharing environments is efficient searching mechanism. The usability of P2P systems 
depends on effective techniques to locate and retrieve data. However, existing search 
techniques in pure P2P networks are inefficient due to the decentralized nature of 
such networks. 

Today, the most popular P2P applications operate on unstructured networks as they 
are simple, robust and dynamic. Unstructured systems are designed more specifically 
for the heterogeneous Internet environment, where the nodes’ persistence and 
availability are not guaranteed. Under these conditions, it is impossible to control data 
placement and to maintain strict constraints on overlay network topology, as 
structured applications require. Currently, these systems (such as Napster [1], 
Gnutella [2], and Freenet [3], etc) are widely deployed in real life – hence their 
paramount importance and applicability. Efficient resource discovery is the first step 
towards the realization of distributed resource-sharing. 

Random walks algorithm can greatly improve the scalability problem [4]. 
However, random walks search algorithm suffers from poor search efficiency in the 
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short term [5]. A Random Walker can’t learn anything from its previous successes or 
failures, hence displaying low success rate and high latency.  

In this paper, we propose a new search method, Intelligent Walks that uses node’s 
distance and its knowledge from previous searches to guide random walkers. In our 
case, in order to intelligently select a neighbor to forward the query to, a node will use 
the Dijkstra's algorithm to determine the length between the candidate node and the 
originating node. Also a simple matching of the node’s content is performed to 
determine whether or not the neighbor has ever seen before the message that is going 
to be sent. If there isn’t such a neighbor, then a node is chosen as usual (at random).   

2   Related Work 

Search methods for unstructured P2P networks have been studied a lot in the last few 
years. Studies on Random Walks algorithm show how it can be modified to achieve 
greater level of efficiency. E.g. a study in [6] led to a proposal of equation based 
adaptive search mechanism that uses estimate of popularity of a resource in order to 
choose the parameters of random walk such that a targeted performance level is 
achieved by the search. In [7] each object is probed with probability proportional to 
the square root of its query popularity.  It was shown that with the guidance of the 
Metropolis algorithm, each step of the random walks is determined based on the 
content popularity of current neighbors. Another modification includes APS [8], 
which utilizes feedback from previous searches to probabilistically guide future ones. 
It performs efficient object discovery while inducing zero overhead over dynamic 
network.  

Although the above approaches to modify Random Walk have yielded good 
results, our approach is different and applies the concept of distance, which previous 
researches have not emphasized. In I-Walks we exploit the neighbor node distance 
from the querying node and, at the same time, the learning ability so that the walkers 
are guided to nearby neighbors, having ever before transferred the object being 
queried. 

3   Background 

3.1   Random Walks 

Random walk search mechanism does not generate as much message traffic as other 
flood-based algorithms. In Random Walks, the requesting node sends out k query 
messages to an equal number of randomly chosen neighbors. Each of these messages 
follows its own path, having intermediate nodes forward it to a randomly chosen 
neighbor at each step. These queries are also known as walkers. A walker terminates 
either with a success or a failure. Termination can be determined by two different 
methods: The TTL-based method, whereby search is terminated when TTL value is 
zero, and the checking method, where walkers periodically contact the query source 
asking whether the termination conditions have been satisfied [8]. 
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Random Walks Search Algorithm, GSCP (Generic Semantic Constraint Parsing): 

define kRandomWalk(Graph g, int numWalkers, Node 
startNode, Node    destinationNode) 

     Node n := startNode; 

     while( n not equals destinationNode) 

          for walker (1...numWalkers) 

               int count := numNeighbors(g, n); 

               if (count > 1) 

                    int randomNumber := rand(count); 

                    Node prev = n; 

                    n := getNeighbor(g,n,randomNumber); 

               else 

                    n = prev; 

               end if; 

          end for; 

     end while; 

end; 

Simulation results in [9, 10] show that messages are reduced by more than an order 
of magnitude compared to the standard flooding schemes.  

3.2   Dijkstra’s Shortest Path Algorithm 

Dijkstra's algorithm (fig.1), when applied to a graph, quickly finds the shortest path 
from a chosen source to a given destination. In fact, the algorithm is so powerful that 
it finds all shortest paths from the source to all destinations! This is known as the 
single-source shortest paths problem.  

 

Fig. 1. Dijkstra’s Shortest Path of D from S 
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The graph is made of nodes and edges which link vertices together. Edges are 
directed and have an associated distance, sometimes called the weight or the cost. The 
distance between the vertex u and the vertex v is noted [u, v] and is always positive. 

d(C) = d(S) + [S,C] = 0 + 4 = 4 (1) 

d(C) = 4 > d(B) + [B,C] = 2 + 1 = 3 (2) 

d(D) = 7 > d(C) + [C,D] = 3 + 1 = 4 (3) 

We believe that if an object is stored in a nearby node then the cost of locating and 
transferring it is much less compared to distant nodes. Our algorithm uses this concept 
to determine which neighbor to be chosen for forwarding the query since the physical 
path delay strongly influences the performance of searches. Thus a random walker, 
conscious of the distance, is passed through the network. We use Dijkstra’s algorithm 
to determine which node neighbor is closest to the source node. 

4   Intelligent Walks (I-Walks) 

I- Walks can reduce the routing cost in terms of the number of routing messages. By 
making informed choice of ‘good’ neighbors, this technique can maintain the quality 
of query results and decrease the query response time. We can develop two heuristics 
to help node select the best neighbor to send the query. These heuristics are: 

• Select a neighbor that is closer to the query originating node and containing 
useful data (or has ever seen the message to be sent). 

• Select a neighbor that has ever answered same query before.  

The latter heuristic will ensure the successes of the search while the former ensures 
the success at the same time reducing the retrieval cost. 

 

Fig. 2. Intelligent Walk (I-Walk) Search 
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Observation 1. In fig.2, node B is chosen as the next hope basing the length from the 
query originator N. If all neighbors A, B, and C have ever seen the object to be sent, 
the choice of B is made after considering the distances of SA, SB and SC. 

Observation 2. Assuming both E and F have seen the object to be transferred, F is 
considered because of its distance from N. I.e. dist [S,F] < dist [S,E].  

[S,D] = [S,B]  + [B,F] + [F,D] (4) 

5   Simulations 

5.1   General Topology Scenario 

Our environment, using peersim simulator [11], consists of an Internet-like tree 
topology, based on power Law principle [12] because of its specific, location 
dependent preferential attachment. It takes into account geometric and network 
constraints to better mimic real world networks. Preferential attachment is tuned by 
the parameter α that amplifies or reduces the influence of the geometric location.  

The rule strategy is the following: we consider a unit square, and we place χ0 in the 
middle, that is, χ0 = (0.5, 0.5). This node is called the root. Let W() denote the number 
of hops to the root. For each, i = 1, ..., i = n-1; we select a point χi in the unit square at 
random, and we connect it to an already existing node χj that minimizes the following 
formula: W(χj)+ α•dist(χi , χj) where dist () is the Euclidean distance and α is a weight 
parameter.  

Certainly, W(χi)= W(χj)+1. This way we obtain a tree rooted in χ0. This topology 
implies that every node (except the root) has an out-degree of exactly one link (fig.3).  

 

Fig. 3. Power Law- Based Overlay Topology Snapshot (10000 Nodes, Alpha α = 4) 

5.2   Simulation Setup 

In our proposed search model, it is supposed that each node has a repository of 
documents (a set of keys) and a query distribution (a function that maps which query 
to perform at each simulation cycle for each node). Each query may contain one or 
more keys to search for each node to initiate at most a query at each cycle and/or to 
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forward all the messages received (stored in a buffer); each message packet can only 
perform one hop per cycle. Each node is allowed to initiate at most a query at each 
cycle and/or to forward all the messages received (stored in a buffer); each message 
packet can only perform one hop per cycle. 
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Fig. 4. Number of successful packet hits per query 

The experiment was performed to compare two search techniques i.e. Random 
Walk (RW) and Intelligent Walk (IW). The parameters were varied as follows: First, 
a maximum of 50 queries were deployed on the network. Second, the maximum 
number of queries was increased to 500. The number of walkers was 2, TTL was 
5.That means the total number of messages sent for this query was 10 in each case. 

The idea was thus to compare the number of successful packet hits per query for 
the two methods and to compare the learning ability by comparing the number of 
times the packets has been seen. 

No. of Messages seen (with 50 Queries, k = 2, TTL = 5)

0

2

4

6

8

10

12

14

16

18

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

Query ID

N
o.

 M
es

sa
ge

nbSeen RW nbSeen IW

 

Fig. 5a. Number of times the packets has been seen for 50 queries 
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5.3   Simulation Results 

Fig.4 and Fig.5 present the number of successful packet hits per query and number of 
times packets has been seen respectively. It was observed that IW performs better 
especially with increased number of queries deployed. With 500 queries deployed, the 
number of times the packets has been seen was 4920 in IW compared to 3720 in RW. 
The number of successful packet hits was 110 in IW compared to 50 in RW. 
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Fig. 5b. Number of times the packets has been seen for 500 queries 

6   Conclusion and Future Work 

The existing search techniques in unstructured P2P networks are inefficient due to the 
decentralized nature of such networks. In this paper we investigate Random Walk 
search algorithm primarily in decentralized, unstructured P2P network environment. 
Two major deficiencies of Random Walks search technique are addressed: Learning 
ability and distance, which affect its efficiency in terms number of successful hits per 
query and delay in response time. Consequent to our observations, we propose a new 
search technique exploiting the learning ability and the shortest path distance of node 
neighbors. The experimental results demonstrate that the Intelligent Walks achieves 
better performance compared to its counter part Random Walks. Our future work will 
focus on further experiments on various network platforms including real network and 
simulation tools to determine the real effect of Dijkstra’s shortest path in the overall 
search process. 
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Abstract. We propose a classification method based on a special class of feed-
forward neural network, namely product-unit neural networks. They are based 
on multiplicative nodes instead of additive ones, where the nonlinear basis 
functions express the possible strong interactions between variables. We apply 
an evolutionary algorithm to determine the basic structure of the product-unit 
model and to estimate the coefficients of the model. We use softmax 
transformation as the decision rule and the cross-entropy error function because 
of its probabilistic interpretation. The empirical results over four benchmark 
data sets show that the proposed model is very promising in terms of 
classification accuracy and the complexity of the classifier, yielding a state-of-
the-art performance.  

Keywords: Classification; Product-Unit; Evolutionary Neural Networks. 

1   Introduction 

The simplest method for classification provides the class level given its observation 
via linear functions in the predictor variables. Frequently, in a real-problem of 
classification, we cannot make the stringent assumption of additive and purely linear 
effects of the variables. A traditional technique to overcome these difficulties is 
augmenting/replacing the input vector with new variables, the basis functions, which 
are transformations of the input variables, and then to using linear models in this new 
space of derived input features. Once the number and the structure of the basis 
functions have been determined, the models are linear in these new variables and the 
fitting is a well known standard procedure. Methods like sigmoidal feed-forward 
neural networks, projection pursuit learning, generalized additive models [1], and 
PolyMARS [2], a hybrid of multivariate adaptive splines (MARS) specifically 
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designed for classification problems, can be seen as different basis function models. 
The major drawback of these approaches is to state the optimal number and the 
typology of corresponding basis functions. We tackle this problem proposing a 
nonlinear model along with an evolutionary algorithm that finds the optimal structure 
of the model and estimates the corresponding parameters. Concretely, our approach 
tries to overcome the nonlinear effects of variables by means of a model based on 
nonlinear basis functions constructed with the product of the inputs raised to arbitrary 
powers. These basis functions express the possible strong interactions between the 
variables, where the exponents may even take on real values and are suitable for 
automatic adjustment. The proposed model corresponds to a special class of feed-
forward neural network, namely product-unit neural networks, PUNN, introduced by 
Durbin and Rumelhart [3]. They are an alternative to sigmoidal neural networks and 
are based on multiplicative nodes instead of additive ones. Up to now, PUNN have 
been used mainly to solve regression problems [4], [5].  

Evolutionary artificial neural networks (EANNs) have been a key research area in 
the past decade providing a better platform for optimizing both the weights and the 
architecture of the network simultaneously. The problem of finding a suitable 
architecture and the corresponding weights of the network is a very complex task (for 
a very interesting review on this subject the reader can consult [6]). This problem, 
together with the complexity of the error surface associated with a product-unit neural 
network, justifies the use of an evolutionary algorithm to design the structure and 
training of the weights. The evolutionary process determines the number of basis 
functions of the model, associated coefficients and corresponding exponents. In our 
evolutionary algorithm we encourage parsimony in evolved networks by attempting 
different mutations sequentially. Our experimental results show that evolving 
parsimonious networks by sequentially applying different mutations is an alternative 
to the use of a regularization term in the fitness function to penalize large networks. 
We use the softmax activation function and the cross-entropy error function. From a 
statistical point of view, the approach can be seen as a nonlinear multinomial logistic 
regression, where we optimize the log-likelihood using evolutionary computation. 
Really, we attempt to estimate conditional class probabilities using a multilogistic 
model, where the nonlinear model is given by a product-unit neural network. 

We evaluate the performance of our methodology on four data sets taken from the 
UCI repository [7]. Empirical results show that the proposed method performs well 
compared to several learning classification techniques. This paper is organized as 
follows: Section 2 is dedicated to a description of product-unit based neural 
networks; Section 3 describes the evolution of product-unit neural networks; Section 
4 explains the experiments carried out; and finally, Section 5 shows the conclusions 
of our work. 

2   Product-Unit Neural Networks 

In this section we present the family of product-unit basis functions used in the 
classification process and its representation by means of a neural network structure.  
This class of multiplicative neural networks comprises such types as sigma-pi 
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networks and product unit networks. A multiplicative node is given by 
1

ji

k
w

j i
i

y x
=

= ∏ , 

where k is the number of the inputs. If the exponents are {0,1} we obtain a higher-
order unit, also known by the name of sigma-pi unit. In contrast to the sigma-pi unit, 
in the product-unit the exponents are not fixed and may even take real values. 

Some advantages of product-unit based neural networks are increased information 
capacity and the ability to form higher-order combinations of the inputs. Besides that, 
it is possible to obtain upper bounds of the VC dimension of product-unit neural 
networks similar to those obtained for sigmoidal neural networks [8]. Moreover, it is a 
straightforward consequence of the Stone-Weierstrass Theorem to prove that product-
unit neural networks are universal approximators, (observe that polynomial functions 
in several variables are a subset of product-unit models).  

Despite these advantages, product-unit based networks have a major drawback: 
they have more local minima and more probability of becoming trapped in them [9]. 
The main reason for this difficulty is that small changes in the exponents can cause 
large changes in the total error surface and therefore their training is more difficult 
than the training of standard sigmoidal based networks. Several efforts have been 
made to carry out learning methods for product units [9],[10]. Studies carried out on 
PUNNs have not tackled the problem of the simultaneously design of the structure 
and weights in this kind of neural network, either using classic or evolutionary based 
methods. Moreover, so far, product units have been applied mainly to solve regression 
problems. We consider a product-unit neural network with the following structure 
(Fig. 1): an input layer with k  nodes, a node for every input variable, a hidden layer 
with m  nodes and an output layer with J  nodes, one for each class level. There are 
no connections between the nodes of a layer and none between the input and output 
layers either. The activation function of the j -th node in the hidden layer is given 

by
1
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k
w

j j i
i

B x
=

= ∏x w , where jiw  is the weight of the connection between input node 

i  and hidden node j  and 1( ,..., )j j jkw w=w  the weights vector. The activation 

function of each output node is given by 0
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=

= + =∑x θ x w , 

where l
jβ  is the weight of the connection between the hidden node j  and the output 

node l . The transfer function of all hidden and output nodes is the identity function. 
We consider the softmax activation function given by: 
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x θ
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(1) 

where 1( , ,..., )l
l m=θ β w w , 1( ,..., )J=θ θ θ  and 0 1( , ,..., )l l l l

mβ β β=β . It interesting to 

note that the model can be regarded as the feed-forward computation of a three-layer 
neural network where the activation function of each hidden units is exp( ) tt e=  and 

where we have to do a logarithmic transformation of the input variables ix , [11]. 
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Fig. 1. Model of a product-unit based neural network 

3   Classification Problem 

In a classification problem, measurements ix , 1, 2,...,i k= , are taken on a single 

individual (or object), and the individuals have to be classified into one of the J  

classes based on these measurements. A training sample { }( , ); 1,2,...,n nD n N= =x y is 

available, where 1( ,..., )n n knx x=x  is the random vector of measurements taking 

values in kΩ ⊂ \ , and ny  is the class level of the n -th individual. We adopt the 

common technique of representing the class levels using a “1-of-J” encoding vector 

( )(1) (2) ( ), ..., Jy y y=y , such as ( ) 1ly =  if x corresponds to an example belonging to 

class l ; otherwise, ( ) 0ly = . Based on the training sample we try to find a decision 

function { }: 1, 2,...,C JΩ →  for classifying the individuals. A misclassification 

occurs when the decision rule C  assigns an individual to a class j , when it actually 

comes from a class l j≠ . We define the corrected classified rate by 

1

1
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CCR I C
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= =∑ x y , where ( )I i  is the zero-one loss function. A good 

classifier tries to achieve the highest possible CCR  in a given problem. We define the 
cross-entropy error function for the training observations as: 
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The Hessian matrix of the error function ( )l θ  is, in general, indefinite and the error 

surface associated with the model is very convoluted with numerous local optimums. 
Moreover, the optimal number of basis functions of the model (i.e. the number of 
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hidden nodes in the neural network) is unknown. Thus, the estimation of the vector 

parameters θ̂  is carried out by means an evolutionary algorithm (see Section 4). The 

optimum rule ( )C x  is the following: ˆ( )C l=x , where ˆ ˆarg max ( , )l ll g= x θ , for 

1,...,l J= . Observe that softmax transformation produces positive estimates that sum 
to one and therefore the outputs can be interpreted as the conditional probability of 
class membership and the classification rule coincides with the optimal Bayes rule. 
On the other hand, the probability for one of the classes does not need to be estimated, 
because of the normalization condition. Usually, one activation function is set to zero 
and we reduce the number of parameters to estimate. Therefore, we set ( ) 0J Jf =x,θ . 

4   Evolutionary Product-Unit Neural Networks 

In this paragraph we carry out the evolutionary product-unit neural networks 
algorithm (EPUNN) to estimate the parameter that minimizes the cross-entropy error 
function. We build an evolutionary algorithm to design the structure and learn the 
weights of the networks. The search begins with an initial population of product-unit 
neural networks, and, in each iteration, the population is updated using a population-
update algorithm. The population is subjected to the operations of replication and 
mutation. Crossover is not used due to its potential disadvantages in evolving artificial 
networks. With these features the algorithm falls into the class of evolutionary 
programming .The general structure of the EA is the following: 

(1) Generate a random population of size pN . 

(2) Repeat until the stopping criterion is fulfilled 
(a) Calculate the fitness of every individual in the population. 
(b) Rank the individuals with respect to their fitness. 
(c) The best individual is copied into the new population. 
(d) The best 10% of population individuals are replicated and substitute the 

worst 10% of individuals.  
Over that intermediate population we: 
(e) Apply parametric mutation to the best 10% of individuals. 
(f) Apply structural mutation to the remaining 90% of individuals. 

We consider ( )l θ  being the error function of an individual g  of the population. 

Observe that g  can be seen as the multivaluated function 

( ) ( ) ( )1 1, ( , ,..., , )l lg g g=x θ x θ x θ . The fitness measure is a strictly decreasing 

transformation of the error function ( )l θ  given by ( ) 1
( ) 1 ( )A g l

−= + θ . Parametric 

mutation is accomplished for each coefficient jiw , l
jβ  of the model with Gaussian 

noise: 1 2( 1) ( ) ( ), ( 1) ( ) ( )l l
ji ji j jw t w t t t t tξ β β ξ+ = + + = + , where ( ) (0, ( ))k kt N tξ α∈ , 

1, 2k = , represents a one-dimensional normally-distributed random variable with 

mean 0 and variance ( )k tα , where 1 2( ) ( )t tα α< , and t  is the t -th generation. Once 

the mutation is performed, the fitness of the individual is recalculated and the usual 
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simulated annealing is applied. Thus, if AΔ  is the difference in the fitness function 
after and preceding the random step, the criterion is: if 0AΔ ≥  the step is accepted, if 

0AΔ < , the step is accepted with a probability exp( / ( ))A T gΔ , where the 

temperature ( )T g  of an individual g  is given by ( ) 1 ( ), 0 ( ) 1T g A g T g= − ≤ < . 

The variance ( )k tα  is updated throughout the evolution of the algorithm. There are 

different methods to update the variance. We use the 1/5 success rule of Rechenberg, 
one of the simplest methods. This rule states that the ratio of successful mutations 
should be 1/5. Therefore, if the ratio of successful mutations is larger than 1/5, the 
mutation deviation should increase; otherwise, the deviation should decrease. Thus: 

(1 ) ( ) 1/ 5

( ) (1 ) ( ), 1/ 5

( ) 1/ 5

k g

k k g

k g

t if s

t s t if s

t if s

λ α
α λ α

α

⎧ + >
⎪+ = − <⎨
⎪ =⎩

 
(3) 

where 1,2k = , gs  is the frequency of successful mutations over s  generations and 

0.1λ = . The adaptation tries to avoid being trapped in local minima and also to speed 
up the evolutionary process when searching conditions are suitable.  

Structural mutation implies a modification in the neural network structure and 
allows explorations of different regions in the search space while helping to keep up 
the diversity of the population. There are five different structural mutations: node 
deletion, connection deletion, node addition, connection addition and node fusion. 
These five mutations are applied sequentially to each network. In the node fusion, two 
randomly selected hidden nodes, a  and b , are replaced by a new node, c , which is a 
combination of both. The connections that are common to both nodes are kept, with 

weights given by: l l l
c a bβ β β= + ,

1
( )

2jc ja jbw w w= + . The connections that are not 

shared by the nodes are inherited by c  with a probability of 0.5 and its weight is 
unchanged. In our algorithm, node or connection deletion and node fusion is always 
attempted before addition. If a deletion or fusion mutation is successful, no other 
mutation will be made. If the probability does not select any mutation, one of the 
mutations is chosen at random and applied to the network. 

5   Experiments 

The parameters used in the evolutionary algorithm are common for the four problems. 
We have considered 1(0) 0.5α = , 2 (0) 1α = , 0.1λ =  and 5s = . The exponents jiw  

are initialized in the [ ]5,5−  interval, the coefficients l
jβ  are initialized in [ ]5,5− . The 

maximum number of hidden nodes is 6m = . The size of the population is 
1000PN = . The number of nodes that can be added or removed in a structural 

mutation is within the [ ]1,2  interval. The number of connections that can be added or 

removed in a structural mutation is within the [ ]1,6  interval. The stop criterion is 

reached if the following condition is fulfilled: for 20 generations there is no 
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improvement either in the average performance of the best 20% of the population or 
in the fitness of the best individual. We have done a simple linear rescaling of the 
input variables in the interval [ ]1,2 , being *

iX  the transformed variables. 

We evaluate the performance of our method on four data sets taken from the UCI 
repository [7]. For every dataset we performed ten runs of ten-fold stratified cross-
validation. This gives a hundred data points for each dataset, from which the average 
classification accuracy and standard deviation is calculated. Table 1 shows the statistical 
results over 10 runs for each fold of the evolutionary algorithm for the four data sets. 
With the objective of presenting an empirical evaluation of the performance of the 
EPUNN method, we compare our approach to the most recent results [12] obtained 
using different methodologies (see Table 2). Logistic model tree, LMT, to logistic 
regression (with attribute selection, SLogistic, and for a full logistic model, 
MLogistic); induction trees (C4.5 and CART); two logistic tree algorithms: LTreeLog  
and  finally, multiple-tree models M5´ for classification, and boosted C4.5 trees using 
AdaBoost.M1 with 10 and 100 boosting interactions. We can see that the results 
obtained by EPUNN, with architectures (13:2:2), (34:3:2), (4:5:3) and (51:3:2) for 
each data set, are competitive with the learning schemes mentioned previously. 

Table 1. Statistical results of training and testing for 30 executions of EPUNN model 

TCCR  GCCR  #connect 
Data set 

Mean SD Best Worst Mean SD Best Worst Mean SD 
#node 

Heart-stat 84.65 1.63 88.48 80.25 81.89 6.90 96.30 62.96 14.78 3.83 2 
Ionosphere 93.79 1.46 97.15 90.19 89.63 5.52 100 74.29 43.97 13.87 3 
Balance 97.26 0.98 99.47 94.32 95.69 2.36 100 90.32 25.62 2.18 5 
Australian 87.01 0.82 88.57 85.02 85.74 3.90 95.65 78.26 44.13 16.26 3 

Table 2. Mean classification accuracy and standard deviation for: LMT, SLogistic, MLogistic, 
C4.5, CART, NBTree, LTreeLin, LTreeLog, M5', ABOOST and EPUNN method 

Data set LMT SLogistic MLogistic C4.5 CART NBTree 
Heart-stat 83.22±6.50 83.30±6.48 83.67±6.43 78.15±7.42 78.00±8.25 80.59±7.12 
Ionosphere 92.99±4.13 87.78±4.99 87.72±5.57 89.74±4.38 89.80±4.78 89.49±5.12 
Balance 89.71±2.68 88.74±2.91 89.44±3.29 77.82±3.42 78.09±3.97 75.83±5.32 
Australian 85.04±3.84 85.04±3.97 85.33±3.85 85.57±3.96 84.55±4.20 85.07±4.03 

Data set 
LTreeLin LTreeLog M5' ABoost(10) ABoost(100

) 
EPUNN W/L 

Heart-stat 83.52±6.28 83.00±6.83 82.15±6.77 78.59±7.15 80.44±7.08 81.89±6.90 5/6 
Ionosphere 88.95±5.10 88.18±5.06 89.92±4.18 93.05±3.92 94.02±3.83 89.63±5.52 7/4 
Balance 92.86±3.22 92.78±3.49 87.76±2.23 78.35±3.78 76.11±4.09 95.69±2.36 11/0 
Australian 84.99±3.91 84.64±4.09 85.39±3.87 84.01±4.36 86.43±3.98 85.74±3.90 10/1 

6   Conclusions 

We propose a classification method that combines a nonlinear model, based on a 
special class of feed-forward neural network, namely product-unit neural networks, 
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and an evolutionary algorithm that finds the optimal structure of the model and 
estimates the corresponding parameters. Up to now, the studies on product units have 
been applied mainly to solve regression problems and have not addressed the problem 
of the design of both structure and weights simultaneously in this kind of neural 
network, either using classic or evolutionary based methods. Our approach uses 
softmax transformation and the cross-entropy error function. From a statistical point 
of view, the approach can be seen as nonlinear multinomial logistic regression, 
where optimization of the log-likelihood is made by using evolutionary computation. 
The empirical results show that the evolutionary product-unit model performs well 
compared to other learning classification techniques. We obtain very promising results 
in terms of classification accuracy and the complexity of the classifier.  
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Answers to the Referees 

Referee 1 

The functional model defined by the product-unit neural network is given by 

(1)  0
1

( , ) ( , ), 1,2,...,
m

l l
l j j j

j

f B l Jβ β
=

= + =∑x θ x w  

where 
1

( , ) ji

k
w

j j i
i

B x
=

= ∏x w . We are agreeing with the referee 1 that this expression is 

analytically equivalent to the expression: 

(2)  0
1 1

( , ) exp ln( ) , 1, 2,...,
m n

l l
l j ji i

j j

f w x l Jβ β
= =

⎛ ⎞
= + =⎜ ⎟

⎝ ⎠
∑ ∑x θ  

This equation can be regarded as the feed-forward computation of a three-layer 
neural network where the activation function of each hidden units is exp( ) tt e=  and 

where we have done a logarithmic transformation inputs variables ix . Therefore we 

can have different architectures of the same functional model. We have chosen the 
architecture associated to the first equation because it is easier. 

However, the functional model given by (1), or equivalent by (2), is different from 
the functional model of MLP. The function that a classic multilayer feed-forward 
network computes is 

(3)  0
1 1

( , ) , 1,2,...,
m n

l l
l j ji i j

j j

f w x l Jβ β σ θ
= =

⎛ ⎞
= + − =⎜ ⎟

⎝ ⎠
∑ ∑x θ  

where σ  is a sigmoidal function. 
From an analytical point of view, the model defined by (3) is different to the (1) 

and (2) ones. 
We have included in the page 3 of the paper a brief comment about this question. 

Referee 2 

There are a reduced number of papers dealing with product-unit neural networks. For 
this, the references could seem a bit outdated. We have included in the paper more 
recent references ([4], [5], [11]) to solve this question. On the other hand, a deeper 
analysis about the “why” of the motivation on the problem and the theoretical 
justification of the product-unit approach would need a long and extensive paper to 
explain the VC dimension of the PU and the upper bounds of the VC dimension 
obtained in Schmitt [10]. 
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Abstract. The aim of this research is to use and compare clustering 
technologies and find the best method for establishing theoretical SAPK/JNK 
signaling pathway in human soft tissue sarcoma samples. Centroid linkage, 
Single linkage, complete linkage and average linkage hierarchical clustering are 
used to arrange genes for setup signaling pathways according to similarity in 
pattern of gene. The results show that centriod linkage, complete linkage, and 
average linking clustering architecture is consistent with the core unit of the 
cascade composed of a CDC42, a MEKK1 (map3k1), a MKK4 (map2k4), a 
JNK1(mapk8) to a ATF2 in hierarchical clustering. An activated Jnk 
phosphorylates a variety of transcription factors regulating gene expression, 
such as ATF2. This study implies that centroid linkage, complete linkage and 
average linkage clustering method in uncentered (absolute) correlation 
similarity measures fits for establishing theoretical SAPK/Jnk signaling 
pathway in human soft tissue sarcoma samples which is consistent with 
biological experimental SAPK/Jnk signaling pathway  

1   Introduction 

Molecular biologists and geneticists are working energetically to understand the 
function of genes and signaling pathways by bioinformatics. There is a great demand 
to develop an analytical methodology to analyze and to exploit the information 
contained in gene expression data. Because of the large number of genes and the 
complexity of biological networks, clustering is a useful exploratory technique for 
analysis of gene expression data. Many clustering algorithms have been proposed for 
gene expression data. For example, Eisen et al [1] applied a variant of the hierarchical 
average link clustering algorithm to identify groups of co-regulated yeast genes. Ben-
Dor and Yakhini reported success with their CAST algorithm [2]. Other classical 
techniques, such as principal component analysis, have also been applied to analyze 
gene expression data [3]. Using different data analysis techniques and different cluster 
algorithms to analyze the same datasets can lead to very different conclusions. 

Signaling pathway study has driven the development of methods to exploit this 
information by characterizing biological processes in new ways, and already provided 
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a wealth of biological insight. Hierarchical clustering is widely used to find patterns 
in multi-dimensional datasets, especially for genomic microarray data [4, 5]. We use 
hierarchical clustering to studied SAPK/JNK signaling pathway. 

Stress-activated protein kinases (SAPK) /Jun N-terminal kinase (JNK) are 
members of the MAPK family and are activated by variety of environmental stresses, 
inflammatory cytokines, growth factors and GPCR agonists. Stress signals are 
delivered to this cascade by members of small GTPases of the Rho family (Rac, Rho, 
cdc42). As with the other MAPKs, the membrane proximal kinase is a MAPKKK, 
typically MEKK1-4, or a member of the mixed lineage kinases (MLK) that 
phosphorylates and activates MKK4 (SEK) or MKK7, the SAPK/JNK kinase 
Alternatively, MKK4/7be can activated by a member of the germinal center kinase 
(GCK) family in a GTPase-independent manner. SAPK/JNK translocates to the 
nucleus where it regulates the activity of several transcription factors such as c-Jun, 
ATF-2 AND p53 [6-10]. 

Cdc is named as Cell division cycle 42 (GTP binding protein, 25kDa). MEKK1 
also called map3k1, which is named as MAP/ERK kinase kinase 1. MKK1 is also 
called MAP2K4, which is named Mitogen-activated protein kinase kinase 4. JNK1 is 
also called mapk8, which is named Mitogen-activated protein kinase 8. ATF2 is 
named as cAMP responsive element binding protein 2, and is also called creb-2. 

2   Materials and Methods 

2.1   Data Sources 

Our gene expression data are downloaded from http://www.ncbi.nlm.nih.gov/geo in 
3/12/2006. Database Name is Gene Expression Omnibus (GEO), Database ref is 
Nucleic Acids Res. 2005 Jan 1; 33 Database Issue: D562-6. Dataset title is Sarcoma 
and hypoxia. Dataset type is gene expression array-based, dataset platform organism 
is Homo sapiens by situ oligonucleotide of cDNA, dataset feature count is 22283, 
dataset channel count is 1, dataset sample count is 54. 

2.2   Clustering Techniques 

A variety of clustering methods have been used in many areas to discover interesting 
patterns in large datasets. Among the methods, hierarchical clustering has been shown 
to be effective in microarray data analysis. This approach finds the pair of genes with 
the most similar expression profiles, and iteratively builds a hierarchy by pairing 
genes (or existing clusters) that are most similar. The resulting hierarchy is shown 
using dendrograms. 

There are a variety of ways to compute distances when we are dealing with pseudo-
items, and Cluster currently provides four choices, which are called centroid linkage, 
single linkage, complete linkage and average linkage. Centroid Linkage Clustering is 
that a vector is assigned to each pseudo-item, and this vector is used to compute the 
distances between this pseudo-item and all remaining items or pseudo-items using the 
same similarity metric as were used to calculate the initial similarity matrix. The 
vector is the average of the vectors of all actual items (e.g. genes) contained within 
the pseudo-item. In Complete Linkage Clustering the distance between two items x 
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and y is the maximum of all pairwise distances between items contained in x and y. In 
average linkage clustering, the distance between two items x and y is the mean of all 
pairwise distances between items contained in x and y. In Single Linkage Clustering 
the distance between two items x and y is the minimum of all pairwise distances 
between items contained in x and y. 

2.2.1   Distance / Similarity Measurement 
Distance measurement based on the Pearson correlation. The most commonly used 
similarity metrics are based on Pearson correlation. The Pearson correlation 

coefficient between any two series of numbers { }nxxxx ,,, 21= and 

{ }nyyyy ,,, 21=  is defined as: 
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Where x  is the average of values in x, and xσ  is the standard deviation of these 

values. The Pearson correlation coefficient is always between -1 and 1, with 1 
meaning that the two series are identical, 0 meaning they are completely uncorrelated, 
and -1 meaning they are perfectly opposites. The correlation coefficient is invariant 
under linear transformation of the data.  

Cluster actually uses four different flavors of the Pearson correlation. Pearson 
correlation coefficient, given by the formula above, is used if you select Correlation 
(centered) in the Similarity Metric dialog box. Correlation (uncentered) uses the 
following modified equation: 
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This is basically the same function, except that it assumes the mean is 0, even when 
it is not. The difference is that, if you have two vectors x and y with identical shape, 
but which are offset relative to each other by a fixed value, they will have a standard 
Pearson correlation (centered correlation) of 1 but will not have an uncentered 
correlation of 1. The uncentered correlation is equal to the cosine of the angle of two 
n-dimensional vectors x and y, each representing a vector in n- dimensional space that 
passes through the origin. Cluster provides two similarity metrics that are the absolute 
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value of these two correlation functions, which consider two items to be similar if 
they have opposite expression patterns; the standard correlation coefficients 
considering opposite genes are being very unrelated. 

Distance measurement related to the Euclidean distance. A newly added distance 
function is the Euclidean distance, which is defined as: 

( ) ( )∑
=

−=
n

i
ii yxyxd

1

2 , 

. 
(5) 

The Euclidean distance takes the difference between two gene expression levels 
directly. It should therefore only be used for expression data that are suitably 
normalized. An example of the Euclidean distance applied to k-means clustering can 
be found in De Hoon, Imoto, and Miyano [11]. 

Harmonically summed Euclidean distance. The harmonically summed Euclidean 
distance is a variation of the Euclidean distance, where the terms for the different 
dimensions are summed inversely (similar to the harmonic mean): 

( )
1

1

2
11

 , 

−

= ⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

= ∑
n

i ii yxn
yxd

. 

(6) 

The harmonically summed Euclidean distance is more robust against outliers 
compared with the Euclidean distance. Note that the harmonically summed Euclidean 
distance is not a metric.  

Hierarchical clustering using spearman rank correlation. Spearman's rank coefficient 
requires data that are at least ordinal and the calculation, which is the same as for 
Pearson correlation, is carried out on the ranks of the data. Each variable is ranked 
separately by putting the values of the variable in order and numbering them: the 
lowest value is given rank 1, the next lowest is given rank 2 and so on. If two data 
values for the variable are the same they are given averaged ranks. Spearman's rank 
correlation coefficient is used as a measure of linear relationship between two sets of 
ranked data, that is, it measures how tightly the ranked data clusters around a straight 
line. 

Hierarchical clustering using kendall’s tau. Kendall's tau is a measure of correlation, 
and so measures the strength of the relationship between two variables. We require 
that the two variables, X and Y, are paired observations. for example, degree of 
deviation from diet guidelines and degree of deviation from fluid guidelines, for each 
patient in the sample. Then, provided both variables are at least ordinal, it would be 
possible to calculate the correlation between them. 

Hierarchical clustering using City-block distance. The city-block distance, alter-
natively known as the Manhattan distance, is related to the Euclidean distance. 
Whereas the Euclidean distance corresponds to the length of the shortest path between 
two points, the city-block distance is the sum of distances along each dimension: 
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The city-block distance is a metric, as it satisfies the triangle inequality. As for the 
Euclidean distance, the expression data are subtracted directly from each other, and 
we should therefore make sure that they are properly normalized. 

2.2.2   Clustering Method 
Sample data which from http://www.ncbi.nlm.nih.gov/geo, we use correlation 
uncentered, correlation centered, absolute correlation uncentered, absolute correlation 
centered, spearman rank correlation, kendall’s tau, Edclidean distance, city-block 
distance, Edclidean distance harmonic in single linkage, centroid linkage, complete 
linkage and average linkage of Hierarchical clustering respectively, and the steps are 
as follows： 

Step 1 Loading and filtering data; 
Step 2 Normalizing for adjusting data; 
Step 3 Choosing similarity methods, measuring the distance/similarity; 
Step 4 Choosing Hierarchical Cluster; 
Step 5 Doing TreeView. 

3   Results and Discussion 

Sample data as shown in table.1 (7 sample data of 54 sample data), we use Pearson 
correlation, absolute correlation, Euclidean distance, spearman rank correlation, 
kendall’s tau, and City-block distance, etc. in single linkage, centroid linkage, 
complete linkage and average linkage of Hierarchical clustering respectively, and the 
steps repeat the above steps from 1 to 6. The complete source code of Cluster is now 
open. If you are interested, it can be easily found and downloaded from 
http://bonsai.ims.tokyo.ac.jp/~mdehoon/software/cluster. The process is summarized 
by the following hierarchical tree as shown in Fig.1, Fig.2 and Fig.3. 

Table 1. The genes expression data human soft tissue sarcoma samples 

Genes 
 

GSM 
52556 

GSM 
52557 

GSM 
52558 

GSM 
52559 

GSM 
52560 

GSM 
52561 

… 
GSM 
52609 

Cdc42 2525.9 268.5 2343.1 435.8 999.7 266.9 … 527.5 
mekk1 19.8 242.1 174.8 16.4 178.3 190.7 … 193 
Mkk4 403.6 299.8 183.7 286.9 229.6 267.1 … 541.9 
Jnk1 202.2 28.6 57.7 274.4 175.3 89 … 156.3 
Atf2 336.9 288.9 153.4 164.1 223.4 240.6   … 383.4 

Centroid linkage, complete linkage and average linkage clustering methods are 
used in uncentered（absolute）correlation similarity, the dendrograms as shown in 
Fig.1. The pattern is ATF2 and JNK1 clustering then and MKK4, MEKK1, CDC42 
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clustering which form their relative signaling pathway take turns, this clustering 
results is in accorded with main pathways of SAP kinase(Jnk) signaling pathways by 
experiment (show in Fig.4) from http://www.cellsignal.com. Because of data is quite 
approximate and all plus, we used uncentered similarity clustering method. It is 
shown that our method is suitable for establishing theoretical SAPK/Jnk signaling 
pathway of human soft tissue sarcoma samples. 

 
                        (a)                                       (b)                                       (c) 

Fig. 1. Uncentered (absolute) correlation (a) in centroid linkage, (b) in complete linkage, (c) in 
everage linkage. ATF2 and JNK1 clustering then and MKK4, MEKK1, CDC42 clustering take 
turns 

  

                    (a)                                        (b)                                            (c) 

 

                         (d)                                         (e)                                    (f) 

Fig. 2. In single linkage (a) correlation uncentered and absolute correlation (uncentered), (b) 
correlation centered, (c) absolute correlation (centered), (d) spearman rank correlation and 
kendall’s tau, (e) Edclidean distance and city-block distance, (f) Edclidean distance harmonic 

The single linkage cluster result about CDC42, MEKK1, MKK4, JNK1 and ATF2, 
as shown in Fig.2 is not consistent with biological experimental SAPK/Jnk signaling 
pathway. Because in Single Linkage Clustering the distance between two items x and 
y is the minimum of all pairwise distances between items contained in x and y, 
however, in our dataset two items similarity can be lower. It is obvious that These 
data is not fit to the clustering analysis using single linkage, but Single Linkage 
Clustering is fit for establish MAPK/Erk signaling pathway of human soft tissue 
sarcoma samples. It is also shown that methods are different for different signaling 
pathways in the same gene dataset. 



 Uncentered (Absolute) Correlation Clustering Method 1335 

The agreement is not generally good among our results in centroid linkage, single 
linkage, complete linkage and average linkage clustering methods and experiments 
results in genes signaling pathway as shown in Fig.3, which only showed average 
linkage clustering method’s dendrograms. It is shown that these clustering methods 
are not fit for establishing theoretical SAPK/Jnk signaling pathway of human soft 
tissue sarcoma samples. 

  

                          (a)                                         (b)                                     (c) 

 
(d) (e) 

Fig. 3. In average linkage (a) centered and pearman rank correlation and kendall’s tau, (b) 
absolute correlation (centered), (c) Edclidean distance and spearman rank correlation, (d) 
Edclidean distance harmonic, (e) city-block distance 

 

Fig. 4. SAP kinase (Jnk) signaling pathway 

4   Conclusion 

This study implies that uncentered (absolute) correlation in centroid linkage, complete 
linkage and average linkage clustering from a CDC42, a MEKK1, a MKK4, a JNK1 
to a ATF2.fist for establishing theoretical SAPK/Jnk signaling pathway in human soft 
tissue sarcoma samples which is consistent with biological experimental SAPK/Jnk 
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signaling pathway Fig.4 from http://www.cellsignal.com. We are able to determine 
that how many genes are needed in order to estimate the unknown signaling pathway 
of human soft tissue sarcoma samples. Our clustering method may be one of the 
methods that establish unknown signaling pathway of human soft tissue sarcoma 
samples, which can also give a new method in drug making for anti cancer, because 
when the signaling pathway is broken, the soft tissue sarcoma can be suppressed. 
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Abstract. A data mining procedure for automatic determination of fuzzy deci-
sion tree structure using a genetic program is discussed.  A genetic program 
(GP) is an algorithm that evolves other algorithms or mathematical expressions.  
Methods for accelerating convergence of the data mining procedure are exam-
ined.  The methods include introducing fuzzy rules into the GP and a new inno-
vation based on computer algebra.  Experimental results related to using com-
puter algebra are given.  Comparisons between trees created using a genetic 
program and those constructed solely by interviewing experts are made.  Con-
nections to past GP based data mining procedures for evolving fuzzy decision 
trees are established.  Finally, experimental methods that have been used to 
validate the data mining algorithm are discussed. 

Keywords: Genetic Programs, Fuzzy Logic, Data Mining, Control Algorithms, 
Planning Algorithms. 

1   Introduction 

Two fuzzy logic based resource managers (RMs) have been developed that automati-
cally allocate resources in real-time [1-3].  Both RMs were evolved by genetic pro-
grams (GPs).  The GPs were used as data mining functions.  Both RMs have been 
subjected to a significant number of verification experiments. 

The most recently developed RM is the main subject of this paper.  This RM auto-
matically allocates unmanned aerial vehicles (UAVs) that will ultimately measure 
atmospheric properties in a cooperative fashion without human intervention [2,3].  
This RM will be referred to as the UAVRM.  It consists of a pre-mission planning 
algorithm and a real-time control algorithm that runs on each UAV during the mission 
allowing the UAVs to automatically cooperate. 

The previous RM was evolved to control electronic attack functions distributed 
over many platforms [1].  It will be referred to as the electronic attack RM (EARM). 

This paper introduces many novel features not found in the literature.  These in-
clude several new approaches for improving the convergence of the genetic program 
that evolves control and planning logic.  Such procedures involve the use of symbolic 
algebra techniques not previously explored, a terminal set that includes both fuzzy 
concepts and their complements, the use of fuzzy rules, etc.  The control algorithm 
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evolved by a GP is compared to one created through expertise.  Experiments to vali-
date the evolved algorithm are discussed. 

Section 2 gives a brief discussion of fuzzy decision trees (FDTs), how FDTs are 
used in the UAVRM, genetic programs and GP based data mining (DM).  Section 3 
describes the UAVRM’s FDT that assign UAVs to paths.  Section 4 examines how a 
fuzzy decision tree for the UAVRM was created through GP based data mining.  Sec-
tion 5 discusses experiments that have been conducted to validate the FDT that as-
signs UAVs to paths (AUP).  Finally, section 6 provides a summary. 

2   Fuzzy Decision Trees and Genetic Program Based Data Mining 

The particular approach to fuzzy logic used by the UAVRM is the fuzzy decision tree 
[1-5].  The fuzzy decision tree is an extension of the classical artificial intelligence 
concept of decision trees.  The nodes of the tree of degree one, the leaf nodes are la-
beled with what are referred to as root concepts.  Nodes of degree greater than unity 
are labeled with composite concepts, i.e., concepts constructed from the root concepts 
[6,7] using logical connectives and modifiers.  Each root concept has a fuzzy mem-
bership function assigned to it.  Each root concept membership function has parame-
ters to be determined.  For the UAVRM, the parameters were set based on expertise. 

The UAVRM consists of three fuzzy decision trees.  Only the creation of the FDT 
by GP based data mining for assigning UAVs to paths will be considered in this paper. 
This FDT is referred to as the AUP tree; and the associated fuzzy concept, as AUP. 
The AUP tree makes use of the risk tree which is discussed in the literature [2, 3].  

Data mining is the efficient extraction of valuable non-obvious information em-
bedded in a large quantity of data [8].  Data mining consists of three steps: the con-
struction of a database that represents truth; the calling of the data mining function to 
extract the valuable information, e.g., a clustering algorithm, neural net, genetic algo-
rithm, genetic program, etc; and finally determining the value of the information ex-
tracted in the second step, this generally involves visualization. 

In a previous paper a genetic algorithm (GA) was used as a data mining function to 
determine parameters for fuzzy membership functions [7].  Here, a different data min-
ing function, a genetic program [9] is used.  A genetic program is a problem inde-
pendent method for automatically evolving computer programs or mathematical  
expressions. 

The GP data mines fuzzy decision tree structure, i.e., how vertices and edges are 
connected and labeled in a fuzzy decision tree.  The GP mines the information from a 
database consisting of scenarios.   

3   UAV Path Assignment Algorithm, the AUP Tree 

Knowledge of meteorological properties is fundamental to many decision processes.  
The UAVRM enables a team of UAVs to cooperate and support each other as they 
measure atmospheric meteorological properties in real-time.  Each UAV has onboard 
its own fuzzy logic based real-time control algorithm.  The control algorithm renders 
each UAV fully autonomous; no human intervention is necessary.  The control algo-
rithm aboard each UAV will allow it to determine its own course, change course to 
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avoid danger, sample phenomena of interest that were not preplanned, and cooperate 
with other UAVs. 

The UAVRM determines the minimum number of UAVs required for the sampling 
mission.  It also determines which points are to be sampled and which UAVs will do 
the sampling.  To do this, both in the planning and control stages it must solve an op-
timization problem to determine the various paths that must be flown.  Once these 
paths are determined the UAVRM uses the AUP fuzzy decision tree to assign UAVs 
to the paths. 

The AUP fuzzy decision tree is displayed in Figure 1.  The various fuzzy root con-
cepts make up the leaves of the tree, i.e., those vertices of degree one.  The vertices of 
degree higher than one are composite concepts. 

Starting from the bottom left of Figure 1 and moving to the right, the fuzzy con-
cepts “risk-tol,” “value”, “fast,” and “low risk,” are encountered.  These concepts are 
developed in greater mathematical detail in the literature [2,3].  The fuzzy concept 
“risk-tol” refers to an individual UAV’s risk tolerance.  This is a number assigned by 
an expert indicating the degree of risk the UAV may tolerate.  A low value near zero 
implies little risk tolerance, whereas, a high value near one implies the UAV can be 
subjected to significant risk.   

The concept “value” is a number between zero and one indicating the relative 
value of a UAV as measured against the other UAVs flying the mission.  The concept 
“value” changes from mission to mission depending on which UAVs are flying.   

MPMP

RISK-TOL VALUE

MIN

FAST LOW-RISK

AND2

VMR

MIN

RMP

SR NSR MP

MIN MIN

RMP

SR NSR

MIN
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AND2 AND2

RISK-TOL VALUE

MIN

FAST LOW-RISK
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VMR

MIN

RMP

SR NSR MP

MIN MIN

RMP

SR NSR

MIN

AUP

AND2AND2

MIN

 

Fig. 1. The AUP subtree for the UAVRM 

The concept “fast” relates to how fast the UAV is and builds in measures of the 
UAV’s reliability estimates as well as its risk tolerance and the mission’s priority. 

The rightmost concept is “low risk.”  It quantifies experts’ opinions about how 
risky the mission is. It takes a value of one for low risk missions and a value near zero 
for high risk missions. 

These four fuzzy root concepts are combined through logical connectives to give 
the composite concept “VMR.” Although four concepts are now used to construct 
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VMR it originally only used the concepts related to value and mission risk, and was 
called the Value-Mission-Risk (VMR) subtree.   

Each vertex of the “VMR” tree uses a form of “AND” as a logical connective.  In 
fuzzy logic, logical connectives can have more than one mathematical form.  Based 
on expertise it was useful to allow two types of ANDs to be used.  The two mathe-
matical forms of AND used are the “min” operator and the algebraic product denoted 
in Figure 1 as “AND2.”  When a “min” appears on a vertex then the resulting com-
posite concept arises from taking the minimum between the two root concepts con-
nected by the “min.”  When an “AND2” appears it means that the resulting composite 
concept is the product of the fuzzy membership functions for the two concepts con-
nected by the AND2. 

The final subtree of AUP that needs to be described is the reliability-mission prior-
ity (RMP) subtree.  The RMP tree appears twice on the AUP tree.  RMP consists of a 
“min” operation between three fuzzy concepts.  These concepts are “sr” which refers 
to an expert’s estimate of the sensor reliability, “nsr” which refers to an expert’s esti-
mate of the non-sensor system reliability and “MP” a fuzzy concept expressing the 
mission’s priority. 

The AUP tree is observed to consist of the VMR subtree and two copies of the 
RMP subtree with AND2 logical connectives at each vertex.  These fuzzy concepts 
and their related fuzzy membership functions, as well as additional details are given in 
much greater detail in [2, 3]. 

 The AUP tree given in Figure 1 was originally created using human expertise 
alone.  The rediscovery of this tree using GP based data mining is described in the 
next section.  

4   GP Creation of the AUP Tree 

The terminal set, function set, and fitness functions necessary for the GP to be used as 
a data mining function to automatically create the AUP tree are described below.  The 
terminal set used to evolve the AUP tree consisted of the root concepts from the AUP 
tree and their complements.  The terminal set, T, is given by 

T={risk-tol, value, fast, low-risk, sr, nsr, MP, not-risk-tol, not-valuable,   
                           not-fast, not-low-risk, not-sr, not-nsr, not-MP}. (1) 

Let the corresponding fuzzy membership functions be denoted as 

{

}.,,,

,,,,

,,,,,,

MPnotnsrnotsrnotrisklownot

fastnotvaluablenottolrisknotMP

nsrsrrisklowfastvaluetolrisk

−−−−−

−−−−

−−

μμμμ

μμμμ

μμμμμμ

…

…

 (2) 

When mathematical expressions are constructed by a GP that reproduce the entries 
in a database within some tolerance, the process is referred to as symbolic regression 
[10].  It is found in symbolic regression that candidate solutions are frequently not in 
algebraic simplest form and this is the major source of their excess length.  When 
candidate solutions are too long this is referred to as bloat [10]. 
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By including in the terminal set a terminal and its complement, e.g., “risk-tol,” and 
“not-risk-tol”; “value” and “not-valuable”; etc., it is found that bloat is less and con-
vergence of the GP is accelerated.  This is a recent innovation which was not used 
when the EARM was evolved using GP based data mining (DM) [1].  Additional 
bloat control procedures are described below. 

The mathematical form of the complement whether it appears in the terminal set or 
is prefixed with a “NOT” logical modifier from the function set is one minus the 
membership function.  To make this more explicit 

( ) AAnotANOT μμμ −== − 1 , (3) 

where NOT(A) refers to the application of the logical modifier NOT from the function 
set to the fuzzy concept A from the terminal set.  The notation, not-A refers to the ter-
minal which is the complement of the terminal A. 

The function set, denoted as F, consists of 

F={AND1, OR1, AND2, OR2, NOT}, (4) 

where the elements of (4) are defined in (5-9).  Let A and B represent fuzzy member-
ship functions then elements of the function set are defined as 

( ) ( )B,AminB,A1AND = ; (5) 

( ) ( )B,AmaxB,A1OR = ; (6) 

( ) BAB,A2AND ⋅= ; (7) 

( ) BABAB,A2OR ⋅−+= ; (8) 

and 
( ) A1ANOT −= . (9) 

The database to be data mined is a scenario database kindred to the scenario data-
base used for evolving the EARM [1].  In this instance scenarios are characterized by 
values of the fuzzy membership functions for the elements of the terminal set plus a 
number from zero to one indicating the experts’ opinion about the value of the fuzzy 
membership function for AUP for that scenario. 

GPs require a fitness function [9].  As its name implies the fitness function meas-
ures the merit or fitness of each candidate solution represented as a chromosome.  The 
fitness used for data mining is referred to as the input-output fitness. 

The input-output fitness for mining the scenario database takes the form 

 

 

 

(10) 

where ej is the jth element of the database; ndb  is the number of elements in the data-
base; μgp(ej) is the output of the fuzzy decision tree created by the GP for the ith  
element of the population for database element ej; and μexpert(ej) is an expert’s estimate 
as to what the fuzzy decision tree should yield as output for database element ej. 
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The AUP tree is evolved in three steps.  The first step involves evolving the VMR 
subtree; the second step, the RMP subtree and the final step, the full AUP tree.  In the 
second and third steps, i.e., evolving the RMP subtree and full AUP tree from the 
RMP and VMR subtrees, only the input-output (IO) fitness in (10) is calculated, i.e., 
the rule-fitness described below is not used. 

When evolving the VMR subtree a rule-fitness is calculated for each candidate so-
lution.  Only when the candidate’s rule fitness is sufficiently high is its input-output 
fitness calculated.  The use of the rule-fitness helps guide the GP toward a solution 
that will be consistent with expert rules.  Also the use of the rule fitness reduces the 
number of times the IO fitness is calculated reducing the run time of the GP.  After 
some preliminary definitions of crisp and fuzzy relations, a set of crisp and fuzzy 
rules that were used to help accelerate the GP’s creation of the VMR subtree are 
given.  The rules are combined to formulate the rule fitness.  The mathematical form 
of the rule fitness has not been included due to space limitations. 

Let T be a fuzzy decision tree that represents a version of the VMR subtree, that is 
to be evolved by a genetic program.  Let A and B be fuzzy concepts.  Then let 

( ) 1B,A,Tshare =γ if A and B share a logical connective denoted as C  and 

( ) 0B,A,Tshare =γ , otherwise. 

Furthermore, define the fuzzy relation 

( )
⎪⎩

⎪
⎨
⎧

=
=

=
otherwise

ORorORCif

ANDorANDCif
CBATcom

,0
211.0

214.0
,,,μ . (11) 

The following is a subset of the rules used to accelerate the GP’s convergence and 
to help produce a result consistent with human expertise. 

R1. “not-valuable” and “risk-tol” must share a logical connective, denoted as 1C , i.e., 

it is desired that ( ) 1tolrisk,valuablenot,Tshare =−−γ  

R2. “not-valuable” and “risk-tol” strongly influence each other, so they should be 
connected by AND1 or AND2.  So it is desired that 

( ) 4.,,, 1 =−− CtolriskvaluablenotTcomμ  

R3. “fast” and “low-risk” have an affinity for each other.  They should share a logical 
connective, denoted as 2C , i.e., it is desired that ( ) 1risklow,fast,Tshare =−γ  

R4. The fuzzy root concepts “fast” and “low-risk” strongly influence each other, so 
they should be connected by AND1 or AND2.  So it is desired that  

( ) 4.,,, 2 =− CrisklowfastTcomμ . 

R5. There is an affinity between the fuzzy root concepts ( )tolrisk,valuablenotC1 −−  

and ( )risklow,fastC2 − , they are connected by a logical connective denoted as 3C , 

i.e., it is desired that,   

( ) ( )( ) 1risklow,fastC,tolrisk,valuablenotC,T 21share =−−−γ . (12) 
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When the EARM was evolved by GP based data mining [1] bloat was controlled 
using adhoc procedures based on tree depth and parsimony pressure.  Most of the 
bloat in evolving mathematical expressions with a GP arises from the expressions not 
being in algebraic simplest form [10].  With that observation in mind, computer alge-
bra routines have been introduced that allow the GP to simplify expressions.  The 
following is a partial list of algebraic simplification techniques used during the evolu-
tion of the EARM and the AUP tree.  The simplification routines used when evolving 
AUP are more sophisticated than those applied to the creation of EARM [1]. 

One routine simplifies expressions of the form NOT(NOT(A)) = A.  This can be 
more complicated than it initially appears, since the NOT logical modifiers can be 
separated on the fuzzy decision tree. 

Another simplification procedure consists of eliminating redundant terminals con-
nected by an AND1 logical connective.  An example of this is AND1(A,A) =A.  Like 
the case with the logical modifier NOT there can be a separation between the AND1s 
and the terminals that add complexity to the simplification operation. 

The third algebraic simplification example is like the second.  It involves simplify-
ing terminals connected by OR1s.  Like AND1, separation between terminals and 
OR1 can increase the complexity of the operation. 

Other types of algebraic simplification use DeMorgan’s theorems in combination 
with the above procedures.  This can significantly reduce the length of an expression. 

Another algebraic procedure that reduces the length of expressions includes re-

placement of forms like AND2(A,A) by the square of “A,” i.e., 2A .  Still another 
length reducing simplification includes replacing NOT(A) with not-A, its complement 
from the terminal set listed in (1). 
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Fig. 2. Trajectory of two UAVs as determined by the planning algorithm and their paths as-
signed by AUP 
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There is always a question of how much algebraic simplification should be con-
ducted from generation to generation as such the simplification algorithm allows lev-
els of simplification.  If a low level of simplification is selected then some parts of an 
expression remain that might be eliminated during full simplification.  This has two 
advantages: it leaves chromosome subcomponents that may prove useful during muta-
tion or crossover and it takes less CPU time. 

Algebraic simplification produces candidate solutions in simpler form making it 
easier for human observers to understand what is being evolved.  Having candidate 
solutions that are easier to understand can be an important feature for improving the 
evolution of GPs. 

5   Computational Experiments 

The AUP tree described above has been the subject of a large number of experiments.  
This section provides a description of an experiment that is representative of the type 
of scenarios designed to test the AUP tree.  Due to space limitations only an experi-
ment involving two UAVs is discussed. 

In Figure 2 a scenario using two UAVs illustrates how AUP properly assigns the 
UAVs to the best path.  The two paths were created by the planning algorithm so that 
the UAV could most efficiently sample the atmosphere’s electromagnetic index of 
refraction [2, 3]. 

Sample points are labeled by concentric circular regions colored in different shades 
of gray.  The lighter the shade of gray used to color a point, the lower the point’s 
grade of membership in the fuzzy concept “desirable neighborhood.” [2, 3]  The leg-
end provides numerical values for the fuzzy grade of membership in the fuzzy con-
cept “desirable neighborhoods.”  If the fuzzy degree of desirability is high then the 
index of refraction is considered to be close to the index of refraction of the sample 
point at the center of the desirable neighborhood.  This allows the UAV to make sig-
nificant measurements while avoiding undesirable neighborhoods. 

Each sample point is labeled with an ordered pair.  The first member of the ordered 
pair provides the index of the sample point.  The second member of the ordered pair 
provides the point’s priority.  For example, if there are spn sample points and the 

thq sample point is of priority p , then that point will be labeled with the ordered  

pair (q,p). 
Points surrounded by star-shaped neighborhoods varying from dark grey to white 

in color are taboo points.  As with the sample points, neighborhoods with darker 
shades of gray have a higher grade of membership in the fuzzy concept “undesirable 
neighborhood.”  The legend provides numerical values for the fuzzy grade of mem-
bership in the fuzzy concept “undesirable neighborhood.”  UAVs with high risk toler-
ance may fly through darker grey regions than those with low risk tolerance. 

UAVs start their mission at the UAV base which is labeled with a diamond-shaped 
marker.  They fly in the direction of the arrows labeling the various curves in Figure 2. 

Figure 2 depicts the sampling path determined by the planning algorithm for an ex-
periment involving two UAVs.  The first, UAV(1) follows the dashed curve; the sec-
ond, UAV(2), the solid curve.  The UAVs were assigned to the different paths by the 
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AUP fuzzy decision tree described in section 2.  UAV(1) is assigned to sample all the 
highest priority points, i.e., the priority one points.  UAV(2) samples the lower prior-
ity points, i.e.; those with priority two.  Due to the greedy nature of the point-path 
assignment algorithm, the highest priority points are assigned for sampling first. 

6   Summary 

A genetic program (GP) has been used as a data mining (DM) function to automati-
cally create decision logic for two different resource managers (RMs).  The most re-
cent of the RMs, referred to as the UAVRM is the topic of this paper.  It automatically 
controls a group of unmanned aerial vehicles (UAVs) that are cooperatively making 
atmospheric measurements. 

The DM procedure that uses a GP as a data mining function to create a subtree of 
UAVRM is discussed.  The resulting decision logic for the RMs is rendered in the 
form of fuzzy decision trees.  The fitness function, bloat control methods, data base, 
etc., for the tree to be evolved are described.  Innovative bloat control methods using 
computer algebra based simplification are given.  A subset of the fuzzy rules used by 
the GP to help accelerate convergence of the GP and improve the quality of the results 
is provided.  Experimental methods of validating the evolved decision logic are dis-
cussed to support the effectiveness of the data mined results. 
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Abstract. Since the outbreak of connectionist modelling in the mid
eighties, several problems in natural language processing have been tack-
led by employing neural network-based techniques. Neural network’s “bi-
ological plausibility” offers a promising framework in which the compu-
tational treatment of language may be linked to other disciplines such
as cognitive science and psychology. With this brief survey, we set out
to explore the landscape of artificial neural models for the acquisition of
language that have been proposed in the research literature.

1 Introduction

Human language, as a canonical representative of human cognitive faculties,
has gathered wide attention in such diverse fields as cognitive science, psychol-
ogy, artificial intelligence and, of course, linguistics. There are strong intuitive
reasons to believe that human cognition, at least at its higher levels, revolves
around mental representations that have language at the base. This is why a
better understanding of the mechanisms behind language acquisition and its
representation in the brain could shed some light in unresolved questions about
the working of the human mind. In this respect, the ability to have computional
models run and interact with linguistic input data, and to analyze quantitave
and qualitative results, plays a very important role. Whether artificial neural
networks (ANNs) provide meaningful models of the brain and to what degree,
and whether they constitute a useful approach to natural language processing
(NLP) is subject to debate [1]. Throughout this survey, we will examine some of
the main arguments raised for and against the explanatory potential of ANNs
as models for language acquisition, while supporting the position that they do
indeed possess at least potential as useful tools and models.

First language acquisition concerns itself with the processes involved in the
development of language in children. There have been traditionally two schools
of thought: nativists and non-nativists or “emergencionists”. Nativists assume
that the ability for language is for the most part innate, and thus the underly-
ing principles of language are universal and inborn to all humans. Proponents
of nativism are Chomsky, Fodor and Pinker, among others. A central idea to

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1346–1357, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Neural Network Models for Language Acquisition: A Brief Survey 1347

nativism is the well-known Chomskian postulate of the existence of a Universal
Grammar [2], which is innate to all individuals and which underlies all spe-
cific instances of human languages. Non nativists (among them, Mac Whin-
ney, Bates and Snow), despite admitting that some of the ability for devel-
oping language may be innate, see language acquisition as a rather emergent
process and a result of children’s social interaction and exposure to linguistic
stimuli. As we will see later, connectionist models of the brain in general, and
self-organizing models in particular, due to their design characteristics, have
a lot to say as advocates of the view of language acquisition as an emergent
process.

The acquisition of a second language and bilingual development in children
present their own of set of issues: the interference and coupling effects between
the two languages, how the two languages and their respective lexicons are rep-
resented in the brain, the effects of age of acquisition, etc. We will also see
a neural-network based model of bilingualism that particially addresses these
issues.

The goal of this survey is to explore ANN-based approaches for an specific
NLP problem: that of language acquisition; what research efforts have histori-
cally been made, where this area of research currently stands, and to what de-
gree ANNs are viable and biologically plausible models of language acquisition.
It was conceived in the light of a perceived prevalence of statistical (e.g. HMMs,
linear classifiers, Gaussian models, SVMs, . . . ) and relational (rule induction)
methods for NLP problems in general in current AI research, in detriment of
more generalized use of ANN (connectionist) methods, although connectionist
models of language cognitive development are being reappraised [3]. Nonethe-
less, it can also be argued that statistical and connectionist methods are not
necessarily mutually exclusive fields. Much work has been done both to provide
a probabilistic interpretation of neural networks and to insert neural networks
within a probabilistic framework [4,5,6]. Some of the most recent theories of cor-
tical activity draw heavily both from connectionist models and from probability
theory [7].

The rest of this work is structured as follows. In Sect. 2, we provide some
historical perspective on connectionist modelling of natural language. Section
3 deals with the strengths of two specific neural architectures that have been
proposed to model aspects of language acquisition, namely Self-Organizing Maps
(SOM) and the Simple Recurrent Network (SRN). In Sect. 4, we describe four
particular proposed architectures commented in a greater level of detail: the
ANN for learning english verbs past tenses by Rummelhart and McClelland [8],
TRACE [9], SOMBIP [10] and DevLex [11]. We will examine in turn the rationale
behind these models, their architectures, training methods and their main results
and implications. Section 5 briefly compares connectionist modelling of lexical
acquisition with statistical and other approaches. Finally, Sect. 6 presents the
conclusions.
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2 The Connectionism vs. Symbolism Controversy: An
Historical Perspective

Connectionism attempts to construct biologically-inspired computacional models
of cognitive processes as a network of connections between processing units or
nodes, known as neurons [12]. According to this view of computation, information
is stored in the form of weights between the nodes’ connections, or synapses,
in imitation of biological synapses. Connectionist models of NLP took off in
the late eighties thanks to the pioneering work of Rummelhart & McClelland
[8], with their famous ANN model of the acquisition of past tenses of English
verbs. Rummelhart and McClelland’s model was intended as a proof-of-concept
against symbolism (and simultaneously against the prevailing nativist view of
the time that language ability was hardwired into the brain from birth): they
argued, information could be better captured in the form of connections among
processing units, thus eliminating the need for formulating explicit rules that try
to explain the details of acquisition phenomena. This claim was widely contested
from symbolist circles (e.g. [13]).

The proponents of symbolism picture the human brain as a digital proces-
sor of symbolic information, and argue that computational models of the brain
should be based on algorithmic programs manipulating symbols. This is the tra-
ditional school of thought, antagonist to connectionism, which denies the validity
of connectionist models altogether and doesn’t credit them with any explana-
tory potential. A halfway position between these two opposite views is that of
implementational connectionists (e.g. Fodor, Pinker and Pylyshyn), who admit
the utility of ANNs in modelling cognitive processes, but hold that they should
be employed ultimately to implement symbolic processing (“the mind is a neu-
ral net; but it is also a symbolic processor at a higher and more abstract level of
description” [14]). According to them, research of models should be made at the
symbolic (psychological) level, whereas ANNs are the tools through which these
models are implemented in practice.

Fodor raised in [15] a well-known argument against the adequacy of connec-
tionism as a model of the mind, based on a characteristic of human intelligence
which he called systematicity. Neural networks, he said, are good at captur-
ing associations, but they alone cannot account for higher cognitive abilities
required, for instance, for human language. Still another main criticism against
connectionist models of language is based on the compositionality of language
(the meaning of a complex statement can be decomposed in terms of the in-
dividual meanings of its simpler constituents). As if to contest this challenge
launched against connectionism about the recursive nature of language, Pollack
devised a neural network architecture that was well-suited to represent recursive
data structures, such as trees and lists: the recursive auto-associative memory
(RAAM) [16]. Due to their ability to represent recursive data structures, RAAM
networks are useful for working with syntactic and semantic representations in
NLP applications. In the field of speech processing, the TRACE architecture by
McClelland and Elman [9] set another milestone in early connectionist modelling
of language.
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More recent systems have used SOM as neural-network models of language
acquisition. One such model is Miikkulainen’s DISLEX [17], which is composed
of multiple self-organizing feature maps. DISLEX is a neural network model
of the mental lexicon, intented to explain the phenomena involved in lexical
aphasia. We will conclude this historical revision by making a reference to the
CHILDES database project [18]. The CHILDES database is a corpus of child-
directed speech, that is, recordings and transcripts of conversations between
parents and young children. It has been subsequently used by other experiments
on neural network modelling of lexical acquisition, in order to gather training
data for the model, and to build a restricted lexicon, representative of the first
stages of language learning.

3 Artificial Neural Network Architectures for Language
Acquisition

In this section we will discuss how two specific neural network architectures,
Kohonen’s SOM [19] and Elman’s SRN [20], have been applied for modelling
aspects of language acquisition and have served as building blocks for larger
ANN models.

3.1 Kohonen Self-Organizing Maps

A SOM network defines a topology-preserving mapping between a often highly
dimensional input space and a low dimensional, most typically 2-D, space. Self-
organization is introduced by having the notion of neighbouring units, whose
weights are adjusted in proportion to their distance from the winning unit. Sev-
eral characteristics of SOM make this architecture especially suitable for mod-
elling language acquisition [10]:

1. Unsupervised learning: SOM is trained by presenting inputs to the network
(without correcting feedback). This is coherent with the way in which chil-
dren are for the most part exposed to language.

2. Self-organization: Activation of the best-matching unit and propagation of
activation yield network units that specialize in specific groups of related
words, and resonance between the input and the matching neuron(s) is in-
creased. This presents a coherent picture of memory and the process of re-
membering.

3. Representation: Inputs that are close in the high dimensional space will
activate nearby units in the 2-D space. Also, semantic categories emerge in
SOM in the form of clusters of related words.

4. Neighbourhood function: Acting on the neighbourhood ratio allows the mod-
elling of different levels of brain plasticity. Early plasticity and formation of
gross categories, and posterior establishment and fine-grained specialization
of the learned structures can be modelled by decreasing the neighbourhood
ratio through the learning process.
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5. Hebbian learning: SOM maps interconnected through hebbian associative
links can be used to model the interactions among different levels of language,
as is done in DISLEX architecture [17].

Anderson reports in [21] the results of several experiments he conducted with
SOM simulations in order to model a number of aspects of language acquisition,
including: the modelization of the process of learning to distinguish word bound-
aries in a continuous stream of speech; the modelization of the disappearance
with age of the ability to recognize phonemes other than those of one’s own lan-
guage; and the modelization of the clinical occurrences of semantically bounded
anomia (i.e. inability to distinguish correctly among words belonging to some
semantic category).

3.2 SRN for Building Word Meaning Representations

A simple recurrent network (SRN) architecture, as introduced by Elman in [20],
can be employed to construct distributed representations (i.e. as a vector of
weights) for the meaning of a word. The word meaning representations are built
from contextual features, by putting the word in relation to its context, as it
occurs in a stream of input sentences. This is indeed what Li and Farkas do in
the WCD (Word Co-ocurrence Detector) subsystem of their DevLex [11] and
SOMBIP [10] models, both of which are described in Sect. 4.

The SRN network has two layers, an input layer and a hidden layer (which
we will call copy layer). This model assigns to each word wi of a lexicon of size
N a unary encoding as a vector of N dimensions, where the i-th component is 1
and the rest of components are 0. The input layer has N input units (as many
units as the number of components in a word’s encoding). At each time instant
t, the hidden or copy layer contains a one-to-one copy of the previous vector
on the input layer (the input word at time t − 1). L and R are two arrays of
associative vectors, fully connecting the units of the copy layer to input layer
and viceversa. Training consists in presenting the network with words from a
stream of input sentences, one word at a time. The weight lij , connecting unit j
in the copy layer to unit i in the input layer, expresses the probability P (jt−1|it)
that word wi is preceded by word wj . Similarly, the weight rij expresses the
probability P (it|jt−1) that word wi follows word wj . These weights are updated
by hebbian learning after each input word is presented. By the end of the train-
ing, li = [li1 . . . liN ] contains a representation of the left context of word wi (the
probability distribution of the words preceding i), and ri = [r1i . . . rNi] contains
a representation of the right context of wi (the probability distribution of the
words following i). The concatenation of these two vectors forms the distributed
representation of the meaning of a word.

4 Case Studies

In the previous sections, we have examined general questions about the subject
of language acquisition, trying to relate the viewpoints of different disciplines.
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In this section we examine four complete ANN models that have been proposed
in the literature to tackle different problems in language acquisition. These four
models are presented here in chronological order of appearance in the research
literature, so that the reader will realize how each one draws on the experience
and foundations laid out by the previous ones.

A first attempt to establish a typology of neural lexical models may be estab-
lished with regard to the type of representation they use, and to the behaviour
of the network over time: in localist representations, each word or the meaning
of the concept that it conveys is represented by a single neuron or processing
unit (i.e. localized), whereas in distributed representations, the representation
of each word or its corresponding concept is spread through multiple units of
the network; likewise, regarding evolution with time, stationary or permanent
models are those in which the connection weights (and the network architec-
ture) are prespecified, whereas in dynamic or learning models the connection
weights (and/or the network architecture) evolve through time. The TRACE ar-
chitecture, for instance, is a localist and stationary model. In constrast, systems
based on the SRN architecture introduced by Elman [20] are usually distributed
and dynamic. Dynamic models afford a better interpretability of the observed
results than stationary ones, by putting the model dynamics in relation with
the dynamics of human lexical learning evidenced by psychology and cognitive
science experimentation. Localist and distributed representations serve different
purposes and are not mutually exclusive: some complex multi-level ANN models
such as DevLex and others based on SOM maps exhibit both types of unit-word
correspondence simultaneously at different levels of representation.

A second attempt at establishing a taxonomy of these models refers to the
type of basic ANN architecture underlying the model. Table 1 summarizes this
distinction and presents some highlights of each type of model.

4.1 Rummelhart and McClelland: Acquisition of Past Tenses of
English Verbs

Rummelhart and McClelland [8] used a one-layer feedforward network based on
the perceptron learning algorithm in order to map verb roots to their past tense
forms. The representation of verbs was based on a system of phonological fea-
tures (Wickelphones), into which verb roots were encoded prior to being inputs
to the network, and which were decoded at the output. Rummelhart and McClel-
land wanted to model the U-shaped learning curve typically found in children:
early correct production of a few irregular verbs, middle confusion due to mix-
ing of regular and irregular verbs’ patterns, and late correct production of the
majority of verbs. To this end, they split a training of 200 epochs in two stages:
in the first 10 epochs, they presented the network with 10 highly-ocurring verbs;
later, during the remaining 190 epochs, they introduced 410 medium-frequency
verbs. The testing set consisted of 86 low-frequency verbs (14 irregular and 72
regular). They report having observed the U-shaped pattern of learning, as many
irregulars were incorrectly produced during the middle stages of training due to
overregularization.
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Table 1. A comparison of ANN models of lexical acquisiton by underlying architecture

Type Examples Training Highlights

Feed-
forward

Rummelhart &
McClelland [8]

Back-
propagation

– Supervised learning: poor reflection of
human lexical acquisition

– The earliest architecture defined
– Able to capture only a highly limited

range of phenomena
– Inadequate to capture temporal di-

mension of language

Interactive
activation TRACE [9] Preset

weights

– Multi-level architecture
– Interactions among different abstrac-

tion levels
– Competition and cooperation among

candidate hypotheses through in-
hibitory synapses

– Temporal context captured by inter-
connecting multiple copies of the net-
work

SOM-
based

DISLEX [17]
SOMBIP [10]
DevLex [11]

SOM
learning +
Hebbian
learning

– Unsupervised learning: reflects main
mode of human language learning

– Self-organization allows for emergence
of lexical categories

– Interaction among different levels of
language

– Distributed encoding for word seman-
tics based on contextual features

– Capture a wide range of phenomena

This model has received a number of critiques, among them:

– that it is not a valid model of language acquisition, because the direct map-
ping from phonological forms of verb roots to past tenses is considered in
isolation from the rest of the language;

– criticisms about the features chosen for representation (that Wickelphones
tend to favour positively the aspects of data that convey most information);

– that the results obtained fall short of being generalizable (due to relatively
low performance);

– and that the training and testing procedures were unrealistic, as a result of
an excessive zeal in modeling the U-shaped learning curve.
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4.2 TRACE: A Model of Speech Processing

TRACE by McClelland and Elman [9] is a neural model of human speech percep-
tion, which implements activation of words in a lexicon through a combination
of phonological and phonotactical features. It set a hallmark in connectionist
treatment of language by introducing the notion of interconnection among dif-
ferent abstraction levels of language. A particularly interesting characteristic of
TRACE is found in its ability to perform word segmentation without an explicit
marker, based only on phonetic interactions.

The TRACE model was based on the principle of interactive activation (IA),
where units are related by connections that exercise either an inhibitory or exci-
tatory action on their neighbours. TRACE has three layers of neurons, each one
representing a higher level of abstraction in language: first, phonetic features;
second, individual phonemes; and third, words. Connections exist within and
across layers. Inhibitory synapses model situations where the items represented
by the co-activating units can not co-exist (competition), whereas excitatory
ones model items that are somehow related (cooperation). In addition, the tem-
poral dimension is captured by having multiples copies of the whole network,
among which neurons are also interconnected.

There is one particular novelty about TRACE that challenged the traditional
perception of the scientific community regarding how the brain network is orga-
nized. It is that activation between layers in TRACE works top-down (words to
phonemes) as well as bottom-up (phonemes to words). It is a matter of debate
whether layers of higher abstraction feed information back to lower layers. An-
other particular characteristic of TRACE is that the connection weights are all
preset to account for the desired model of language: the network does not learn.

4.3 SOMBIP: A Model of Bilingual Lexicon Acquisition

SOMBIP is an ANN model by Li and Farkas [10] of how a bilingual lexicon (i.e.
a lexicon where words of two languages appear mixed) is acquired by bilingual
learners. The network architecture consists of two Kohonen SOM maps, one
phonological (SOM1) and one semantical (SOM2), interconnected via associative
hebbian links. The network was trained to learn a bilingual English-Chinese
lexicon of 400 words (184 Chinese, 216 English), extracted from the CHILDES
database [18].

In order to allow the network to create associations between translation equiv-
alents in the two languages that occur in the bilingual lexicon, if the phonological
representation of an English (or Chinese) word is presented to SOM1 and it has
a translation equivalent in the lexicon, not only the semantic representation of
the same English (or Chinese) word is presented to SOM2 coupled with the
word form, but also the semantic representation of the translation equivalent in
Chinese (or English) is presented.

Emergence of grammatical and lexical categories in the form of visible clusters
appears in SOMBIP, with the particularity that the network is able as well to
effectively separate words from the two languages. Interference effects between
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words, both intra-language and inter-language, were verified by presenting the
network with a phonological representation and observing the response it triggers
in the semantic map, and vice versa. Different levels of the learner’s proficiency in
one of the languages were modelled by building the word meaning representations
for one of the languages from a smaller portion of the corpus. Words from the
dominant language tended to occupy a larger area of the semantic map than
before, which caused lexical confusion in the disadvantaged language.

4.4 DevLex: A Model of Early Lexical Acquisition

DevLex [11], by Li, Farkas & MacWhinney, is a neural network model of the de-
velopment of the lexicon in young children, based mainly in the SOM architecture
and inspired by Miikkulainen’s DISLEX model [17]. The authors observe that
most previous ANN models of lexical acquisition have been based on the super-
vised back-propagation algorithm for training, thus misrepresenting the mainly
unsupervised nature of lexical acquisition in children, and most have also failed
at modelling the incremental nature of vocabulary acquisition. To address this
issues, DevLex introduces through a combination of SOM and ART (Adaptive
Resonance Theory, [22]) modes of operation.

The DevLex architecture is composed of two GMAPs (Growing Maps), one
phonological map for dealing with phonological information of words (P-MAP)
and one semantic map (S-MAP) for dealing with word’s meanings. A GMAP is
an arrangement that combines both the self-organization properties of SOM, and
the ability of ART networks to create new nodes that become representatives of
a new class of inputs. The learning process is modelled like a gradual transition
between the SOM and ART modes of learning. During SOM mode, the network
undergoes reorganization as a result of exposure to the input patterns. In ART
mode, the network is allowed to create new units when the input pattern (word
forms or meanings) is sufficiently different from all the patterns stored in existing
nodes. At any time, showing the network a word form causes a response in the S-
MAP, which models language comprehension; while showing the network a word
meaning causes a response in the P-MAP, which models language production.

The results observed concerted three types of phenomena: category emergence,
lexical confusion and effects of age of acquisition. The target 500-word vocabulary
from the CHILDES database is structured in 4 major lexical categories (nouns,
verbs, adjectives and closed-class words). By comparing each S-MAP unit against
its 5-nearest neighbours, category compaction was observed in nouns (more than
90%), then in verbs, in adjectives (circa 80%), and last closed-class words. Lexical
confusion in the network was evaluated by looking inside individual units, in
order to observe how many words of the lexicon were cluttered into the same
unit, and over the associative links that relate phonology and meaning. Largely in
agreement with the way how this phenomenon manifests in children, it was found
that lexical confusion is very high during early stages of high reorganization
(in SOM mode), and then decreases steeply just to reach a minimum in ART
mode. Regarding age of acquisition, it was observed that, after the network starts
operating in ART mode, the earlier a word was entered for learnig, the less it
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took the network to construct an unique representation for it and with a correct
association between form and meaning.

5 Comparison to Statistical Approaches

Statistical NLP has typically concerned itself with problems that depart from
the interpretation of language acquisition (or lexical acquisition) addressed in
this survey. Rather than modelling the identification and learning of words of a
lexicon from phonological and/or semantic contextual information, as the ANN
models we have reviewed in the previous sections do, the methods employed in
statistical NLP extract a series of lexical, morphological, syntactic and semantic
features from text documents, in order to apply them to higher-level tasks where
the focus is on performance on the task at hand, as opposed to interpretabil-
ity of the results, or imitation of biological or cognitive processes. Examples of
such tasks are text categorization, information extraction, machine translation
or word sense disambiguation, among others.

An outstanding difference regarding the way features extracted from words
and text are employed in statistical NLP with respect with the connectionist
models we have seen here, is that in statistical NLP information flows only
from lower-level features (i.e. levels of language) to higher-level problems. Lower
levels of language (e.g. morphological) are used to solve the NLP problems in
the higher levels (e.g. syntactic or semantic). There is no notion of information
flowing forward and backwards across language levels (as in the TRACE model
in [9]) or interaction (in a hebbian sense) among different levels.

Although some research literature on the application of ANNs to NLP tasks
in general has been published in recent years, the overwhelming majority of in-
stances have employed either statistical or symbolic approaches. This scarcity of
ANN-related publications might be due, at least in part, to two of the limitations
that are usually associated to ANN models: that of the difficult interpretabil-
ity of results, and the excessive tuning of the network architecture and learning
parameters that is required. Moreover, it is hard to integrate existing back-
ground linguistic knowledge for use by an ANN, if so desired. Nevertheless, and
as mentioned in the introduction, some connectionist models have been reinter-
preted within the framework of probability theory. Among the frequently quoted
advantages of this reformulation, we find: the possibility of defining principled
model extensions, and the explicit addressing of the model complexity problem.
Among the disadvantages: the likely increase of computational effort, and the
requirement of data distributional assumptions that might hamper biological
plausibility.

With respect to the effect of lexical category emergence of which we have seen
occurrences in SOM-based models, and which has an intrinsic interest from the
standpoint of modelling cognitive processes, a similar category separation could
have been attained by resorting to traditional statistical clustering techniques.
Nevertheless, models based on SOM offer an additional value concerning analysis
and visualization of the resulting clusters, which is afforded by the reduction-of-
dimensionality characteristic of SOM.
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6 Conclusions

Throughout this brief survey, we have seen a variety of neural network con-
nectionist architectures that can be used to capture phenomena that arise in
language acquisition. Arguments that have been raised for and against ANNs as
valid models of language acquisition have been presented. This has lead to the
explanation of two particular instances of ANN-based models for lexical acqui-
sition, and has enabled us to prove the point that such full-scale neural models
as DevLex (for early lexical acquisition) and SOMBIP (for modelling the acqui-
sition of a bilingual lexicon) can reproduce a variety of phenomena that have a
parallel in empirical evidence: lexical confusion, interference between languages,
effects of proficiency and learning capacity, etc. In fact, ANNs such as these, as
well as other machine learning methods (as in [23]), provide a computational ba-
sis for certain biological and psychological explanations of empirically observed
phenomena.
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Abstract. Evolutionary algorithms has been recently used for proto-
type selection showing good results. An important problem in prototype
selection consist in increasing the size of data sets. This problem can be
harmful in evolutionary algorithms by deteriorating the convergence and
increasing the time complexity. In this paper, we offer a preliminary pro-
posal to solve these drawbacks. We propose an evolutionary algorithm
that incorporates knowledge about the prototype selection problem. This
study includes a comparison between our proposal and other evolutionary
and non-evolutionary prototype selection algorithms. The results show
that incorporating knowledge improves the performance of evolutionary
algorithms and considerably reduces time execution.

1 Introduction

Most machine learning methods use all examples from the training data set. How-
ever, data sets may contain noisy examples, that make the performance worse
of these methods, or they may contain great amount of examples, increasing
the complexity of computation. This fact is important especially for algorithms
such as the k-nearest neighbors (k-NN) [1]. Nearest neighbor classification is one
of the most well known classification methods in the literature. In its standard
formulation, all training patterns are used as reference patterns for classifying
new patterns.

Instance selection (IS) is a data reduction process applied as preprocessing in
data sets which are used as inputs for learning algorithms [2]. We consider data
as stored in a flat file and described by terms called attributes or features. Each
line in the file consists of attribute-values and forms an instance. By selecting
instances, we reduce the number of rows in the data set. When we use the
selected instances for direct classification with k-NN, then the IS process is
called Prototype Selection (PS).

Various approaches were proposed in order to carry out PS process in the lit-
erature, see [3] and [4] for review. Evolutionary Algorithms (EAs) have been used
to solve the PS problem with promising results [5,6]. These papers show that
EAs outperform the non-evolutionary ones obtaining better instance reduction
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rates and higher classification accuracy. However, the increasing of the size of
data is always present in PS. The Scaling Up problem produces excessive storage
requirement, increases times complexity and affects to generalization accuracy.

When we use EAs for selecting prototypes (we call it as Evolutionary Proto-
type Selection (EPS)), we have to add to these drawbacks the ones produced by
the chromosomes size associated to the representation of the PS solution. Large
chromosomes size increases the storage requirement and time execution and re-
duces significantly the convergence capabilities of the algorithm. A way of avoid
the drawbacks of this problem can be seen in [7], where data sets stratification
is used.

In order to improve the capacity of convergence and reduce time execution on
EPS, we propose an evolutionary model that incorporates knowledge through the
local improvement of chromosomes based on removing prototypes and adapting
chromosome evolution. The aim of this paper is to present our proposal model
and compare it with others PS algorithms studied in the literature. To address
this, we have carried out experiments with increasing complexity and size of data
sets.

To achieve this objective, this contribution is set out as follows. Section 2 sum-
marizes the main features of EPS. In Section 3, we explain how to incorporate
knowledge in EPS. Section 4, describes the methodology used in the experi-
ments and analyzes the results obtained. Finally, in Section 5, we point out our
conclusion.

2 Evolutionary Prototype Selection

EAs [8] are stochastic search methods that mimic the metaphor of natural bio-
logical evolution. All EAs rely on the concept of population of individuals (rep-
resenting search points in the space of potential solutions to a given problem),
which undergo probabilistic operators such as mutation, selection and recom-
bination. The fitness of an individual reflects its objective function value with
respect to particular objective function to be optimized. The mutation operator
introduces innovation into the population, the recombination operator performs
an information exchange between individuals from a population and the selection
operator imposes a driving force on the evolution process by preferring better
individuals to survive and reproduce.

PS problem can be considered as a search problem in which EAs can be
applied. To accomplish this, we take into account two important issues: the
specification of the representation of the solutions and the definition of the fitness
function.

– Representation: Let us assume a data set denoted TR with n instances.
The search space associated is constituted by all the subsets of TR. This is
accomplished by using a binary representation. A chromosome consists of n
genes (one for each instance in TR) with two possible states: 0 and 1. If the
gene is 1, its associated instance is included in the subset of TR represented
by the chromosome. If it is 0, this does not occur.
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– Fitness Function: Let S be a subset of instances of TR to evaluate and
be coded by a chromosome. We define a fitness function that combines two
values: the classification rate (clas rat) associated with S and the percentage
of reduction (perc red) of instances of S with regards to TR.

Fitness(S) = α · clas rat + (1 − α) · perc red. (1)

The 1-NN classifier is used for measuring the classification rate, clas rat,
associated with S. It denotes the percentage of correctly classified objects
from TR using only S to find the nearest neighbor. For each object y in
S, the nearest neighbor is searched for amongst those in the set S \ {y}.
Whereas, perc red is defined as

perc red = 100 · |TR| − |S|
|TR| . (2)

The objective of the EAs is to maximize the fitness function defined, i.e.,
maximize the classification rate and minimize the number of instances ob-
tained.

Considering this issues, four models of EAs have been studied as EPS [6]. The
first two are the classical Genetic Algorithm (GA) models [9]; the generational
one and the steady-state one. The third one, heterogeneous recombinations and
cataclysmic mutation (CHC), is a classical model that introduces different fea-
tures to obtain a tradeoff between exploration and exploitation [10], and the
fourth one, PBIL [11], is a specific EA approach designed for binary spaces.

Our proposal of EA is a steady-state model with the following characteristics:

– The fitness function is calculated by the number of instances correctly clas-
sified, without obtain the reduction rate.

– Selection mechanism used is binary tournament.
– As genetic operators we use a crossover operator that randomly replace 20%

of first parent’s bits with second parent’s bits and vice versa, and standard
mutation of bit representation of chromosomes.

– Our proposal will use a replacement of the worst individuals of the population
in all cases.

3 Incorporating Knowledge in Prototype Selection

Incorporation of knowledge can help to improve the behavior of an algorithm for
a determined problem. We have designed a Local Search (LS) procedure based
on knowledge on the PS problem that will be applied to improve individuals of
a population of an EA. LS that incorporates knowledge procedure is an iterative
process that tries to enhance the accuracy classification of a chromosome repre-
sentation by using 1-NN method and to reduce the number of instances selected
in a solution.
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To achieve this double objective, it considers neighborhood solutions with
m − 1 instances selected, being m equal to the number of instances selected in a
current solution (all positions with value 1 in the chromosome). In other words,
a neighbor is obtained by changing 1 to 0 in a gene. In this way, the number of
instances represented in a chromosome after the optimization always will be less
than or equal to the number of instances of the original chromosome.

Now we describe the local search. It has a standard behavior when we im-
prove the fitness, and a strategy for dealing with the problem against premature
convergence in the second half of the run. In the following, we describe them:

– Standard behavior : It starts from an initial assignment (a recently generated
offspring) and iteratively try to improve the current assignment by local
changes. If in the neighborhood of the current assignment, a better assign-
ment is found, it replaces the current assignment and it continues from the
new one. The selection of a neighbor is made randomly without repetition
among all solutions that belongs to the neighborhood. In order to consider an
assignment better than the current one, the accuracy of classification must
be better than or equal to the previous one, but in this last case, the number
of instances selected must be less than current assignment. The procedure
stops when there are not solutions considered better than the current one in
its neighborhood.

– Avoiding premature convergence: When the search process advances, a ten-
dency of the population to premature convergence toward a certain area of
the search space takes place. A local optimization promotes this behavior
when it considers solutions with better classification accuracy. In order to
prevent this conduct, LS proposed will accept worse solutions in the neigh-
borhood provided two conditions are carried out: the difference of fitness
between current and neighbor solution will be not greater than one unit and
a certain number of evaluations of EA in the execution have been reached
(we consider overcome the half of total number of them).

By using this strategy of local optimization of a chromosome, we can distin-
guish between Total evaluation and Partial evaluation.
– Total Evaluation: It consists in a standard evaluation of performance of a

chromosome in EPS, that bears to compute the nearest neighbor of each
instance belongs to subset selected and take the account of the instances
classified correctly.

– Partial Evaluation: It can take place when it accomplish on a neighbor solu-
tion of a current already evaluated and differs only in a bit position, which
have changed from value 1 to 0. If a total evaluation counts as one evaluation
in terms of taking account of number of evaluations for the stop condition,
a partial evaluation counts as:

Nnu

|TR| (3)

where Nnu is the number of neighbors updated when a determined instance is
removed by LS procedure and |TR| is the size of the original set of instances
(also is the size of the chromosome).



1362 S. Garćıa, J.R. Cano, and F. Herrera

If a structure U = {u1, u2, ..., un} is defined, where ui/i = 1, ..., n repre-
sents the identifier of the nearest instance to the instance i, considering only
instance subset selected by the chromosome, a reduction of time complexity can
be achieved. A partial evaluation can take advantage of U and of the divisible
nature of the PS problem when instances are removed. Note that if instances
are added (changes from 0 to 1 are allowed), the update of U is neither partial
nor an efficient process because all neighbors have to been computed again. In
this sense, the PS problem have characteristics of divisible nature.

An example is illustrated in figure 1, where a chromosome of 13 instances is
considered. LS procedure removes the instance number 3. Once removed, the
instance number 3 can not appears into U structure as nearest neighbor of
another instance. U must be updated at this moment obtaining the new nearest
neighbors for the instances that had instance number 3 as nearest neighbor.
Then, a relative fitness with respect original chromosome fitness is calculated
(instances 1, 5, 11 and 13).

Class Instances
A {1,2,3,4,5,6,7}
B {8,9,10,11,12,13}

Current Solution → Neighbor Solution
Representation 0110110100010 → 0100110100010
U structure {3, 5, 8, 8, 3, 2, 6, 2, 8, 8, 3, 2, 3} → {12, 5, 8, 8, 2, 2, 6, 2, 8, 8, 8, 2, 8}
Fitness {1,1,0,0,1,1,1,0,1,1,0,0,0} → {-1,*,*,*,0,*,*,*,*,*,+1,*,+1}

7 → 7 − 1 + 1 + 1
Partial evaluation account: Nnu

|T | = 4
13

Neighbor Fitness: 8

Fig. 1. Example of a move in LS procedure and a partial evaluation

4 Experiments and Results

In this section, the behavior of the EPS proposed is analyzed using 13 data sets
taken from the UCI Machine Learning Database Repository [12] and compared
with others non-evolutionary PS algorithms, such as ENN [13], CNN [14], RNN
[15], IB3 [16], DROP3 [3] and RMHC [17] (brief descriptions can be found in
[3]). The main characteristics of these data sets are summarized in Table 1.

The data sets considered are partitioned using the ten fold cross-validation
(10-fcv) procedure. Whether either small or medium data sets are evaluated, the
parameters used are the same, see Table 2. The scale of size of data sets and
parameters for the algorithms follow the instructions given in [6].

Tables 3 and 4 show us the average of the results offered by each algorithm
for small data sets and medium data sets, respectively. Each column shows:

– The first column shows the name of the algorithm. Our proposal of Incor-
porating Knowledge in a Genetic Algorithm for PS problem will be labeled
by IKGA and will be followed by the number of evaluations executed to
reach the stop condition. It has been executed considering 5000 and 10000
evaluations in order to check its behavior.
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Table 1. A brief summary of the experimental data sets

Name N. Instances N. Features. N. Classes. Size
Bupa 345 7 2 small
Cleveland 297 13 5 small
Glass 294 9 7 small
Iris 150 4 3 small
Led7Digit 500 7 10 small
Lymphography 148 18 4 small
Monks 432 6 2 small
Pima 768 8 2 small
Wine 178 13 3 small
Wisconsin 683 9 2 small
Pen-Based 10992 16 10 medium
Satimage 6435 36 7 medium
Thyroid 7200 21 3 medium

Table 2. Parameters considered for the algorithms

Algorithm Parameters
CHC Pop = 50, Eval = 10000, α = 0.5
IB3 Acept.Level = 0.9, DropLevel = 0.7
IKGA Pop = 10, Eval = [5000|10000], pm = 0.01, pc = 1
PBIL LR = 0.1, Mutshift = 0.05, pm = 0.02, Pop = 50

NegativeLR = 0.075, Eval = 10000
RMHC S = 90%, Eval = 10000

– The second column contains the average execution time associated to each
algorithm. The algorithms have been run in a Pentium 4, 3 GHz, 1 Gb RAM.

– The third column shows the average reduction percentage from the initial
training sets.

– Fourth and Fifth columns contains the training accuracy when using the
training set selected Si from the initial set TRi and the test accuracy of Si

over the test data set TSi, respectively.

In the third, fourth and fifth columns, the best result per column are shown in
bold.

By studying the tables 3 and 4, two drawbacks can be appreciated:

– The evaluation of just the mean classification accuracy over all the data sets
hides important information due to a better/worse behavior of an algorithm
associated to a determined data set.

– Each data set represents a different classification problem and different data
sets have many different degrees of difficulty.

To avoid these drawbacks, we have included a second type of table accom-
plishing a statistical comparison of methods over multiple data sets. Demšar
[18] recommends a set of simple, safe and robust non-parametric tests for sta-
tistical comparisons of classifiers. One of them is Wilcoxon Signed-Ranks Test
[19,20]. Table 5 collects results of applying Wilcoxon test between our proposed
methods and rest of PS algorithm studied in this paper over the 13 data sets
considered. This table is divided in three parts: In the first part, we accomplish
Wilcoxon test by using as performance measure only the reduction of the train-
ing set; in the second part, the measure of performance used is the accuracy
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Table 3. Average results for small data sets

Algorithm Time(s) Reduction Ac. Train Ac. Test
1NN 0.02 - 73.52 72.52
CHC 8.67 97.45 79.91 74.14
CNN 0.03 65.70 64.76 68.35
DROP3 0.17 83.53 73.50 67.90
ENN 0.02 25.21 77.68 73.44
IB3 0.02 69.17 64.17 69.90
PBIL 31.05 93.99 81.55 73.96
IKGA 5000 Ev. 6.20 98.43 74.77 76.37
IKGA 10000 Ev. 13.49 98.46 74.71 75.97
RMHC 17.50 90.18 83.80 74.98
RNN 4.63 92.43 74.59 73.37

Table 4. Average results for medium data sets

Algorithm Time(s) Reduction Ac. Train Ac. Test
1NN 31.56 - 94.19 94.18
CHC 8945.91 99.55 93.02 92.45
CNN 2.31 88.80 88.86 90.58
DROP3 186.82 94.62 89.17 87.71
ENN 10.78 5.88 95.11 94.41
IB3 5.48 73.02 91.87 92.80
PBIL 51165.29 83.82 94.79 93.80
IKGA 5000 Ev. 2394.07 99.29 94.84 93.81
IKGA 10000 Ev. 4996.26 99.34 94.95 93.74
RMHC 8098.15 90.00 96.35 94.06
RNN 23822.91 96.57 94.22 92.81

Table 5. Wilcoxon test

Reduction Performance
IKGA 5000 Ev. IKGA 10000 Ev. CHC CNN DROP3 ENN IB3 PBIL RMHC RNN

IKGA 5000 Ev. = = + + + + + + + +
IKGA 10000 Ev. = = + + + + + + + +

Accuracy in Test Performance
IKGA 5000 Ev. IKGA 10000 Ev. CHC CNN DROP3 ENN IB3 PBIL RMHC RNN

IKGA 5000 Ev. = = + + + = + = = =
IKGA 10000 Ev. = = + + + = + = = =

Accuracy in Test ∗ 0.5 + Reduction ∗ 0.5
IKGA 5000 Ev. IKGA 10000 Ev. CHC CNN DROP3 ENN IB3 PBIL RMHC RNN

IKGA 5000 Ev. = = + + + + + + + +
IKGA 10000 Ev. = = + + + + + + + +

classification in test set; in third part, a combination of reduction an classifica-
tion accuracy is used for performance measure. This combination corresponds to
0.5 ·clas rat+0.5 ·perc red. Each part of this table contains two rows, represent-
ing our proposed methods, and N columns where N is the number of algorithms
considered in this study. In each one of the cells can appear two symbols: + or =.
They represent that the algorithm situated in that row outperforms (+) or is sim-
ilar (=) in performance that the algorithm which appear in the column (Table 5).

The following analysis seeing this results can be made:

– IKGA presents the best reduction and test accuracy rates in Table 3.
– In Table 4, IKGA offers a good test accuracy rate and maintains a high

reduction rate.



Incorporating Knowledge in Evolutionary Prototype Selection 1365

– When the problem scales up to medium data sets, IKGA avoids premature
convergence observed in CHC and reach similar test accuracy than PBIL,
but provides more reduction rate.

– Time execution over small and medium data sets decreases considerately by
using IKGA with respect the remaining EAs.

– IKGA executed with 5000 evaluations and 10000 evaluations have similar
behavior. This indicates that this algorithm carries out a good trade-off
between exploitation and exploration over the search space.

– In Table 5, IKGA outperforms all methods considering that both objec-
tives (reduction and test accuracy) have the same importance. Furthermore,
Wilcoxon accuracy test considers it equal to classical algorithms such as
ENN, RNN or RMHC, but these algorithms don’t reach its reduction rate.

5 Concluding Remarks

In this paper, we have presented an Evolutionary Algorithm that incorporates
knowledge on the Prototype Selection problem. The results shows that incorpo-
rating knowledge can obtain an improvement on accuracy and a better reduction
of data. Furthermore, a decrement of time complexity is got with respect others
Evolutionary Prototype Selection algorithms studied in the literature.

Acknowledgement. This work was supported by TIN2005-08386-C05-01 and
TIN2005-08386-C05-03.
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Abstract. D-S evidence theory has been studied and used for information fu-
sion for a while. Though D-S evidence theory can deal with uncertainty reason-
ing from imprecise and uncertain information by combining cumulative evi-
dences for changing prior opinions using new evidences. False evidence gener-
ated by any fault sensor will result in evidence conflict increasing and inaccu-
rate fused results. Evidence relationship matrix proposed in this paper depicts 
the relationship among evidences. False evidences can be identified through the 
analysis of relationships among evidences. Basic probability assignments re-
lated to the false evidences may be decreased accordingly. The accuracy of in-
formation fusion may be improved. Case studies show the effectiveness of the 
proposed method.   

Keywords: evidence relationship matrix, D-S evidence theory, and information 
fusion.  

1   Introduction 

The Dempster-Shafer (D-S) evidence theory was proposed by Shafer, who built upon 
Dempster’s research [1]. It is able to calculate probabilities that evidence supports the 
propositions and offers an alternative approach to dealing with uncertainty reasoning 
from imprecise and uncertain information. The theory is suitable to taking into ac-
count the disparity of knowledge types due to the fact that it is able to provide a fed-
erative framework, and combine cumulative evidences for changing prior opinions in 
the light of new evidences [1, 2]. Therefore, the study and application of D-S evi-
dence theory for information fusion attract researchers interests [3, 4, 5].  

We still face some challenges during using the theory in practice. For example, 
evidence may not be sufficient to support the basic probability assignment because of 
the measurement errors incurred by sensors. Recently, fuzzy theory was introduced to 
modify the basic probability assignment (BPA) with the consideration of evidence 
sufficiency [6, 7]. But, false evidences are not considered. If any sensor has fault, the 
acquired data is not correct any more. False evidences will occur. The conflicts 
among evidences may be bigger than before. Wrong fusion results may arise. In this 
paper, evidence relationship matrix that can reflect the relationships among evidences 
is proposed. Through studying the evidence relationship, we can identify false  
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evidences. The BPAs related to the false evidences can be decreased greatly. There-
fore, the accuracy of information fusion through D-S evidence theory can be im-
proved accordingly.  

The rest of the paper is organized as follows. D-S evidence theory is illustrated 
briefly in Section 2. Evidence relationship matrix is proposed in Section 3. The modi-
fication of BPAs based on evidence relationship matrix is investigated. An example is 
given out to validate the proposed method in Section 4. Conclusions and discussion 
are presented in the last section.  

2   D-S Evidence Theory 

Let Θ  be a finite nonempty set of mutually exclusive alternatives, and be called dis-
cernment frame containing every possible hypothesis.  

Basic probability assignment is a function, ]1,0[2: →Θm , such that m(Ø)=0 where 

Ø denotes an empty set, and 1)( =∑ Xm  for any Θ⊆X . The power set Θ2  is the set of 

all the subsets of Θ including itself [1]. Given a piece of evidence, a belief level be-
tween [0, 1], denoted by m(⋅), is assigned to each subset of Θ . Each subset contains 
one or more hypothesis. If a feature for a hypothesis exists, the corresponding BPA is 
said to be fired by the feature and the feature is called evidence. This BPA will be 
involved in information fusion. Otherwise, the BPA for the hypothesis will not be 
fired and considered for information fusion.  

The total belief level committed to X, ]1,0[2: →ΘBel , is obtained by calculating the 

belief function for X as Eq. (1). Bel(X) represents the belief level that a proposition 
lies in X or any subset of X. 

.)()(
,
∑

Θ⊆⊆

=
XXY

YmXBel  
(1) 

The plausibility function defined below measures the extent, to which we fail to 
disbelieve the hypothesis of X, ]1,0[2: →ΘPl . 

.)()(
,,

∑
Θ⊆∅≠

=
YXXY

YmXPl
∩

 
(2) 

Both imprecision and uncertainty can be represented by Bel and Pl. The relation-
ship between them is  

.
)()(

)(1)(

⎩
⎨
⎧

≥
−=

ABelAPl

ABelAPl  (3) 

Where, A  is the negation of hypothesis A. Bel(A) and Pl(A) are the lower limit and 
the upper limit of belief level of A, respectively. Pl(A)-Bel(A) for Θ⊆A  represents 
the ignorance level in hypothesis A.  

Multiple evidences can be fused using Dempster’s combination rule, shown as Eq. 
(4) [1]. Evidences of any subsets X and Y of Θ  can be used to calculate the belief 
level in a new hypothesis C. YXC ∩= . If ∅=C , it means evidences conflict with 
each other totally and the belief level in hypothesis C is then null. 
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where i ( 'i ) denotes the ith ( 'i th) evidence. )(Xmi
 and )(' Ymi

 are the BPA of X sup-

ported by evidence i and the BPA of Y supported by evidence 'i , respectively. Let  
,)()( '', ∑

∅=
×=

YX
iiii YmXmk

∩

 
(5) 

',iik  is called the conflict factor between the two  evidences i and 'i , where 1', ≠iik . 

Dempster’s combination rule can be generalized to more than two hypotheses, as 
Eq. (6). The final result represents the synthetic effects of all evidences.   

 

).))((( 2121 """" ⊕⊕⊕=⊕⊕⊕= mmmmm  (6) 

In practice, because the collected data from sensors have errors and the features ex-
tracted may not be sufficient, we may have no adequate evidence to support a certain 
hypothesis. Fan and Zuo solve the issue through the introduction of fuzzy theory [6]. 
For evidence 

ie , the evidence sufficiency can be realized by the attenuation of BPA 

using sufficiency index
iμ , as Eq. (7). The new BPA is denoted by )(, ⋅∗im . 

⎪⎩

⎪
⎨
⎧

Θ=Θ⊂⋅−
Θ⊂⋅

= ∑
Θ⊂

∗ ABBm

AAm
Am

B
ii

ii

i ,,)(1

),(
)(, μ

μ  
(7) 

where ni ,,2,1 "= , n is the number of evidences, and * denotes that the BPA has in-

corporated evidence sufficiency. All the above analysis is based on the assumption 
that all sensors are normal. In practice, we may collect false data and obtain false 
evidence if any unknown fault sensor exists.  For this case, information fusion results 
are suspect and may be wrong. 

3   The Evidence Relationship Matrix and the Modification of 
BPAs 

Because all the information comes from a same system usually, there may be a rela-
tionship between any two evidences. E is used to represent evidence set in this paper. 
E },,2,1|{ niei "== . n is the number of all the evidences that may be obtained for 

information fusion. 
jir ,
 represents the relationship between evidences 

ie and 
je . 

nj ,,2,1 "= . It means that if evidences 
ie  appear, the appearance probability of evi-

dence 
je  should be 

jir ,
. ]1,0[, ∈jir . If there is no relationship between evidences 

ie and 

je , 5.0, =jir . It means that if 
ie  appears, the appearance possibility of 

je is 50%. The 

meaning of 5.0, <jir is that if 
ie  appears, the appearance possibility of 

je is less than 

50%. For evidence self, 1, =iir . In this paper, 
jir ,
are determined through system  
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analysis. For example, machine faults are usually reflected through vibration, acous-
tic, wear debris, oil temperature, electrical current, and function performance. The 
pattern identification accuracy of machine faults is greatly depended on the above 
multi signatures. The determination of 

jir ,
 is based on the following relationships. 

Such as: if the vibration increases, acoustic level will increase with the possibility of 
80%. If there are lots of metal particles in oil debris, vibration will increase with the 
possibility of 90%. These possibilities 

jir ,
 can be obtained by experts experience and 

statistic based on past fault modes. Then, we may have the following matrix, called 
evidence relationship matrix.  
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In this matrix, for evidence 
ie , when the number of  j that satisfies 5.0, >ijr  is more 

than one, it means that more than one evidences support the appearance of 
ie . In other 

words, the appearance possibility of 
ie  becomes bigger. For each row in Eq. (8), we 

can obtain the appearance possibility of 
ie , R

iP , from total other evidences by  
 

.,∑=
j

ji
R

i rP  
(9) 

 

Accordingly, for each column in Eq. (8), we can obtain the appearance possibility 
of 

ie , C
iP , from total other evidences by  

 

.,∑=
i

ji
C
j rP  

(10) 
 

Because nji ,,2,1, "= , we may write R
jP  as R

iP . At last, we can reach the general 

appearance possibility of an evidence i by  
 

2/)( C
i

R
ii PPP += . 

(11) 
 

The modification of BPAs can be performed. Firstly, construct the matrix in Eq. 
(8). Secondly, calculate 

iP  using Eqs. (8)-(11). Thirdly, define an appearance possibil-

ity index 
iP̂ . )max(ˆ

iii PPP = . At last, we obtain the modified BPAs )(ˆ)(* XmPXm iii = . 

Θ⊂X . In addition, considering sensor error, we introduce synthetical index 
iξ . 

iii P μξ ⋅= ˆ . 
iμ  is evidence sufficiency index. The details can be referred to [6]. There-

fore, the modified BPAs can be obtained by 
 

⎪⎩

⎪
⎨
⎧

−=Θ
=

∑ )(1)(

)()(
**

*

Xmm

XmXm

ii

iii ξ  for Θ⊂X . (12) 
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In Eq. (12), we assume that all the evidences have same importance in order to fo-
cus on the issue mentioned in this paper.  

In practice, it is impossible that all evidences appear at a same time. Only the evi-
dences related to a hypothesis, which is true, appear. Therefore, we have the practical 
relationship matrix R̂ . The dimension of R̂  is less than that of R.  

At last, we substitute the )(Xmi
 and )(Ymi

 by )(* Xm
i

 and )(* Ymi
, respectively. Us-

ing Eq. (4), we can fuse information and greatly avoid the affect of false evidences.  

4   Case Studies  

In order to verify the proposed method, an example is studied. Suppose 
},,{ 321 FFF=Θ , E }3,2,1|{ == iei

. The BPAs are shown in Table 1.  

Table 1. The basic possibility assignments 

 m ({F1}) m ({F2}) m ({F3}) m ( Θ ) 
e1 0.1 0.2 0.7 0 
e2 0.4 0.5 0 0.1 
e3 0.8 0.1 0.1 0 

In this example, we assume that all the evidences are sufficient and have the same 
importance for information fusion. Therefore, 1=iμ . In Table 1, we find that evi-

dences e1 support {F3} greatly. While, evidences e2 and e3 do not support {F3} very 
well. Obviously, both of evidences e2 and e3 conflict with evidence e1. Therefore, e1 
may be false evidence.   

If we do not consider the phenomena discussed above, according to Eq. (4), we 
fuse the evidence }3,2,1|{ =iei

 and obtain the following results. 6778.0})({ 1 =Fm . 

2035.0})({ 2 =Fm . 1187.0})({ 3 =Fm . Correspondingly, belief level and plausibility can 

be obtained using Eqs. (1) and (2), respectively. Such as, 6778.0})({ 1 =FBel . 

6778.0})({ 1 =FPl . 

We then consider the relationship among evidences in order to embody the conflict 
issue mentioned above. The evidence relationship matrix is shown in Eq. (13). Based 
on Eqs. (8)-(11), we are able to calculate 

iP̂ . 
iP̂  are equal to 0.6667, 0.911, and 1, 

respectively, when i is equal to 1, 2 and 3. Based on Eq. (12), Table 1 is modified to 
Table 2. 

 

.
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Table 2. The modified basic possibility assignments 

 m* ({F1}) m* ({F2}) m* ({F3}) m*( Θ ) 
e1 0.0667 0.1333 0.4667 0.333 
e2 0.3644 0.4544 0 0.1801 
e3 0.8 0.1 0.1 0 

According to Eq. (4) and Table 2, we fuse the evidence }3,2,1|{ =iei
 again and ob-

tain the following results. 7960.0})({ 1 =Fm . 1368.0})({ 2 =Fm . 0672.0})({ 3 =Fm . Corre-

spondingly, belief level and plausibility can be obtained using Eqs. (1) and (2), re-
spectively. Such as, 7960.0})({ 1 =FBel . 7960.0})({ 1 =FPl . 

Compared with the fusion results without introduction of evidence relationship ma-
trix, the BPA of {F1} increases using the proposed method. The comparisons are 
shown in Fig. 1. According to Eqs. (1) and (2), the Bel and Pl of {F1} will increase 
using the proposed method, correspondingly. The BPA, Bel and Pl of {F3} decrease 
greatly. These results show that the role of evidence e1 for fusion is decreased greatly.  

0
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s 

m ({F 1 }) m ({F 2 }) m ({F 3 })
 

Fig. 1. The comparison between D-S evidence theory and the proposed method 

5   Conclusions and Discussions 

In this study, relationships among evidences are considered in D-S evidence theory 
for information fusion. Evidence relationship matrix is proposed to depict these rela-
tionships. Appearance possibility index obtained using the evidence relationship ma-
trix is proposed as well. Case studies show that the proposal of evidence relationship 
matrix and appearance possibility index can help to decrease the role of false evi-
dences for information fusion. The credibility of information fusion is improved com-
pared with the information fusion using traditional D-S evidence theory. The evalua-
tion of relationships between any two evidences needs study further.  
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Abstract. Many applications require ordering of instances represented
by high dimensional vectors. Despite the reasonable quantity of papers
on classification and clustering, papers on multidimensional ranking are
rare. This paper expands a generic ranking procedure based on one-
dimensional self-organizing maps (SOMs). The typical similarity metric
is modified to a weighted Euclidean metric and automatically adjusted
by a genetic search. The search goal is the best ranking that matches
the desired probability distribution (provided by experts) leading to a
context-sensitive metric. To ease expert agreement the technique relies on
consensus about the best and worst instances. Besides the ranking task,
the derived metric is also useful on reducing the number of dimensions
(questionnaire items in some situations) and on modeling the data source.
Promising results were achieved on the ranking of data from blood bank
inspections and client segmentation in agribusiness.

1 Introduction

Despite the existence of few reported works, the area of context-sensitive multi-
dimensional ranking is interesting to many areas [2,3,4]. Some studies are under-
taken regarding the problem faced in web search engines, where pages must be
ranked, but this problem has a different nature since dimensions are not clearly
available in the text and query-time is very important. This paper presents a
general technique introduced in [1] by one of the authors and exemplifies its
use with two practical examples based on questionnaires: quality evaluation of
Brazilian blood banks and client segmentation in agribusiness.

Generally, multidimensional data represents any phenomenon or entity of the
real world, assuming an attribute vector format. Which attributes of the phe-
nomenon will be selected depend on the application. Many times, the available
attributes are not of direct interest. They are only paths to discover the attributes
that we are really interested. An example would be the multidimensional data
that reports a blood bank sanitary inspection or a client interview.
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By using the first example in order to clarify, the interest of the application is
to rank Brazilian blood banks according to the quality of available services. The
attribute ‘quality’, however, is not directly measurable. It is obtained through
observation and analysis of other attributes (component variables), more pre-
cisely 77 recorded attributes for each blood bank. Therefore, the attribute we
are really interested at is a latent attribute.

When ‘ranking’ (ordinal number) is mentioned, a meaningful sequence (e.g.,
positions in a race car) is thought of. Therefore, when it is mentioned the Goia-
nia city blood bank position in the Brazilian blood bank quality ranking, there
is always a criteria to discover (or set) that position. In fact, ranking leads to
the idea of one-dimensional criteria. To rank instances represented by multidi-
mensional data, there must be a dimensionality reduction and the performing
of some type of regression that, when they are combined, will reveal the criteria
employed to build the ranking. The SOM neural network [5,6] has these two
characteristics needed to build a ranking of multidimensional data.

The use of SOM artificial neural networks (ANNs) to solve ordering problems
of high dimensional vectors is not common. Problems of this kind are generally
approached by using probabilistic classifiers and other strategies [7]. Kohonen,
SOM creator, lists only one reference about this issue among other 1700 refer-
ences. Some works have been published since then [8].

Besides SOM’s ability to visualize nonlinear relationships in multidimensional
data, the development of a topological order is an effect already empirically con-
firmed. However, the analytical proof of the ordering property does not prove
they can be used to order instances represented by high dimensional vectors
(the proof was undertaken to the case of one-dimensional networks and one di-
mensional input vectors, scalar values) [9]. Kohonen himself [6] states that it is
not likely the existence of ordered convergent states in high dimensions. In [10],
by observing geometric aspects of the ordering phenomenon described by the
Kohonen ordering theorem [6], authors have shown that an unique convergent
ordered state in dimensions greater than one has zero probability of existence,
that is, it is an impossible event. The fact that SOM maps do not converge
voluntarily to an (unique) ordered state in high dimensional input spaces re-
quires the imposition of external constraints in order to use their properties of
dimension reduction and topological ordering. These constraints should force the
convergence to the desired state and conduct the learning process properly.

Another important aspect to be analyzed is the similarity metric used by
the SOM algorithm to choose the winner unit. In the standard algorithm, the
Euclidean distance is employed. The unit with the lowest distance between its
weight and the current input (in terms of Euclidean distance) is the winner
neuron and has its weight vector updated (together with its neighboring). In
real-world ordering of instances, however, the ‘pure’ Euclidean distance does not
always points to the desired ordering. In a vector of attributes, each one can
provide a different weight to the ordering. The ‘pure’ Euclidean distance does
not take into account this attribute weighting. Therefore, a generic technique of
ordering should consider the weighting of components of an attribute vector. In
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this work, it is suggested the weighting of attributes by using a genetic algorithm
to automatically find the values used by the weighting process.

The expected distribution function of samples in the ranking (provided by do-
main experts) combined with the references for the first (best) and last (worst)
instances in the desired ordering (also provided by the domain expert) are the
external constraints employed to force the convergence of the network. The con-
firmed hypothesis of this work is that the distribution function and references
provided by domain experts are enough to cause the convergence of the ordering
at the desired context. Such strategy is justified since looking at the direct eval-
uation of the relative importance of each attribute is a controversial process even
among experts. In this work, we have used a distribution based on a histogram
obtained from a normal (Gaussian) distribution due to its ability to represent
the reality in different situations. To the expert, it is left only the definition of
the best and the worst cases.

2 Proposed System

This work proposes the use of one-dimensional SOM maps to order multidi-
mensional data. It consists on searching and adjusting a population of distance
metrics to find the one that conducts the one-dimensional map to generate a
ranking where the difference of importance among the attributes is considered.
This is carried on by presetting the neuron weights that occupy ending positions
(with the best and worst instances provided by the domain expert) and adjust-
ing the sample distribution to make it as near as possible to the one desired by
the expert.

The search in the distance domain is performed by a Genetic Algorithm [11].
It looks for the recombination of the best chromosomes (best distances) by using
the fitness criteria. In this paper, on the case of quality evaluation of Brazilian
blood banks, this criteria is the similarity of the ranking distribution generated
by the network with the reference distribution defined by the expert (usually,
a histogram obtained from the normal distribution). On the second case, client
segmentation in agribusiness, the criteria is the correlation between subjective
(human, expert) classification and objective classification (derived from the re-
sulting mathematical model).

The algorithm of the proposed procedure is shown below.

1. Set up the network in order to cope with the desired ranking (e.g., 10 neurons
in the example of Brazilian blood banks)

2. Generate the initial population of distances (chromosomes) with random
scalar numbers in the range from zero to one.

3. While the quality of the distribution is not adequate, do:
– Fix weights of the first and last neuron by using the samples provided by
domain experts as the best and the worst of the whole sample. All the rest
of them receive random values chosen in the same range of the examples as
suggested in [5]
– Recombine the distance population (chromosomes)
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– Train the network with the available samples by using the distance (chro-
mosome), generated by the recombination.
– Calculate the quality (fitness) of the ‘ranking’ generated by the network
with respect to the expected distribution.

4. Train a significant number of networks with the chosen distance and gener-
ates a final ranking by using the average of the ranking position in all trained
networks.

The distance (or similarity measure) used in the standard SOM is the square
of the Euclidean distance between the input and the vector of neuron weights.
Let X be the input vector, W be the weight vector and n be the dimensionality
of the input vector, the standard Euclidean distance is given by:

d2 =
∑

(Xi − wi)
2 (1)

where: Xi is the value of the i-th input; and wi is the weight value of the i-
th connection. In this work, the distance has been modified to the following
expression:

d2 =
∑

pi. (Xi − wi)
2 (2)

where: pi is a weighting factor that indicates the importance of the i-th attribute.
The genetic algorithm will look for the p vector that imposes the best ranking,

in accordance with the criteria of the best example distribution (the highest
similarity with the chosen distribution). The fixation of weights for the first and
last neurons forces the map to have only one ordering direction, not allowing
inversions that are common at trained one-dimensional SOMs. This procedure
also forces that the ranking position difference between the two references (the
best and the worst ones) indicated by the expert to be naturally the highest of
the ranking.

3 Experiments

3.1 Quality Evaluation of Brazilian Blood Banks

Data were obtained by sanitary inspections in Brazilian blood banks. In total,
it was analyzed data from 85 inspections. Each inspection was recorded by 77
items. Each item has received the values ‘l’, ‘-1’ and ‘0’, corresponding, respec-
tively, to ‘yes’, ‘no’ and ‘not applicable’ or ‘not informed’. Data were ordered in
three situations, each one generates a ranking. The first ranking is generated by
using a statistical method (PCA - Principal Component Analysis and regression)
[12,13]. The second ranking was generated by a SOM network without the use
of weighting and the third one uses the SOM network with adjust of similarity
metric by the genetic algorithm.

Statistical (PCA) Approach. The use of the technique of PCA to reach the or-
dering criteria has resulted in 23 components (greater than one), that explained,
together, 78,43% of the data variability. The first principal component, chosen
for the ordering criteria, has represented only 13,68% of the data variability.
Figure 1 shows the resulting ranking distribution.
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Fig. 1. Histogram of instances distribution using Principal Component Analysis

Standard SOM. The second approach was a SOM network modified by fixing
the weights of the ending neurons with the references pointed out by experts.
The weighting and the subsequent genetic search of the best distribution were
not employed. The parameters to the training of the network at the first phase
were learning rate equals to 0.9, neighboring radius of 6 and number of epochs
equals to 1044. At the second phase, it was used learning rate equals to 0.02,
neighboring radius of 3 and number of epochs equals to 10440. The presentation
order was random and the values of the parameters were obtained empirically
taking into account suggestions in [6]. The obtained shape of sample distribution
is shown in Figure 2.

Fig. 2. Histogram of instances distribution using standard Self-Organizing Maps

It was verified by the experiments, in accordance with what has been expected
in theoretical studies that, in each training, the one-dimensional SOM network
generates a different ranking (by using the same parameters). Nevertheless, it
was also perceived that the network presents ‘statistical convergence’. In other
words, as the number of trained networks is increased, a specific ranking has
a higher probability to occur. Therefore, to obtain the final ranking there is
a need to train a significant number of networks and, from them, adopt the
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average positions to each example. In this work, the number of trained networks
was 1000.

Proposed System. The parameters employed to test the proposed system con-
cerning SOM networks were the same as the standard SOM. The parameters
of the genetic algorithm were: size of initial population equals to 100, mutation
rate equals to 1%, uniform crossover, and random initialization of genes in the
range of 0 to 5. After the weighting values have been obtained by the genetic
algorithm, 1000 networks have been trained and average values of the ranking
positions have been adopted as final values, as before. The ranking distribution
can be seen in Figure 3.

Fig. 3. Histogram of instances distribution using the Proposed System

Results. Besides visual inspection, the use of skewness and curtosis shows that
the proposed system has lead to the best solution, that is, the best resemblance
of a Gaussian histogram. For instance, the skewness of the proposed system
soluction is only 0.05 compared to PCA solution’s 0.91. To compare among so-
lutions, it was employed the Spearman coefficient (rS), non-parametric measure
of ordinal data correlation, to assess the similarity between two rankings. The
statistical technique, PCA is the most uncorrelated with the proposed system
(rS=0.860). The traditional SOM technique is more correlated with the proposed
system (rS=0.916) but not as much as it is with PCA (rS = 0.937).

3.2 Client Segmentation in Agribusiness

The dataset for the study of client segmentation in agribusiness is composed of
98 client interviews and derived from commercial consulting. Experts have an-
alyzed the agriculture context in three subdomains (production, administration
and commercial) and each subdomain in three subjective classes (elementary,
intermediary and advanced). Each client has received a subjective classification.
The main goal was to obtain a model to turn classification into an objective
procedure and, after that, use the derived mathematical model to classify other
clients.
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Most of variables were binary, but a ‘statistical normalization’ (based on the
histogram of the variable) was necessary to make all of them cover a range
between zero and one. Many constraints were imposed by the experts to the
weighted Euclidean distance. For example, the weight of X1 should be greater
than the one associated with X2 and so on.

The main criterion has maintained the number of clients per class as stated
by experts and the Spearman correlation between subjective and objective (op-
timized) ordering has been calculated and optimized, that is, the Spearman cor-
relation was the fitness function of the problem. Notice that only three neurons
are used to build the one-dimensional SOM in this case. Figure 4 summarizes
the results.

Fig. 4. Results of Client Segmentation in Agribusiness

The production domain was the most successful in terms of Spearman cor-
relation and reduction of variables. At first, it seems that no great success has
happened in the commercial domain, but it should be noted that it has few vari-
ables originally and, therefore, less space for improvement. In terms of relative
correlation improvement, the administration domain was the most successful.
Finally, it should be highlighted the significant gain in terms of questionnaire
reduction, from 155 to 37 items. In practical terms, the interview has been re-
duced from 3 hours to 30 minutes (a much better session according to interview
guidelines).

4 Conclusions

This article has presented a system dedicated to the discovery of rankings in
situations where the techniques from traditional statistics are not adequate. By
combining Kohonen self-organizing maps, genetic algorithms and expert previ-
ous knowledge, it was developed an interesting technique to attend to expert
expectations and to find the relative importance (weight) of each attribute of
the vector of features that describes the phenomenon. Additional constraints can
be imposed on the definition of genetic populations as well.

The proposed technique has behaved quite well for the academic problem of
Brazilian blood banks ranking by using the criteria of quality and has shown the
importance of each attribute present in the questionnaire of the sanitary inspec-
tion. A brief exposition was given to a consulting problem of client segmentation
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in agribusiness. The reduction of questionnaire items and the improvement of
Spearman correlation, fitness function for genetic algorithm optimization, be-
tween subjective and objective classification were achieved simultaneously. Fu-
ture works will be directed to the exploration of logical combinations of the
questionnaire variables to reduce even more the number of questionnaire items
that have strong influence on the success of a marketing research.
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Abstract. Our work is within the framework of studying and implementing a 
sound analysis system in a telemedicine project. The task of this system is to 
detect situations of distress in a patient’s room based sound analysis. In this pa-
per we present our works on building domain ontologies of such situations. 
They gather abstract concepts of sounds and these concepts, along with their 
properties and instances, are represented by a neural network. The ontology-
based classifer uses outputs of networks to identify classes of audio scenes. The 
system is tested with a database extracted from films. 

1   Introduction 

The system that we present is developed for the surveillance of elderly, convalescent 
persons or pregnant women. Its main goal is to detect serious accidents such as falls 
or faintness at any place in the apartment. Firstly most people do not like to be super-
vised by cameras all day long while the presence of microphone can be acceptable. 
Secondly the supervision field of a microphone is larger than that of a camera. 
Thirdly, sound processing is much less time consuming than image processing, hence 
a real time processing solution can be easier to develop. Thus, the originality of our 
approach consists in replacing the video camera by a system of multichannel sound 
acquisition. The system analyzes in real time the sound environment of the apartment 
and detects abnormal sounds (falls of objects or patient, scream, groan), that could 
indicate a distress situation in the habitat. 

This system is divided into different small modules. In the process of developing it, 
a sound acquisition module, a sound classifier, a speech/nonspeech discriminator and 
a speech/scream-groan discriminator are constructed [1], [2]. They are now being 
implemented in a room of Mica Centre. Audio signals are acquired by five micro-
phones installed in different positions and fed to a multichannel data acquisition card, 
at the moment it is of National Instruments. The four modules mentioned above, de-
veloped in LabWindows/CVI, process acquired signals to detect situations of distress. 

In order to complete the system, we propose sound ontologies which can be used in 
an ontology-based classifier. Each ontology is an abstract concept of an audio scene 
representing a situation of distress in the house. It can be used to detect situations of 
distress, classify audio scenes, to share informations of audio scenes among people 
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and software, to analyze domain knowledge, or to save (as metadata) audio scenes in 
a database for further usages. 

This article is structured as follows. Section 2 discusses works related to ontology-
based audio applications. Section 3 describes the proposed ontology of audio scenes, 
the neural network used to represent ontologies and the ontology-based classifier. 
Section 4 presents the database of audio scene and the evaluation of ontologies. Sec-
tion 5 outlines our conclusion and next steps in future to complete this ontology-based 
system. 

2   Related Work 

Ontology has been researched and developed for years. In audio applications, it is 
applied probably for the first time by Nakatani and Okuno [3]. They propose a sound 
ontology and its three usages: ontology-based integration (for sound stream segrega-
tion), interfacing between speech processing systems, and integration of bottom-up 
and top-down processing. Their sound stream segregation means generating an in-
stance of a sound class and extracting its attributes from an input sound mixture. Khan 
and McLeod [4] utilizes a domain-specific ontology for the generation of metadata for 
audio and the selection of audio information in a query system. In this work, an audio 
ontology is defined by its identifier, start time, end time, description (a set of tags or 
labels) and the audio data. MPEG-7 Description Definition Language and a taxonomy 
of sound categories are employed by Casey [5] for sound recognitions. The audio 
content is described by qualitative descriptors (taxonomy of sound categories) and 
quantitative descriptors (set of features). Amatriain and Herrera [6] use semantic 
descriptors for sound ontology to transmit audio contents. Their description includes 
both low-level descriptors (e.g. fundamental frequency) and high-level descriptors 
(e.g. 'loud’). WordNet, an existing lexical network, is used by Cano et al. in [7] as a 
ontology-backbone of a sound effects management system. Ontology is applied to the 
disambiguation of the terms used to label a database in order to define concepts of 
sound effects, for example, the sound of a jaguar and the sound of a Jaguar car. A 
system of ontology-based sound retrieval is proposed by Hatala et al. in [8] to serve 
museum visitors. Ontology is used to describe concepts and characteristics of sound 
objects as an interface between users and audio database. In most cases, ontology is 
used to describe an audio file (e.g. a sound effect) and to manage the database. 

Our work is to build a sound ontology applied to classifying an unknown audio 
sample detected in habitat. We will present in the next section ontologies for abstract 
concepts of audio scenes and for detecting situations of distress. 

3   Ontology-Based Sound Classification 

An ontology-based sound classification includes three problems: defining ontologies, 
representing them, and applying them to classification. These problems will be pre-
sented in this section. 



1384 C.P. Nguyen, N.Y. Pham, and E. Castelli 

3.1   Sound Ontology 

From the classified sounds, we intend to extract the true meaning of the scene. For 
example, when a sound of a fallen chair and a sound of scream are detected, it should 
be interpreted as “the patient has tumbled down” (making the chair fall). Or when we 
detect a sound of groan, we can say that the patient is ill or hurt. This is a mapping 
between concrete sounds and abstract concepts. In other words, an abstract concept is 
defined by sounds. 

 

Fig. 1. An example of the ontology representing the “fall” concept. It has two properties and 
five facets. 

An ontology is a definition of a set of representational terms as defined by Gruber 
in [9]. In this paper, some situations are defined as ontologies. An ontology consists 
of concept, concept properties, relations and instances. The hierarchical relations 
between concepts in text or image applications can be established. But in our applica-
tions, such relations between situation are not obvious. So we simply define concepts 
of situations based on concept properties and their facets. The ontology of the situa-
tion of patient falling in house is depicted in Fig. 1 as an example. When the patient 
falls, he can make a chair or a table fall over, or can break something such as a glass. 
After the fall, the patient probably screams or groans. Sound of fallen chair, fallen 
table and broken glass are categorized in the “thing_distress” class, sound of scream 
and groan are of “human_distress”. So if  a sound of “thing_distress” and/or a sound 
of “human_distress” are successively detected, we can probably say that the patient 
has fallen. Of course it can also be said that those sounds come from a chair tumbled 
down by a man and from another man being hurt. But if we suppose that normally the 
patient lives alone in the house then  the “fall” interpretation  is  the  most  appropriate.  

Fall 

Thing_distress 

Fallen_chair 

Fallen_table 

Broken_glass 

Human_distress 

Scream 

Groan 
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Table 1. Properties and facets of three ontologies. “Hurt” concept has no thing_distress prop-
erty. “Water_in_toilet” facet taken into account is due to the fact that when the patient is sick/ill 
in the toilet, sound of water is often detected. 

 Fall Hurt Sick/ill 
Thing_distress Fallen_chair, 

Fallen_table, 
Broken_glass 

 Water_in_toilet 

Human_distress Scream, 
Groan 

Scream, 
Groan 

Cough, 
Pant, 
Vomit 

Two other concepts of hurt and sick/ill are listed in Table 1. In short, the concept of 
sound can be identified based on its attached concept properties and their respective 
facets. 

3.2   Ontology-Based Sound Classification 

Ontology-based classifications are mostly applied in text and image applications. The 
image classification system presented by Breen et al. in [10] uses a neural network to 
identify objects in a sports image. Category of the image is determined by a combina-
tion of detected image objects, each objects being assigned an experimental weight. 
Image ontology in this case is used to prune the selection of concepts: if the parent 
and the children are selected, the later will be discarded. In order to automatically 
classify web page, Prabowo et al in [11] apply a feed-forward neural network repre-
sent relationships in an ontology. The output of this network is used to estimate simi-
larity between web pages. Mezaris et al. in [12] propose an object ontology for an 
object-based image retrieval system. In this ontology, each immediate-level descrip-
tors is mapped to an appropriate range of values of the corresponding low-level 
arithmetic feature. Based on low-level features and query keywords, a support vector 
machine will result the final query output. In [13], Noh et al. classify web pages using 
an ontology. In this ontology, each class is predefined by a certain keyword and their 
relations. Classes of web pages are classified by extracting term frequency, document 
frequency and information gain, and by using several machine learning algorithms. 
Taghva et al. in [14] construct an email classification system in which an ontology is 
applied to extract useful feature, these feature are inputs of a Bayesian classifier. The 
text categorization system of Wu et al. in [15] also employ an ontology predefined by 
keywords and semantic relationship of word pair. These keywords are chosen by a 
term frequency / inverse document frequency classifier. The domain of a text is cate-
gorized by a “score”. Maillot et al. in [16] introduce their ontology-based application 
for image retrieval. Each image object in an image is detected by a trained detectors. 
The relations of detected image object, established in ontology, will determine the 
category. 

In ontology-based image applications, an image object is often defined by lower 
properties, such as form, color, viewing angle, background, etc. The method of defin-
ing related lower properties in image applications is hard to apply to audio domain, 
because an audio object, such as a laugh, is hard to be defined.  



1386 C.P. Nguyen, N.Y. Pham, and E. Castelli 

Text applications use relationships between text objects to classify. They are often 
known or predefined. For example, in a text application “net” can be interpreted as “a 
fishing tool” if words such as “fish”, “boat”, “river” are found in the same sentence of 
paragraph because they have obvious relation; or it can be a “group of connected 
computers” if there are “port”, “cable”, “TCP/IP”, “wi-fi” nearby. 

In our work methods used in text applications are considered because we hope to 
find the meaning of an audio scene by a group of sounds. The predefined classifying 
rules of Noh et al. is hard to apply to audio domain because so far we do not know a 
predefined rule for sounds. The keyword-based ontology of Wu et al. is also difficult 
to be used in our work because it needs relationship between sounds. The method of 
using neural netwok to represent ontology of Prabowo et al. [11] seems to be the most 
appropriate for us since it demands only two levels of concept and properties. There-
fore in our work the relationship among concept, concept properties and facets is 
represented by a feed forward neural network described in [11]. The task of this net-
work is to produce an output value that is used to estimate the similarity between the 
ontology and a new sound situation. 

 

Fig. 2. The feed-forward neural network representing the “fall” ontology. Weights of links 
between layers depend on number of properties, number of facets and number of detected 
instances. 

This model has three layers: input, hidden and output. The input layer of the net-
work represents a set of instances. The hidden layer represents a set of concept prop-
erties. The number of neurons in the hidden layer equals the number of concept prop-
erties. The neuron output layer is the concept representatives. The two reasons to 
choose sigmoid transfer function, f(x) = 1/(1 + e-x), for neurons, are as follows. Dif-
ferent concepts have different numbers of properties, so their outputs are normalised 
form 0 to 1. And they vary continously. The neural network representing the “fall” 
concept is depicted in Fig. 2. In this example there are two hidden neurons and five 
input neurons. 

The weights of links between the output and hidden layer depend on the number of 
hidden neurons. The weights of links between a hidden neuron also depend on the 
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number of its attached input neurons. Details of calculation of those weights can be 
found in [11]. If n instances are matched, the weight of each instance is the square 
root of n. 

During the classification phase, similarities between an input sample and each con-
cepts are calculated in order to assign a concept to the sample. Classes of sounds are 
extracted. If an instance is found, its respective concept properties input is set to 1, 
otherwise it is zero. According to detected instances and their classes, weights of links 
of layers are determined. The output of each neural network therefore is a function of 
weighted properties of the respective concept and is the similarity between the sample 
and the concept. The input sample will be assigned to the concept with which it has 
the highest similarity. 

4   Experimental Evaluation 

An audio scene database of situations of distress is difficult to build. Firstly, recording 
this type of audio scenes in hospital is nearly impossible due to the concerns of pri-
vacy. Secondly, recording them in a studio is feasible, but situations of distress are 
hard to be simulated by speakers, making a not true corpus. And finally in fact audio 
scenes are so numerous that it is hard to build a database (from a sound effect data-
base) that can cover many situations. Therefore we collect manually audio scenes 
from films. The scenes we target are the ones in which the character is in house and in 
a situation of distress: falling down, being hurt, sick or ill. From 150 films, 44 scenes 
of situations of distress with total duration of 680 seconds are collected. 

This classifier should function automatically: detects sounds, estimates similarities 
between the sample and ontologies, and outputs the concept of the scene. But in this 
first stage of building an ontology-based classification system, the first steps are 
manually carried out. 44 audio scenes of situations of distress and 50 of normal (non 
distress) situations are tested. Results are presented in Table 2. 

The misidentified scene of “fall” is the one in which the character falls down un-
consciously making the door shut, and the unique sound we get is a shutting door. But 
if we add this type of sound into the ontology, the system will identify actions of 
shutting doors as “fall”, and that will be wrong. Therefore the fall ontology does not 
need to be redefined. There is one normal situation that is wrongly identified as a 
“hurt” one. In this situation the character cries when she is too happy. Based on re-
sults of classification, it can be said that the ontologies are appropriate for audio 
scenes of situations of distress. 

Table 2. Results of classification. Number of correctly identified is the number of audio scenes 
of situations of distress which are correctly identified as its assigned concept in the database. 
Number of wrongly identified is the number of audio scenes of normal situations which are 
identified as a situation of distress. 

 Fall Hurt Sick/ill 
Number of scene 20 19 5 
Number of correctly identified 19 19 5 
Number of wrongly identified 0 1 0 
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5   Conclusion and Future Works 

We present in this article an ontology-based audio scene classifier which can be used 
to detect audio scenes of situations of distress. The construction of the ontology is 
within the framework of a telemedicine project. Three ontologies of sounds are de-
fined. Concept, properties and instances of an ontology are modeled by a feed forward 
neural network. The output of a neural network presenting a concept is the similarity 
between it and the input sample. At first stages, we defined three domain ontologies 
and tested them manually. These ontologies work well with our first audio database of 
situations of distress. 

In the future a fully automatic ontology-based system needs to be built. In order to 
archieve this, the following tasks must be undertaken. First, more sound classes 
should be classified to cover a larger range of different types of sound. Second, 
sounds need to be separated from music because audio scenes collected from film are 
often mixed with music, making sound classifiers work inexactly. Third a combina-
tion of ontologies and sound classifier should be built. Fourth more situations of dis-
tress need to be defined. And finally, a bigger database should be acquired to obtain 
more complete domain ontologies. Besides the extension of this audio database, we 
also think of acquiring a text database from the Internet. This text database will con-
sist of paragraphs that use types of sound in order to describe audio scenes in house. 
In short it is a text database of audio scenes. Audio object classes, context of the 
scene, or distribution of audio object can probably be extracted from this database. 

References 

1. Istrate, D., Vacher, M., Castelli, E., Sérignat, J.F.: Distress situation identifcation though 
sound processing. An application to medical telemonitoring. European Conference on 
Computational Biology, Paris (2003) 

2. Nguyen, C.P., Pham, N.Y., Castelli, E.: Toward a sound analysis system for telemedicine. 
2nd International Conference on Fuzzy Systems and Knowledge Discovery, Chansha China 
(2005) 

3. Nakatani, T., Okuno, H.G.: Sound ontology for computational auditory scene analysis. 
Proc. AAAI-98, Vol.~1 (1998) 30-35 

4. Khan, L., McLeod, D.: Audio Structuring and Personalized Retrieval Using Ontologies.  
Proc. of IEEE Advances in Digital Libraries, Library of Congress, Washington, DC (2000) 
116-126 

5. Casey, M.: MPEG-7 sound-recognition tools. IEEE Transaction on Circuits and Systems 
for Video Technology, Vol. 11, No. 6 (2001) 

6. Amatriain, X., Herrera, P.: Transmitting audio contents as sound objects. Proceedings of 
AES22 International Conference on Virtual, Synthetic and Entertainment Audio, Espoo, 
Finland (2002) 

7. Cano, P., Koppenberger, M., Celma, O., Herrera, P., Tarasov, V.: Sound effects taxonomy 
management in production environments. AES 25th International Conference, UK (2004) 

8. Hatala, M., Kalantari, L., Wakkary, R., Newby, K, : Ontology and rule based retrieval of 
sound objects in augmented audio reality system for museum visitors. Proceedings of the 
2004 ACM symposium on Applied computing, Nicosia, Cyprus (2004) 1045 – 1050 



 Ontology-Based Classifier for Audio Scenes in Telemedicine 1389 

9. Gruber, T.R.: A Translation Approach to Portable Ontology Specifications. Knowledge 
Acquisition 5(2) (1993) 199-220 

10. Breen, C., Khan, L., Kumar, A., Wang, L.: Ontology-based image classification using neu-
ral networks. Proc. SPIE Vol. 4862 (2002) 198-208 

11. Prabowo, R., Jackson, M., Burden, P., Knoell, H.D.: Ontology-based automatic classifica-
tion for the web pages: design, implimentation and evaluation. The 3rd International Con-
ference on Web Information Systems Engineering, Singapore (2002) 

12. Mezaris, V., Kompatsiaris, I., Strintzis, M.G.: An Ontology Approach to Object-Based Im-
age Retrieval. IEEE Intl. Conf. on Image Processing (2003) 

13. Noh, S., Seo, H., Choi, J., Choi, K., Jung, G.: Classifying Web Pages Using Adaptive On-
tology. In Proceedings of the IEEE International Conference on Systems, Man and Cyber-
netics, Washington, D.C. (2003) 2144-2149 

14. 14 Taghva, K., Borsack, J., Coombs, J., Condit, A., Lumos, S., Nartker, T: Ontology-based 
classification of email. International Conference on Information Technology: Computers 
and Communications, Las Vegas, Nevada (2003) 

15. Wu, S.H., Tsai, T.H., Hsu, W.L.: Text Categorization Using Automatically Acquired Do-
main Ontology. The Sixth International Workshop on Information Retrieval with Asian 
Languages (IRAL-03), Sapporo, Japan (2003) 138-145 

16. Maillot, N., Thonnat, M., Hudelot, C.: Ontology based object learning and recognition: ap-
plication to image retrieval. ICTAI 2004 



E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1390 – 1398, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

PSO and ACO in Optimization Problems 

Lenka Lhotská, Martin Macaš, and Miroslav Burša 

Gerstner Laboratory, Czech Technical University in Prague 
Technicka 2, 166 27 Prague 6, Czech Republic 

lhotska@fel.cvut.cz 
http://cyber.felk.cvut.cz 

Abstract. Biological processes and methods have been influencing science and 
technology for many decades. The ideas of feedback and control processes 
Norbert Wiener used in his cybernetics were based on observation of these 
phenomena in biological systems. Artificial intelligence and intelligent systems 
have been fundamentally interested in the phenomenology of living systems, 
namely perception, decision-making, action, and learning. Natural systems 
exhibit many properties that form fundamentals for a number of nature inspired 
applications – dynamics, flexibility, robustness, self-organisation, simplicity of 
basic elements, and decentralization. This paper reviews examples of nature 
inspired software applications focused on optimization problems, mostly 
drawing inspiration from collective behaviour of social colonies. 

1   Introduction 

Nature has served as inspiration in a number of different areas of human activity for 
centuries. In recent decades it has attracted the attention of researchers in computer 
science, artificial intelligence and related disciplines because most of the modern 
technological systems that have been and are being developed have become very 
complex, often distributed, and interconnected to a very high degree. Thus they 
depend on effective communication; they require high flexibility, adaptability, and 
ability to cope with changing demands. However, these systems are often designed 
and constructed as inflexible and centralized. There are several reasons for this 
approach: need for clear control of the operation of the system (easier in a centralised 
system than in a distributed one); requirement for an exact specification of what needs 
to be built on the first place; traditional routinely used way of design. It is obvious 
that such approach results in a number of technical problems, often due to the failure 
to adapt to changing circumstances.  

When we inspect natural systems more closely, we can find that they are typically 
characterized by a great degree of complexity, at various levels of description. This 
complexity means that the behaviour of natural systems may appear unpredictable and 
imprecise, but at the same time living organisms, and the ecosystems in which they 
are found, show a substantial degree of resilience. Examples of such resilient systems 
include social insect colonies, mammalian nervous systems, and temperate woodland 
communities [1]. This resilience arises from several sources: large number of 
elements in each system, each of which may be interchangeable for another; loose but 
flexible interconnections between elements; differences between elements in the 
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system, allowing a diversity of responses to a changing environment; resulting 
complex environment that all the interacting parts produce, which stimulates diverse 
responses from living organisms. Natural organisms have proved by their existence 
that they have the ability to deal with complex and dynamic situations in the world. 
They adapt to the changing environment by learning during their lifetime 
(development of an individual) and by evolving over the course of many generations 
(development of the species).  

The sources of inspiration for design of both hardware and software systems come 
from many aspects of natural systems – evolution [2], ecology [3], development [4], 
cell and molecular phenomena [5], behaviour [6], cognition and neurosystems [7], 
and other areas. The developed techniques have led to applications in many different 
areas including networks [8], [9], data mining [10], [11], optimization [12], robotics 
[13], automatic control [14], [15], and many others. 

2   Optimization 

When looking at many practical problems we find out that the core of the problems is 
the optimization task. Optimization means that we are looking for input values that 
minimize or maximize the result of some function. In other words the aim is to get the 
best possible outcome. However, in some cases the search for the very best outcome 
is hopeless or unnecessary (too expensive or time demanding). Therefore a “good” 
outcome (being relatively close to the best solution) might be satisfactory. 

Let us identify the most frequent areas where optimization is necessary. One 
example is parameter setting in different systems. For example, in training a 
feedforward neural network we want to minimize error at the output, which means 
that we want to find optimal combination of weights. Similar problem is feature 
weighting and model parameter setup in instance-based reasoning or optimization of 
parameters of kernel functions in support vector machines. In data mining algorithms 
we frequently face the problem of feature extraction and selection. Mostly we do not 
use all the attributes we can collect or extract. We try to identify the smallest possible 
subset that provides maximum class separation or consistent, one-to-one mapping (in 
regression). Feature optimization can be done in two ways: feature ranking via 
combinatorial optimization or dimension reduction via feature transformation. 

In networks (communications, transport), the most frequent problems are 
connected with optimization of load balance, optimization of distance (travelling 
salesman problem), optimization of (re-)routing. Planning and scheduling inherently 
represent optimization problems.  

3   Nature Inspired Systems 

Biologically or nature inspired systems, methods and technologies represent a very 
broad area covering many interesting topics. Recently this area has attracted more 
attention and many interesting methods and their applications have been developed. 
We have decided to focus only on two methods and their application to various 
optimization tasks, namely ant colony optimization, and particle swarm optimization.  
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3.1   Swarm Intelligence 

Swarm intelligence [16] can be defined as the collective intelligence that emerges 
from a group (usually a large one) of simple entities, mostly called agents. These 
entities enter into interactions, sense and change their environment locally. 
Furthermore, they exhibit complex, emergent behaviour that is robust with respect to 
the failure of individual entities. Most frequently used agent-based models are ant 
colonies, flocks of birds, termites, swarms of bees, or fish schools. Some of the 
developed algorithms are inspired by the biological swarm social behaviour, e.g. the 
ant colony foraging. 

There are two popular swarm inspired methods in computational intelligence areas: 
Ant colony optimization (ACO) and particle swarm optimization (PSO). ACO was 
inspired by the behaviours of ants and has many successful applications in discrete 
optimization problems [17]. The particle swarm concept originated as a simulation of 
simplified social system. It was found that particle swarm model could be used as an 
optimizer [18]. These algorithms have been already applied to solving problems of 
clustering, data mining, dynamic task allocation, and optimization. 

3.1.1   Ant Colony Optimization 
ACO was introduced by Marco Dorigo [19] and his colleagues in the early 1990s. The 
first computational paradigm appeared under the name Ant System. It is another 
approach to stochastic combinatorial optimization. The search activities are 
distributed over “ants” – agents with very simple basic capabilities that mimic the 
behaviour of real ants. There emerges collective behaviour that has a form of 
autocatalytic behaviour (positive feedback loop). The more the ants follow a trail, the 
more attractive that trail becomes for being followed. The main aim was not to 
simulate ant colonies, but to use artificial ant colonies as an optimization tool. 
Therefore the system exhibits several differences in comparison to the real (natural) 
ant colony: artificial ants have some memory; they are not completely blind; they live 
in an environment with discrete time. In ACO algorithms, artificial ants construct 
solutions from scratch by probabilistically making a sequence of local decisions. At 
each construction step an ant chooses exactly one of possibly several ways of 
extending the current partial solution. The rules that define the solution construction 
mechanism in ACO implicitly map the search space of the considered problem 
(including the partial solutions) onto a search tree. 

ACO was applied to many optimization problems and nowadays it belongs to the 
class of metaheuristic algorithms. ACO algorithms are state-of-the-art for 
combinatorial optimization problems such as open shop scheduling (OSS) [20], 
quadratic assignment [21], and sequential ordering [22]. They can be found in other 
types of applications as well. Dorigo and Gambardella have proposed Ant Colony 
System (ACS) [22], while Stützle and Hoos have proposed MAX-MIN Ant System 
(MMAS) [21]. They have both have been applied to the symmetric and asymmetric 
travelling salesman problem with excellent results. Dorigo, Gambardella and Stützle 
have also proposed new hybrid versions of ant colony optimization with local search. 
In problems like the quadratic assignment problem and the sequential ordering 
problem these ACO algorithms outperform all known algorithms on vast classes of 
benchmark problems. The recent book "Ant Colony Optimization" [23] gives a full 
overview of the many successful applications of Ant Colony Optimization.  
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3.1.2   Particle Swarm Optimization 
Particle swarm optimization (PSO) is a population based stochastic optimization 
technique developed by Dr. Eberhart and Dr. Kennedy in 1995 [24], [25], inspired by 
social behaviour of bird flocking or fish schooling. 

PSO shares many similarities with evolutionary computation techniques such as 
Genetic Algorithms (GA). The system is initialized with a population of random 
solutions, has fitness values, updates the population, and searches for optima by 
updating generations. However, unlike GA, PSO has no evolution operators such as 
crossover and mutation. In PSO, the potential solutions, called particles, fly through 
the problem space by following the current optimum particles. Particles update 
themselves with the internal velocity. They also have memory, which is important to 
the algorithm. Compared with genetic algorithms (GAs), the information sharing 
mechanism in PSO is significantly different. In GAs, chromosomes share information 
with each other. In PSO, only gBest (or lBest) gives out the information to others. It is 
a one-way information sharing mechanism. The evolution only looks for the best 
solution. Compared with GA, all the particles tend to converge to the best solution 
quickly even in the local version in most cases. 

3.2   Applications 

As we have already mentioned there have appeared many interesting applications in 
different areas. In principle all tasks can be viewed as optimization tasks. However, 
we can divide them into several groups according to the main solved problems, 
namely optimization (of parameters, topology), state space search (travelling 
salesman problem, routing in telecommunication networks), data mining and 
classification (clustering, feature extraction), and data visualization. Let us briefly 
describe several examples of applications representing the areas of telecommunication 
networks, data mining, design of digital circuits, optimization, and detection of 
objects in images. 

Emission sources localization [31]. In this application, a biasing expansion swarm 
approach is used. It is based on swarm behaviour and utilizes its three properties: 
separation, cohesion and alignment. This approach is applied to multiple simple 
mobile agents, with limited sensing and communication capabilities. The agents 
search collaboratively and locate an indeterminate number of emission sources in an 
unknown large-scale area. Each agent considers all concentration values collected by 
other swarm members and determines the positive gradient direction of the whole 
coverage area of the swarm. 

Open shop scheduling. ACO can be combined with tree search methods with the aim 
to improve methods for solving combinatorial optimization problems. In [20] a 
combination of ACO and beam search is described. It has been applied to open shop 
scheduling, which is a NP-hard scheduling problem. The obtained results compared 
with two best approaches currently available (GA by Prins [32] and Standard-ACO-
OSS) show that the Beam-ACO performs better. 

Communications. A number of applications have appeared quite naturally in the area 
of communications. There can be identified many optimization tasks. One of them is 
routing in mobile ad hoc networks [33]. Mobile ad hoc networks are wireless mobile 
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networks formed spontaneously. Communication in such a decentralized network 
typically involves temporary multi-hop relays, with the nodes using each other as the 
relay routers without any fixed infrastructure. This kind of network is very flexible 
and suitable for applications such as temporary information sharing in conferences, 
military actions and disaster rescues. However, multi-hop routing, random movement 
of mobile nodes and other features lead to enormous overhead for route discovery and 
maintenance. Furthermore, this problem is worsened by the resource constraints in 
energy, computational capacities and bandwidth. The developed algorithm is an on-
demand multi-path routing algorithm, inspired by the foraging intelligence. It 
incorporates positive feedback, negative feedback and randomness into the routing 
computation. Positive feedback originates from destination nodes to reinforce the 
existing pheromone on good paths. The negative feedback is represented by 
exponential pheromone decay that prevents old routing solutions from remaining in 
the current network status. Each node maintains a probabilistic routing table. 

Ant Based Control in Telecommunication Networks. In [34] the authors propose a new 
migration scheme for the ant-like mobile agents and a new routing table management 
scheme. The main objective is to achieve better load balancing. Load balancing in a 
telecommunication network can provide better utilization of the available resources, 
which results in better services for the end users. The agents update the routing tables 
of nodes based on their acquired knowledge (Ant Based Control is a reinforcement 
learning technique.) In addition to the parameter of the shortest delay, the call 
capacity of the path is considered. That means if the shortest-delay path becomes 
congested a new path with less congestion, if it exists, will be chosen. 

PSO algorithm in signal detection and blind extraction. In signal processing there are 
among others two important problems, namely multi-user detection and blind 
extraction of sources. The optimal multi-user detection is a NP-complete problem. 
Therefore the research effort has been focused on the development of suboptimum 
techniques with the aim to achieve a trade-off between complexity and performance. 
Binary PSO algorithm was used [35] and reached better results than genetic 
algorithm. Similar results were achieved in blind source separation, which is an 
important issue in many science and engineering scenarios as well. 

Optimization of FPGA placement and routing [36]. FPGAs are becoming increasingly 
important implementation platforms for digital circuits. One of the necessary 
requirements to effectively utilize the FPGA’s resources is an efficient placement and 
routing mechanism. Initial FPGA placement and routings generated in a standard way 
are then optimized by PSO. According to [36] the interconnection lengths between the 
configurable logic blocks and input/output blocks for a counter and an arithmetic 
logic unit were minimized. 

PSO for Solving Travelling Salesman Problem (TSP) [37]. TSP is a well-known NP-
hard problem. Modification of PSO using fuzzy matrices to represent the position and 
velocity of the particles in PSO was developed. The algorithm can be used for 
resolving common routing problems and other combinatorial optimization problems. 

Discovering clusters in spatial data [38]. In this application, each agent represents a 
simple task and the success of the method depends on the cooperative work of the 
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agents. The algorithm combines a smart exploratory strategy based on the movements 
of a flock of birds with a shared nearest-neighbour clustering algorithm to discover 
clusters in parallel. Birds are used as agents with an exploring behaviour foraging for 
clusters. This strategy can be used as a data reduction technique to perform 
approximate clustering efficiently. 

Discovering clusters in biomedical signals (ongoing research of paper authors). In 
this application, individual parts of the signal are characterized by real valued features 
and the resulting set of samples is partitioned into groups using a clustering method 
based on Particle Swarm Optimization (PSO) algorithm. The signal is segmented 
according to the resulting division into the corresponding groups, where each group 
represents certain type of segments, thus a certain cluster. The clustering method is 
applied on real data extracted from electrooculographic signals.  

Combination of ants and cellular automata – application to clustering problem in 
data mining [39]. Ant Sleeping Model combines advantages of the classical cellular 
automata model and the swarm intelligence. The ants have two states: sleeping state 
and active state. The ant’s state is controlled by a function of the ant’s fitness to the 
environment it locates and a probability for the ants becoming active. The state of an 
ant is determined only by its local information. By moving dynamically, the ants form 
different subgroups adaptively. The algorithm was applied to clustering problem in 
data mining. Results show that the algorithm is significantly better than other 
clustering methods in terms of both speed and quality. It is adaptive, robust and 
efficient, achieving high autonomy, simplicity and efficiency. 

PSO for buoys-arrangement design. In [40] PSO deals with constrained 
multiobjective optimization problems. In this case PSO is modified by using the 
bidirectional searching strategy to guide each particle to search simultaneously in its 
neighbourhood and the region where particles are distributed sparsely. Constrained 
multiobjective optimization problems are very common in engineering applications, 
such as structural optimization, design of complex hardware/software systems, 
production scheduling, etc. Buoys-arrangement problem mainly researches on how to 
design the longitudinal position and buoyancy value of each pair of buoys. It is the 
main component of submarine salvage engineering. 

4   Conclusion 

This paper has tried to show using few examples that nature inspired techniques 
represent promising approaches to solving complex problems, frequently having 
optimization component. We can see that especially computing and telecommuni-
cation systems tend to become more complicated. They will require adequate 
solutions for which the use of nature inspired techniques promises substantial 
benefits. One of the important features of PSO and ACO is their convergence to the 
optimal solution. Another one is relatively easy representation of the real-world 
problem. 

However, many areas still require further investigation before they will be used in 
real-world applications. Therefore nature inspired systems remain an active area of 
research. 
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Abstract. This paper presents new application of Particle Swarm Opti-
mization (PSO) algorithm for training Hidden Markov Models (HMMs).
The problem of finding an optimal set of model parameters is numerical
optimization problem constrained by stochastic character of HMM para-
meters. Constraint handling is carried out using three different ways and
the results are compared to Baum-Welch algorithm (BW), commonly
used for HMM training. The global searching PSO method is much less
sensitive to local extremes and finds better solutions than the local BW
algorithm, which often converges to local optima. The advantage of PSO
approach was markedly evident, when longer training sequence was used.

1 Introduction

Hidden Markov Model (HMM) is statistical modelling technique which enables
to characterize real-world stochastic signals in terms of signal models. There
are many real world problems which have been solved by HMMs. The examples
are speech recognition [1], biomedical signal processing, bioinformatics, robotics,
handwriting recognition or economy.

There are two main problems connected with HMMs - the choice of model
topology (e.g. number of hidden states and type of connections) and search
for the model parameters. This problem is mostly solved using Baum-Welch
algorithm (BW). The main drawback of the method is frequent convergence to
local optima resulting from local character of searching. One solution of this
problem is to use some global searching methods [2].

In this paper, the model parameters are searched while the topology is given
in advance for all experiments. The model parameters are searched in terms of
likelihood maximization. The problem of reaching the global maxima is solved
using nature inspired Particle Swarm Optimization (PSO) method, which is
described below. However, the problem of searching some parameters of HMM is
made difficult by constraints arising from the probabilistic character of this type
of parameters. Furthermore, some other parameters representing covariance are
searched and therefore a positivity constraint arises from this fact. This implies
a need for some constraint handling mechanism to be used in PSO.

E. Corchado et al. (Eds.): IDEAL 2006, LNCS 4224, pp. 1399–1406, 2006.
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2 Methods

2.1 Hidden Markov Models

An HMM is a stochastic finite state automata defined by the following parame-
ters: λ = (A, p, B), where A = {aij} is a matrix of state transition probabilities
aij representing probability of transition from state i to state j, p is the initial
state probability and B is the emission probability density function of each state.
This paper considers continuous HMMs with B represented by a finite mixture
of Gaussian distributions. For simplicity, only one Gaussian distribution was
used for all experiments and therefore the B is set of N Gaussian distributions
Gi(mi, Ui), where the mi and Ui are mean and variance of the distribution for
ith state respectively.

Consider an observation sequence O = O1, . . . , OT . There are three problems
connected with HMM. The first one is to compute P (O|λ), the probability of ob-
serving the sequence, given the model (model evaluation). The second problem
is to find a corresponding state sequence Q = Q1, . . . , QT , given the observation
sequence O and model parameters λ. The third problem is crucial and by far
the most difficult one. How to find the model parameters λ maximizing P (O|λ)
(fitting the training sequence). This problem of model training consists of ad-
justing the model parameters λ to maximize likelihood - the probability of the
observation sequence given the model. There is no known way to analytically
solve this problem. Usually the alternative solutions are iterative procedures like
Baum-Welch algorithm [3].

Baum-Welch algorithm [1] is a standard solution for solving the training
problem based on maximization of data likelihood. However, this hill-climbing
algorithm leads to local maxima only, and in most problems of interest, the
optimization surface is very complex and has many local optima. The BW algo-
rithm uses a set of re-estimation formulas and guarantees that the likelihood of
re-estimated model will be equal to or greater than the likelihood of model in
previous iteration.

2.2 Particle Swarm Optimization

The PSO method is one of optimization method developed for finding a global
optima of some nonlinear function [4]. It has been inspired by social behavior of
birds and fish. The method applies the approach of problem solving in groups.
Each solution consists of set of parameters and represents a point in multidi-
mensional space. The solution is called ”particle” and the group of particles
(population) is called ”swarm”.

Each particle i is represented as a D-dimensional position vector −→x i(t) and has
a corresponding instantaneous velocity vector −→v i(t). Furthermore, it remembers
its individual best value of fitness function and position −→p i which has resulted
in that value. During each iteration t, the velocity update rule (1) is applied on
each particle in the swarm. The −→pg is the best position of the entire swarm and
represents the social knowledge.

−→v i(t) = w−→v i(t − 1) + ϕ1R1(−→p i − −→x i(t − 1)) + ϕ2R2(−→p g − −→x i(t − 1)) (1)



Constraints in Particle Swarm Optimization of HMMs 1401

The parameter w is called inertia weight and during all iterations decreases
linearly from wstart to wend. The symbols R1 and R2 represent the diagonal ma-
trices with random diagonal elements drawn from a uniform distribution between
0 and 1. The parameters ϕ1 and ϕ2 are scalar constants that weight influence of
particles’ own experience and the social knowledge.

Next, the position update rule (2) is applied:

−→x i(t) = −→x i(t − 1) + −→v i(t) . (2)

If any component of −→v i is less than −Vmax or greater than +Vmax, the cor-
responding value is replaced by −Vmax or +Vmax, respectively. The Vmax is
maximum velocity parameter.

The update formulas (1) and (2) are applied during each iteration and the
−→pi and −→pg values are updated simultaneously. The algorithm stops if maximum
number of iterations is achieved.

2.3 Particle Structure and Evaluation

The quality of particle (candidate solution) is evaluated using a fitness function.
Each particle is built of A, p ,m ,U parameters reconfigured to one dimensional
vector. Two sorts of structure of particles (encoding) were used here (see the
Table 1) - the Type A encoding is used when the particle corresponds to all pa-
rameters λ, the type B encoding does not include last component of probabilistic
parameters, because it can be computed from stochastic constraints described
in the next section. Particles of both types are equivalent to parameters λ of
HMM. The Type A representation was used for repair based method and the
Type B encoding was used for penalty based method.

Table 1. Two types of representation of a particle

Type A
A{N × N} p{N} m{N} U{N}

a11 . . . a1N . . . aN1 . . . aNN p1 . . . pN m1 . . . mN U1 . . . UN

Type B
A{N × (N − 1)} p{N − 1} m{N} U{N}

a11 . . . a1N−1 . . . aN1 . . . aNN−1 p1 . . . pN−1 m1 . . . mN U1 . . . UN

In this paper, the maximization of likelihood is performed as minimization of
the value of function described by Equation 3.

evalF (λ) = − ln P (O|λ) (3)

2.4 Constraint Handling

An important aspect of the Baum-Welch algorithm is that the stochastic con-
straints of the HMM parameters are automatically satisfied at each iteration.
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Generally, this is not true for all training algorithms. The problem of training
must be therefore understood as constraint optimization task and could be de-
scribed as following:

Find λ = {A, p, B}, which maximizes P (O|λ), subject to

aik ≥ 0 (4)
N∑

j=1

aij = 1 (5)

pj ≥ 0 (6)
N∑

j=1

pj = 1 (7)

Ui > 0, (8)

where i = 1 . . .N , k = 1 . . .N and N is number of hidden states.
However, the PSO was originally developed for unconstrained optimization

and hence the algorithm described in previous section must be modified to be
able to handle with constraints [5]. In this paper, the following constraint han-
dling methods are compared:

Methods based on repair algorithm (PSOr, PSOrf). The unfeasible solu-
tions are ”repaired” by moving them into feasible space. The unfeasible solutions
can be replaced by its repaired version or the repair procedure can be used for
fitness evaluation only.

The two following repair methods are used in this paper. First approach, ref-
fered to as PSOr, replaces unfeasible particles by their repaired version. The
second one, referred to as PSOrf, uses modification of fitness function, which
evaluates the repaired version of unfeasible particle, however, the unfeasible par-
ticles are not replaced. The repair procedure consists of normalization opera-
tions. First, all negative elements of state transition matrix A are assigned to be
zero. Next, each element aij of the matrix is transformed to aij/

∑N
j=1 aij which

ensures that the constraint (5) is not violated.
The same procedure is applied on initial probabilities p. Finally, a viola-

tion of positivity constraint (8) (for multivariate observations, it is constraint
of positive-definity) is repaired by setting all Ci which are smaller than a con-
stant c (e.g. c = 10−5) to c.

Method based on penalty function (PSOp). The unfeasible solutions
are penalized using evalU (λ) = evalF (λ) + penalty(λ). However, the likelihood
can not be computed for model parameters violating the stochastic constraints.
Therefore, a constant K could be used in place of evalF (λ). For instance, the
suitable value for K could be the fitness function of the worst particle in the
initial swarm. The following form of fitness evaluation was used:

evalU (λ) = K + ξ[(
∑

aij<0

a2
ij +

∑

pi<0

p2
i )] +

∑

Ui<c

(c − Ui)2 . (9)
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The constant c in Equation 9 has similar meaning as in the previous section
and was set to c = 10−5. The penalty term computes the degree of constraint
violation. The constant ξ is weight which scales an influences of stochastic con-
straints (4, 6) and the positivity constraint (8). The suitable value of ξ is deter-
mined by the observation sequence and was set to ξ = 10 for all experiments.

The implementation of penalty function uses different conception of feasibility.
The parameters of HMM are encoded into particle using the Type B encoding.
Thus, the last column of transition matrix A and last component of vector of
initial state probabilities are removed from particle. In the beginning of each
evaluation, these parameters must be computed using Equations 5 and 7. For
instance, the pN parameter is pN = 1 −

∑N−1
i=1 pi.

Thus, the feasibility is equivalent to satisfaction of the Equations 4, 6 and 8. In
the case of violating these three inequality constraints, the particle is evaluated
using Equation 9. In the case, that the particle represents feasible solution, it is
evaluated using log-likelihood function (3). In experimental results, the penalty
method is referred to as PSOp.

3 Results

The approaches described above were tested using three observation sequences
generated by three predefined artificial HMMs (Model 1-3 ). The number of hid-
den states was N = 4 because of two reasons. First, authors of this work will
utilize the results in application of HMM to classification of 4 substages of non-
REM sleep from sleep EEG record. Secondly, the PSO method fits to optimize
smaller HMMs as it will be discussed at the end of this section. The initial state
probabilities were set uniform (to 0.25) for all three models (p1 = p2 = p3 =
(0.25, 0.25, 0.25, 0.25)). For the models 1 and 2, the transition probabilities were
set also uniformly to 0.25. On the other hand, the diagonal elements of matrix A3
(probabilities of staying in the previous state) were 0.85 and the others (probabil-
ities of transition to different state) were set to 0.05. The Gaussian distributions
representing the emission probabilities are described in Equation 10.

B1 =

⎛

⎜
⎜
⎝

G(−2, 0.5)
G(0, 0.5)
G(2, 0.5)
G(4, 0.5)

⎞

⎟
⎟
⎠ , B2 =

⎛

⎜
⎜
⎝

G(0, 0.2)
G(0, 2.0)
G(−4, 0.5)
G(4, 0.5)

⎞

⎟
⎟
⎠ , B3 =

⎛

⎜
⎜
⎝

G(0, 0.2)
G(0, 2.0)
G(−4, 0.5)
G(4, 0.5)

⎞

⎟
⎟
⎠ (10)

The BW algorithm and the three constraint handling PSO methods were com-
pared. The comparison criterion was the final log-likelihood function described
by Equation 3 averaged over 30 runs of experiment. First, a training observation
sequence of length T was generated by the model (T was 100 and 200). Further,
the optimization algorithm was launched 30 times searching for the model which
best fits the training sequence.

For all PSO experiments, the algorithm parameters were set as following: the
weight parameters were ϕ1 = ϕ2 = 2, number of iterations was 500, swarm size
was 100. The inertia weight w has decreased linearly from w = 1 to w = 0.2
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during 350 iterations and then it remained constant for the rest of optimiza-
tion process. The maximum velocity parameter was set variously for different
dimensions. Concretely, the change of probabilistic parameters representing the
transition matrix and initial state probability was limited by Vmax = 0.2, the rest
of velocity dimensions was limited by Vmax = 2. The value of Vmax is problem
dependent and was selected experimentally.

Table 2. Experimental results: means, standard deviations of − ln P (O|λ) obtained
from 30 runs of experiments and the results of t-test (α = 0.05) of difference between
BW results and results for particular PSO modifications. The 1 behind the slash means
that the PSO method found significantly better solutions than the BW algorithm.

T = 100
Method Model 1 Model 2 Model 3

BW 209.55(4.71)/- 229.46(5.66)/- 158.41(27.13)/-
PSOr 207.19(2.67)/0 229.35(5.46)/0 143.25(1.54)/1
PSOrf 207.34(3.50)/0 225.81(4.69)/1 144.91(2.03)/1
PSOp 204.66(2.04)/1 223.25(4.87)/1 142.74(2.46)/1

T=200
Model 1 Model 2 Model 3

BW 435.18(3.46)/- 449.12(22.52)/- 374.13(30.54)/-
PSOr 428.76(3.44)/1 427.33(3.02)/0 316.92(2.64)/1
PSOrf 428.01(5.22)/1 429.92(6.40)/0 317.66(1.66)/1
PSOp 425.38(1.26)/1 422.68(0.72)/1 315.61(1.65)/1

The final values of − ln P (O|λ) obtained for the three models fitting the se-
quences of two different lengths (T = 100 and T = 200) are depicted in Table 2.
The Figure 1 shows the training curves averaged over 30runs. The three PSO
variants can be compared from this figure. The difference between BW and PSO
algorithms can be seen from the Table 2. The standard deviation of final fitness
value represents the ability of method to reach the minimum independently on
initialization. In addition, the test of significance was performed using paired
t-test (α = 0.05) of the hypothesis that two matched samples X , Y come from
distributions with equal means. However, the test makes an assumption that the
distribution of X − Y comes from a normal distribution. This assumption was
not satisfied for some samples (e.g. comparison for Model 3) and hence the test-
ing was just additional comparison tool. For all experiments, the means of final
fitness obtained for PSO methods are smaller. For the short training sequence
(T = 100), only the Model 3 was identified significantly better by all PSO ap-
proach. On the other hand, if the longer training sequence is used for training,
the PSO algorithms reached much smaller values of the function evalF than the
BW algorithm.
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Fig. 1. The training curves averaged over 30 runs of experiment. An observation se-
quence with length (a) T = 100 and (b) T = 200 samples was used for training the
HMM.

Further, the different PSO constraint handling methods may be compared
using the Table 2 and the Figure 1. The figure depicts the optimization process
using the dependence of the best fitness in the swarm on time. The curves are
averaged over 30 runs of experiment. The figures show strong similarity between
the two repair methods (PSOr, PSOrf). At the beginning of optimization, the
curve decreases faster for the PSOr and PSOrf methods, however, for PSOp, the
rapidity of fall increases during first 200-300 iterations. Furthermore, it even out-
runs the repair methods and reaches better value. Apparently, the concave-like
shape of first part of training is caused by increasing number of feasible parti-
cles in the swarm. Finally, the penalty method PSOp seems least sensitive to
initialization, because the minimum is reached with the smallest standard devi-
ation and the difference of mean of results from the BW results was statistically
significant.

Finally, some temporal aspects of the methods must be mentioned. The main
disadvantage of all population based techniques are time requirements. During
each iteration of PSO using a swarm of 100 particles, the calculation of fitness
function must be repeated 100 time. During the whole optimization process with
500 iterations, there are 50000 fitness evaluations. The fitness evaluation depends
on the order of HMM and on length of the observation sequence. Therefore,
it can be concluded, that PSO should be used for HMM training in the case
of reasonable model order and not very long training sequence. The detailed
experiments with time requirements were not performed for this paper.
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4 Conclusions

The Particle Swarm Optimization seems useful and suitable method for Hidden
Markov Models training. In comparison with conventional method - Baum-Welch
algorithm, the PSO is much more capable to overcome the local optima of likeli-
hood, whereas the local BW algorithm sometimes gets stuck in local extreme. In
the future, the other methods will be tested. Namely, the preserving feasibility
methods using Linear PSO [6] or pareto-ranking methods seem sufficient and
promising.
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Abstract. Large repositories of spatial data have been formed in various appli-
cations such as Geographic Information Systems (GIS), environmental studies, 
banking, etc. The increasing demand for knowledge residing inside these data-
bases has attracted much attention to the field of Spatial Data Mining. Due to 
the common complexity and huge size of spatial databases the aspect of effi-
ciency is of the main concerns in spatial knowledge discovery algorithms.  
In this paper, we introduce two novel nature-inspired algorithms for efficient 
discovery of spatial trends, as one of the most valuable patterns in spatial data-
bases. The algorithms are developed using ant colony optimization and evolu-
tionary search. We empirically study and compare the efficiency of the  
proposed algorithms on a real banking spatial database. The experimental re-
sults clearly confirm the improvement in performance and effectiveness of the 
discovery process compared to the previously proposed methods. 

1   Introduction 

The major improvements in geo-referenced data collection technologies such as  re-
mote sensing, Geographic Positioning System (GPS) and Geo-coding has formed 
huge repositories of spatial data. Such geo-spatial databases are now available in 
many application domains e.g. environmental studies, banking, retailing, etc. Implicit 
patterns and rules inside these databases are invaluable spatial knowledge that is so 
useful in many strategic decision making processes. This is the reason why the field 
of spatial data mining (i.e., the discovery of interesting, implicit knowledge from large 
amounts of spatial data [10]) has attracted so much attention in the research commu-
nity as well as the industrial community.  

The common huge size and complexity of geo-spatial databases has turned the aspect 
of efficiency into one of the most important challenges in the development of spatial data 
mining algorithms. So far many algorithms have been designed for efficient discovery of 
various types of knowledge from spatial databases. Spatial association rules were first 
introduced by Koperski et. al [10]. Many improved spatial association rule mining algo-
rithms are also recently proposed including [15]. Spatial classification models that predict 
some spatial phenomena are also studied in many research works [11, 14]. One of the 
most valuable and interesting patterns potentially found in spatial databases are spatial 
                                                           
* This work is supported in part by the TAKFA Grant Program and Mellat Bank R&D Center. 
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trends [5, 6, 8]. In spatial trend analysis, patterns of change of some non-spatial attributes 
in the neighborhood of an object are explored [5, 6]; e.g. moving towards north-west 
from the city center, the average income of the population decreases (confidence 81%).  

Ester et al. studied the task of spatial trend discovery in [8]. This algorithm was  
further improved in [6] by exploiting the database primitives for spatial data mining 
introduced in [7]. In this approach the search space becomes exponentially huge by 
increasing the size of neighborhood graph and makes it impossible to perform an ex-
haustive search. In order to prune the search space it applies a heuristic rule based on a 
user-given threshold [6]. Here it will be shown that this rule is restrictive and makes 
some valid trends to be missed and never found. 

Many efficient solutions for NP-Hard search and optimization problems have been 
developed inspired by the mechanisms observed in the nature [4]. However, less  atten-
tion has been given to this powerful source in the tasks of spatial data mining. In this 
research, we introduce two novel algorithms for efficient mining of spatial trends in 
large geo-spatial databases, by applying two of the most successful nature-inspired 
meta-heuristics. In the first algorithm we exploit the phenomenon of stigmergy observed 
in the ant colonies [2, 3] to handle the huge search space encountered in the discovery of 
spatial trends [16]. In the second approach we have developed a genetic algorithm for 
evolutionary mining of the trend patterns [17]. Some customized genetic operators are 
defined so that the genetic search can conform to the nature of the problem [17]. In 
contrast to the algorithm proposed in [5, 6], our nature-inspired algorithms, are not de-
pendent on the user's initial inputs. We have conducted many experiments on a real-life 
banking spatial database to study the performance and properties of the proposed algo-
rithms. In both of the algorithms we succeeded to handle the non-polynomial growth of 
the search space. The results clearly show   noticeable improvement in the performance 
of the pattern mining process compared to the previously proposed method. 

2   Mining Spatial Trends: Problem Definition and Applications  

In order to model the mutual influence between the spatial objects some spatial rela-
tions between objects (called neighborhood relations) are formally defined [5]. These 
include direction, metric and topological relations. Based on these spatial relations the 
notions of neighborhood graph and neighborhood path are defined as follows [5, 7]: 

Definition 1. let neighbor be a neighborhood relation and DB be a database of spatial 
objects. A neighborhood graph G = (N, E) is a graph with nodes N = DB and edges 
E ⊆ N×N where an edge e = (n1, n2) exists iff neighbor(n1, n2) holds. 

Definition 2. A neighborhood path of length k is defined as a sequence of nodes [n1, 
n2,…, nk], where neighbor(ni ,ni+1 ) holds for all ni∈N , 1≤ i < k. 

Having available the desired neighborhood graph, a spatial trend pattern can be  
defined as follows [6]: 

Definition 3. A spatial trend is a path on the neighborhood graph with a length k that 
the confidence of regression on its nodes data values based on their distance from the 
start node is above a user-given threshold (Figure 1.a). 
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Fig. 1. (a) Regression line for a trend (b) A direction filter (c) Missing a trend in node i 

 

Fig. 2. The City Regions with Bank Points 

Our example spatial database contains the agency locations of a national bank and 
their various (non-spatial) financial data like the count and balance of different kinds 
of accounts. A map of these points and a sample trend are provided in Figure 2. As an 
example we may need to find trends of "the number of long term accounts" in the 
bank agencies starting from any arbitrary agency points. Having discovered such 
trends, we can try to explain their existence by some spatial attributes [6, 7]. As an 
example a trend may approximately match with a road or a highway. We can also 
check if there are any matching trends on the same path but in other thematic layers 
such as demographic or land use layers. A trend can predict the non-spatial attribute 
value of a new point on its path using the regression equation. The reliability of this 
prediction is equal to the regression confidence. A desired informative spatial trend 
pattern would not be crossing the space in an arbitrary manner [5, 6]. So a direction 
filter is applied when forming the path of a candidate trend [5] like the variable star-
like filter depicted in Figure 1.b.  

To discover the trends in a neighborhood graph by the algorithm proposed in [6] 
the user first specifies the starting object o. Having an average of 'a' eligible nodes to 
extend a path, we will then have to check an-1 paths starting from o to examine their 
regression confidence, where n is the user-given maximum trend length. It is imprac-
tical to examine this amount of paths even for small values of n. This condition gets 
worse when the user has not any specific start object in mind, and expects the algo-
rithm to check different start objects. So for higher efficiency, the algorithm  allows a 
path to be extended further by the next set of feasible nodes only if its current confi-
dence is not bellow the given threshold [6]. This is continued until we reach the 
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maximum length. This heuristic rule forces the search space to become smaller but it 
can easily miss a high confidence trend if its confidence is bellow the threshold 
somewhere in the middle of its path. In Figure 1.c a sample of this situation is shown. 
The algorithm will stop path extension when it is in node i because the regression 
confidence of the path from the first node to i is bellow the threshold. However this 
path will have a confidence much higher than the threshold if it is continued and not 
stopped too early. Hence the previously proposed algorithm can not ever discover 
such valid trends.  

3   Ant Colony Optimization for Mining Spatial Trends 

Ant Colony Optimization (ACO) has been recently used in many areas [2, 3, 4]   
including data mining [13]. However, considering the challenges faced in the problem 
of spatial trend detection (see section 2), we can notice that ACO provides efficient 
properties in spatial trend discovery too [16]. First, as the definition of the problem 
suggests, ant agents can search for trends starting from their own start point in a  com-
pletely distributed manner. This eliminates the need to ask the user for a start object. 
Second, the pheromone trails can help the ants to share and exploit the trend detection 
experience of the whole colony. This guides the search process to converge to better 
promising subspaces that contains more potential high quality trend patterns. Finally, 
some measures of attractiveness [3, 4, 16] can be defined for each of the feasible 
spatial nodes to extend a path. This can effectively guide the trend discovery process 
of each ant.  

We assign a pheromone trail value τi,j to each directed edge Ei,j of the neighbor-
hood graph. When an ant is in node Pi and selects Pj as the next node, its pheromone 
will be laid on Ei,j. Thus τi,j encodes the favorability of selecting Pj when in Pi to form 
a high quality spatial trend. We applied two heuristics to guide the discovery of   
spatial trends [16]. Closer nodes are preferable to the ones far from the current node  
(equation 1). Also, we would like the value of the next node to match better with an     
increasing linear regression model (equation 2). Thus ηi,j which is the attractiveness of 
Pj for selection when in Pi will be calculated by the following formulas: 
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For details of the parameters and their explanation please refer to [16]. Now each 
ant agent starts from a node and forms a candidate trend by iteratively selecting a new 
node [3]. Ant k stochastically selects the next node by assigning a probability Pk

i,j to 
select Pj when in Pi by the following formula: 

 (4) 
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This process is repeated until the number of nodes in the candidate trends reach to 
TrendLength which is an input of the ACO and genetic algorithm proposed. To    
update the pheromone trail information [3, 4], we will consider the quality of the 
trends (i.e. their regression confidence) [16].  

(5) 

(6) 

(7) 

In each cycle of the algorithm m ants form their candidate trends with TrendLength 
nodes. At the end of a cycle the pheromone matrix is updated by the above formulas. 

4   Genetic Algorithm for Mining Spatial Trends 

Genetic algorithms have become a popular search strategy that uses simulated evolu-
tion for search and optimization problems in many fields [1, 12] including data min-
ing [1, 9]. Genetic algorithms have been applied in many KDD tasks such as feature 
selection, clustering, and decision rule discovery [9]. 

In the problem of discovering spatial trends there are many motivations to apply 
the evolutionary search strategy used in a genetic algorithm [17]. First, the problem of 
mining spatial trends is NP-Hard and the full exploration of the search space is im-
possible in the large geo-spatial databases available today. Second, the graph repre-
sentation of the problem suggests easy coding and assessment of the chromosomes. 
Third, the search for trends with different start nodes can be easily integrated. Finally, 
the nature of the problem matches well with the search mechanism used in genetic 
algorithms. To explain this final aspect, one must notice that a good spatial trend 
search strategy can be obtained if we use the previously found high quality trends to 
effectively guide the search. The mutation genetic operator can  perform this utiliza-
tion by modifying a high confidence spatial trend in few edges. Also the crossover 
genetic operator can combine two good spatial trends to generate another two paths in 
the spatial graph that are likely to have high confidence.  

The sequence of nodes on a candidate trend is encoded on a chromosome [1, 12]. 
The interested reader can refer to [17] for detailed explanations. A key aspect is the 
fitness function that is defined to assess the individuals in order to guide the evolution 
process towards the promising areas [1, 12]. For the fitness evaluation of candidate 
trend individuals, we consider the same criteria used to update the pheromone trail in 
the ACO algorithm (i.e. regression confidence). Then the selection operator is applied 
to improve the expected average quality of the next generation. Here we use a roulette-
wheel selection method. 

We use a neighborhood local selection method [12] to perform the crossover com-
bination. The local neighborhood of an individual used in the algorithm is defined in 
[17]. The two offspring are gained by exchanging the subsequence after the crossover 
point (the common node) in the two path sequences [17]. We argue that the mutation 
operation is of high importance in our genetic algorithm for spatial trend discovery 
[17]. Therefore, a proportion of the next generation (mutation percentage) will be 
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populated by merely mutating selected individuals. The mutation operator changes a 
node in the path sequence with a probability equal to the mutation rate. Please refer to 
[17] for details of the crossover and mutation procedures. The initial generation will 
be populated with randomly generated valid paths with TrendLength nodes. In the 
spatial trend mining problem we prefer to have a high exploration. Therefore, a small 
proportion of the next generation (insertion percentage) will be populated with ran-
domly generated individuals. 

5   Performance Study on a Real-Life Spatial Database 

In our experimental study spatial trends of banking attributes among the agencies 
beginning from arbitrary points were targeted at search. Here we used the "number of 
long-term accounts" as the non-spatial attribute. To get an insight to the values of this 
attribute some statistics are provided in Table 1. Also some properties of our spatial 
neighborhood graph subject to search are given in Table 2. 

Table 1. Non-spatial values 
 

Min. Max. Avg. Std. Deviation
1 39025 4623 15631 

Table 2. Neighborhood graph 
 
Nodes Edges Max.Degree Min.Degree Avg.Degree 

300 9220 51 2 30.73 

To compare the performance of the algorithms they were run with their best known 
setup to discover the spatial trends in the same neighborhood graph. All of the     
algorithms were run to discover trends with TrendLength equal to 10 and Minimum 
Confidence equal to %80. In the ACO algorithm one ant was put in each of the     
possible start nodes. The best result was gained by the values of α, β, γ, ρ being   
respectively equal to 1, 2, 0.2, and 0.9. In the Genetic Algorithm an individual was 
initially created for each possible start node. Mutation rate was set to 0.2. Mutation 
percentage and insertion percentage were %40 and %5. Finally, for the execution of 
the algorithm proposed by Ester et. al [5, 6] an equal number of paths starting from 
each possible node were checked in each cycle. In Figure 3 the performance of the 
three algorithms are compared (averaged over 3 independent runs). This comparison 
is based on the number of trends that each algorithm was able to discover when a 
certain number of paths in the graph have been checked. As can be seen both of the 
nature-inspired algorithms improve their efficiency as the search continues and its 
experience is saved and exploited. However, this is not seen in the algorithm        
proposed in [5, 6]. Also in Figure 4 the average confidence of the paths that were 
examined in each cycle are shown. The fast increase in this metric approves the   
effective use of the search experience too. This utilization is done by means of    stig-
mergy in the ACO algorithm and evolution in the Genetic Algorithm. The higher 
number of discovered trends in the ACO algorithm compared to the genetic algorithm 
seems to be because of the attractiveness heuristic defined for the nodes and its    
effective guidance [16].  

As the candidate trends in the genetic algorithm are formed purely based on the 
previous generation, the number of trends found in near cycles do not differ much. In 
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contrast, in the ACO algorithm the candidate trend generation is independent from the 
previous cycle and is indirectly guided by all of the previous cycles. This seems to be 
the reason why there are major changes in the number of discovered trends in some 
near cycles of this algorithm. 
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Fig. 4. Improvement in average confidence 

The experiments also revealed an important and interesting distinction between the 
two algorithms. When we aim to initially form a valid candidate trend of a certain 
length, we have to iteratively add an eligible node to the last node in the path. If there 
are no feasible nodes to be added we have to restart this process from the start node and 
repeat this procedure until a valid candidate trend is formed. In the ACO algorithm the 
construction of the candidate trends has to be done from scratch in every cycle. How-
ever, in the genetic algorithm we construct the valid candidate trends by merely modify-
ing and recombining the current valid paths [17]. Due to this fact the ACO algorithm 
needs a higher amount of CPU time compared to the genetic  algorithm to discover a 
certain number of trends. The ACO algorithm took 370 minutes of CPU time to dis-
cover 100 trends. However, this time was about 183 minutes in the genetic algorithm 
(experiments run on PC with CPU Intel(R) Xeon 2.4GHz, 2GB RAM). 

6   Conclusions 

In this paper we introduced and compared two novel spatial trend mining algorithms 
inspired by two successful nature-inspired search strategies. To handle the huge 
search space encountered in the discovery of trend patterns in today's large spatial 
databases, an Ant Colony Optimization algorithm and a Genetic Algorithm were 
designed. In the ACO algorithms the colony's experience of trend discovery was 
shared between its agents by means of stigmergy. In the genetic algorithm customized 
operators were designed to effectively guide the search by an evolutionary process. 
The experimental studies on a real-life spatial database confirmed noticeable  
improvement in the performance of the mining process. Consequently, we succeeded 
to remove the restriction with the previously used pruning rule. Also the search for the 
trends with different start nodes are integrated, so that there will be no need to ask the 
start node from the user. For future work, we plan to study the behavior of the  
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proposed algorithms and the effects of their parameters in more details. We also plan 
to integrate the search for trends with different lengths. 
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Alberto Fernández1, and Francisco Herrera1

1 University of Granada, Department of Computer Science and Artificial Intelligence,
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Abstract. Unbalanced data in a classification problem appears when
there are many more instances of some classes than others. Several
solutions were proposed to solve this problem at data level by under-
sampling. The aim of this work is to propose evolutionary prototype
selection algorithms that tackle the problem of unbalanced data by us-
ing a new fitness function. The results obtained show that a balancing of
data performed by evolutionary under-sampling outperforms previously
proposed under-sampling methods in classification accuracy, obtaining
reduced subsets and getting a good balance on data.

1 Introduction

The class unbalance problem emerged when machine learning started being ap-
plied to the technology, industry and scientific research. A set of examples that
will be used as input of classification algorithms is said to be unbalanced when
one of the classes is represented by a very small number of cases compared to
the other classes. In such cases, standard classifiers tend to be flooded by the
large classes and ignore the small ones.

A number of solutions have been proposed at the data and algorithmic levels
[1]. At the data level, we found forms of re-sampling such as over-sampling,
where replication of examples or generation of new instances is performed [2]; or
under-sampling, where elimination of examples is performed. At the algorithmic
level, an adjust of the operation of the algorithm is carried out to treat with
unbalanced data, see [3] for an example.

Various approaches of under-sampling methods were proposed in the liter-
ature considering two-classes problems, see [4] for review. Most of them are
modifications of Prototype Selection (PS) algorithms [5].

Evolutionary Algorithms (EAs) [6] are stochastic search methods that mimic
the metaphor of natural biological evolution. All EAs rely on the concept of
population of individuals (representing search points in the space of potential
solutions to a given problem), which undergo probabilistic operators such as
mutation, selection and recombination. EAs have been used to solve the PS
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problem with promising results [7]. Its application is denoted by Evolutionary
Prototype Selection (EPS).

In this work, we propose the use of EAs for under-sampling unbalanced data
sets, we call it Evolutionary Under-Sampling (EUS), in order to improve bal-
anced classification accuracy and distribution of classes. The aim of this paper is
to present our proposal model and compare it with others under-sampling meth-
ods studied in the literature. To address this, we have carried out experiments
with unbalanced data sets with distinct degrees of distribution of classes.

The remainder of the paper is divided into four sections. Section 2 summarizes
the main characteristics of EUS. Section 3 briefly describes the previous under-
sampling methods. Section 4 presents the way to evaluate classification systems
in domains with unbalanced data sets. Section 5 discusses the methodology used
in the experiments, as well as the results achieved. Finally, Section 6 concludes
the paper.

2 Evolutionary Under-Sampling

Let’s assume that there is a training set TR which consists of pairs (xi, yi), i =
1, ..., n, where xi defines input vector of attributes and yi defines the correspond-
ing class label. TR contains n instances, which have m input attributes each one
and they should belong to positive or negative class. Let S ⊆ TR be the subset
of selected instances resulted for the execution of an algorithm.

PS problem can be considered as a search problem in which EAs can be
applied. To accomplish this, we take into account two important issues: the
specification of the representation of the solutions and the definition of the fitness
function.

– Representation: Let us assume a data set TR with n instances. The search
space associated is constituted by all the subsets of TR. This is accomplished
by using a binary representation. A chromosome consists of n genes (one for
each instance in TR) with two possible states: 0 and 1. If the gene is 1,
its associated instance is included in the subset of TR represented by the
chromosome. If it is 0, this does not occur.

– Fitness Function: Let S be a subset of instances of TR to evaluate and
be coded by a chromosome. Classically, we define a fitness function that
combines two values: the classification rate (clas rat) associated with S and
the percentage of reduction (perc red) of instances of S with regards to
TR [7].

Fitness(S) = α · clas rat + (1 − α) · perc red. (1)

The 1-NN classifier is used for measuring the classification rate, clas rat,
associated with S. It denotes the percentage of correctly classified objects
from TR using only S to find the nearest neighbor. For each object y in
S, the nearest neighbor is searched for amongst those in the set S \ {y}.
Whereas, perc red is defined as

perc red = 100 · |TR| − |S|
|TR| . (2)
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The objective of the EAs is to maximize the fitness function defined, i.e.,
maximize the classification rate and minimize the number of instances ob-
tained. The EAs with this fitness function will be denoted with the extension
PS in the name.

In order to approach the unbalance data problem, EPS algorithms can be
adjusted making use of a new fitness function defined as follows:

FitnessBal(S) = g − |1 − n+

n−
| · P, (3)

where g is geometric mean of balanced accuracy defined in Section 4, n+ is
the number of positive instances selected (minority class), n− is the number of
negative instances selected (majority class), and P is a penalization factor.

This fitness function try to find subsets of instances making a trade-off be-
tween the classification balanced accuracy and an equal number of examples
selected of each class. This second objective is obtained through the penaliza-
tion applied to g in fitness value.

In this paper, we have applied this fitness function in two models of EAs. The
first one, heterogeneous recombinations and cataclysmic mutation (CHC), is a
classical model that introduces different features to obtain a tradeoff between
exploration and exploitation [8], and the second one, PBIL [9], is a specific EA
approach designed for binary spaces. We denote them as CHC-US and PBIL-US
respectively.

3 Under-Sampling and Prototype Selection Methods

In this section, we describe the under-sampling methods and PS algorithms used
in this study.

3.1 Under-Sampling Methods for Balance of Class Distribution

In this work, we evaluate six different methods of under-sampling to balance the
class distribution on training data:

Random under-sampling: It is a non-heuristic method that aims to balance class
distribution through the random elimination of majority class examples to get
a balanced instance set.
Tomek Links [10]: It can be defined as follows: given two examples Ei = (xi, yi)
and Ej = (xj , yj) where yi �= yj and d(Ei, Ej) being the distance between Ei

and Ej . A pair (Ei, Ej) is called Tomek link if there is not an example El, such
that d(Ei, El) < d(Ei, Ej) or d(Ej , El) < d(Ei, Ej). Tomek links can be used as
an under-sampling method eliminating only examples belonging to the majority
class in each Tomek link found.

Condensed Nearest Neighbor Rule (CNN-US) [11]: First, randomly draw one
majority class example and all examples from the minority class and put these
examples in S. Afterwards, use a 1-NN over the examples in S to classify the
examples in TR. Every misclassified example from TR is moved to S.
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One-sided Selection (OSS) [12]: It is an under-sampling method resulting from
the application of Tomek links followed by the application of CNN-US.

CNN-US + Tomek Links [4]: It is similar to OSS, but the method CNN-US is
applied before the Tomek links.

Neighborhood Cleaning Rule (NCL) [13]: Uses the Wilsons Edited Nearest Neigh-
bor Rule (ENN) [14] to remove majority class examples. For each example
Ei = (xi, yi) in the training set, its three nearest neighbors are found. If Ei

belongs to the majority class and the classification given by its three nearest
neighbors contradicts the original class of Ei, then Ei is removed. If Ei belongs
to the minority class and its three nearest neighbors misclassify Ei, the the
nearest neighbors that belongs to the majority class are removed.

3.2 Prototype Selection Methods

Two classical models for PS are used in this study: DROP3 [5] and IB3 [15].
Furthermore, same two EAs used as EUS are employed as EPS with classical
objective and we denote them as CHC-PS and PBIL-PS [7].

4 Evaluation on Unbalanced Data Classification

The most correct way of evaluating the performance of classifiers is based on the
analysis of the confusion matrix. In Table 1, a confusion matrix is illustrated for
a problem of two classes, with the values for the positive and negative classes.
From this matrix it is possible to extract a number of widely used metric to
measure the performance of learning systems, such as Error Rate, defined as
Err = FP+FN

TP+FN+FP+TN and Accuracy, defined as Acc = TP+TN
TP+FN+FP+TN =

1 − Err.

Table 1. Confusion matrix for a two-class problem

Positive Prediction Negative Prediction
Positive Class True Positive (TP) False Negative (FN)
Negative Class False Positive (FP) True Negative (TN)

Face to the use of error (or accuracy) rate, another type of metric in the
domain of the unbalanced problems is considered more correct. Concretely, from
Table 1 it is possible to obtain four metrics of performance that measure the
classification performance for the positive and negative classes independently:

– False negative rate FNrate = FN
TP+FN is the percentage of positive cases

misclassified.
– False positive rate FPrate = FN

FP+TN is the percentage of negative cases
misclassified.

– True negative rate TNrate = TN
FP+TN is the percentage of negative cases

correctly classified.
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– True positive rate TPrate = TP
TP+FN is the percentage of positive cases

correctly classified.

These four performance measures have the advantage of being independent of
the costs for class and prior probabilities. The goal of a classifier is to minimize
the false positive and false negative rates or, in a similar way, to maximize the
true positive and true negative rates.

In [16] it was proposed another metric called Geometric Mean (GM), defined
as g =

√
a+ · a−, where a+ denotes accuracy on positive examples (TPrate), and

a− is accuracy on negative examples (TNrate). This measure try to maximize
accuracy in order to balance both classes at the same time. It is an evaluation
measure that joins two objectives.

5 Experiments and Results

Performance of the under-sampling and PS methods, described in Sections 2
and 3, is analyzed using 7 data sets taken from the UCI Machine Learning
Database Repository [17]. These data sets are transformed to obtain two-class
non-balanced problems. The main characteristics of these data sets are summa-
rized in Table 2. For each data set, it shows the number of examples (#Ex-
amples), number of attributes (#Attributes), name of the class (minority and
majority) together with class distribution.

The data sets considered are partitioned using the ten fold cross-validation
(10-fcv) procedure. The parameters of algorithms used are presented in Table 3.

Table 4 shows class distribution after balancing with each method. Table 5
shows us the average of the results offered by each algorithm. Each column
shows:

Table 2. Relevant information about each data set used in this study

Data Set #Examples #Attributes %Class (min., maj.) %Class (min., maj.)
Ecoli 336 7 (iMU, Remainder) (10.42,89.58)
German 1000 20 (Bad, Good) (30.00,70.00)
Glass 214 9 (Ve-win-float-proc, Remainder) (7.94,92.06)
Haberman 306 3 (Die, Survive) (26.47,73.53)
New-thyroid 215 5 (hypo, Remainder) (16.28,83.72)
Pima 768 8 (1,0) (34.77,66.23)
Vehicle 846 18 (van, Remainder) (23.52,76.48)

Table 3. Parameters considered for the algorithms

Algorithm Parameters
CHC-PS Pop = 50, Eval = 10000, α = 0.5
IB3 Acept.Level = 0.9, DropLevel = 0.7
PBIL-PS LR = 0.1, Mutshift = 0.05, pm = 0.02, Pop = 50

NegativeLR = 0.075, Eval = 10000
CHC-US Pop = 50, Eval = 10000, P = 20
PBIL-US LR = 0.1, Mutshift = 0.05, pm = 0.02, Pop = 50

NegativeLR = 0.075, Eval = 10000, P = 20
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Table 4. Class distribution after balancing

Balancing Method % Minority Class (Positive) % Majority Class (Negative)
CHC-PS 34.74 65.26
PBIL-PS 33.94 66.06
DROP3 45.10 54.90
IB3 33.95 66.05
CNN-US + TomekLinks 87.14 12.86
CNN-US 58.25 41.75
NCL 31.52 68.48
OSS 38.76 61.24
RandomUnderSampling 50.00 50.00
TomekLinks 29.29 70.71
CHC-US 50.00 50.00
PBIL-US 49.99 50.01

– The balancing method employed. None indicates that no balancing method
is employed (original data set is used to classification with 1-NN).

– Percentage of reduction with respect to the original data set size.
– Accuracy percentage for each class by using a 1-NN classifier (a+ and a−),

where subindex tra refers to training data and subindex tst refers to test
data. GM value also is showed to training and test data.

Tables 4 and 5 are divided in three parts by separator lines: PS methods, Under-
Sampling methods and proposed methods.

The following analysis of results can be made for these tables:

– CHC-US and PBIL-US present the best trade-off accuracy between both
classes, they have the higher value of average GM in training and test (Table
5).

– The new fitness function used in EUS allows us to obtain a well-balanced
class distribution (Table 4).

– There are algorithms that discriminate the negative class to a great extent,
such as CNN-US+Tomek Links. PS algorithms discriminate positive class
because they only take into account the global performance of classification,
which is highly conditioned for negative (majority) class examples.

We have included a second type of table accomplishing a statistical comparison
of methods over multiple data sets. Demšar [18] recommends a set of simple,
safe and robust non-parametric tests for statistical comparisons of classifiers.
One of them is Wilcoxon Signed-Ranks Test [19,?]. Table 7 collects results of
applying Wilcoxon test between our proposed methods and the rest of Under-
Sampling algorithm studied in this paper over the 7 data sets considered. This
table is divided in two parts: In the first part, the measure of performance
used is the accuracy classification in test set through geometric mean. In the
second part, we accomplish Wilcoxon test by using as performance measure
only the reduction of the training set. Each part of this table contains two rows,
representing our proposed methods, and N columns where N is the number of
algorithms considered in this study. Algorithms order is given at Table 6. In each
one of the cells can appear three symbols: +, = or −. They represent that the
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Table 5. Average results

Balancing Method % Red %a−
tra %a+

tra GMtra %a−
tst %a+

tst GMtst

None (1-NN) - 89.34 57.69 70.46 88.71 56.19 69.38
DROP3 87.75 84.51 67.31 74.90 81.42 56.88 67.08
IB3 71.61 84.96 48.84 62.47 85.35 51.88 65.18
CHC-PS 98.67 94.88 57.07 67.04 93.16 50.11 61.73
PBIL-PS 95.48 95.58 61.19 69.78 91.59 53.81 63.49
CNN-US 61.70 79.08 63.00 69.41 81.26 63.53 70.76
CNN-US + TomekLinks 74.77 54.05 91.66 68.28 54.29 89.16 67.43
NCL 17.70 81.72 82.30 81.38 80.17 73.47 75.96
OSS 75.39 81.23 69.01 74.23 81.72 67.33 73.43
RandomUnderSampling 57.32 75.25 76.85 75.99 74.70 75.88 75.21
TomekLinks 11.88 85.64 76.50 80.15 83.77 68.58 75.19
CHC-US 95.45 82.46 88.78 85.54 79.17 75.91 77.48
PBIL-US 77.66 86.98 90.82 88.87 81.08 74.32 77.56

Table 6. Algorithms order

Algorithm Number Algorithm Number
DROP3 1 NCL 7
IB3 2 OSS 8
CHC-PS 3 RandomUnderSampling 9
PBIL-PS 4 Tomek Links 10
CNN-US 5 CHC-US 11
CNN-US+Tomek Links 6 PBIL-US 12

Table 7. Wilcoxon test

GMtstAccuracy Performance
1 2 3 4 5 6 7 8 9 10 11 12

CHC-US (11) + + + + = + = = = = =
PBIL-US (12) + + = = = + = = = = =

Reduction Performance
1 2 3 4 5 6 7 8 9 10 11 12

CHC-US (11) + + - = + + + + + + +
PBIL-US (12) - = - - + = + = + + -

algorithm situated in that row outperforms (+), is similar (=) or is worse (−)
in performance than the algorithm which appear in the column (Table 7).

We make a brief analysis of results summarized in Table 7:

– Wilcoxon test shows us that our proposed algorithms are statistically equal
to other Under-Sampling methods and outperforms PS methods, in terms of
accuracy in test.

– However, in reduction performance, EUS obtain better reduction than non-
evolutionary under-sampling methods. It points out that EUS provides re-
duced subsets without loss of balanced accuracy classification performance
with respect to the rest of algorithms.

– Note that Wilcoxon test is performed using a low number of data sets (the
minimum possible number of them to carry out the test). This implies that
the results obtained may need a more depth study (see for example the
difference between CHC-PS and PBIL-US in GM test with similar statistical
behavior). It is necessary to use more data sets in a future study.
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6 Conclusions

The purpose of this paper is to present a proposal of Evolutionary Prototype
Selection Algorithm with balance of data through under-sampling for imbalanced
data sets. The results shows that our proposal is better analyzing the mean, equal
statistically and better in reduction versus the remainder of under-sampling
methods. Furthermore, a good balance of distribution of classes is achieved.

The paper also points out that standard Prototype Selection must not be
employed to manage non-balanced problems.

Acknowledgement. This work was supported by TIN2005-08386-C05-01 and
TIN2005-08386-C05-03.
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Abstract. MOVICAB-IDS enables the more interesting projections of a 
massive traffic data set to be analysed, thereby providing an overview of any 
possible anomalous situations taking place on a computer network. This IDS 
responds to the challenges presented by traffic volume and diversity. It is a 
connectionist agent-based model extended by means of a functional and mobile 
visualization interface.  The IDS is designed to be more flexible, accessible and 
portable by running on a great variety of applications, including small mobile 
ones such as PDA’s, mobile phones or embedded devices. Furthermore, its 
effectiveness has been demonstrated in different tests.  

Keywords: Unsupervised Learning, Neural Networks, Exploratory Projection 
Pursuit, Multiagent Systems, Computer Network Security, Intrusion Detection. 

1   Introduction and Previous Work 

In the context of a computer network, an IDS (Intrusion Detection System) can 
roughly be defined as a tool that is designed to detect suspicious patterns that may be 
related to a network or system attack. To do so, a Network IDS (NIDS) analyses the 
events occurring along the computer network. Such tools have now become very 
necessary additions to reinforce security infrastructure. 

Many different forms of Artificial Intelligence (such as Genetic Programming [1], 
Data Mining [2], [3] or Neural Networks [4], [5], [6] among others), and statistical [7] 
and signature verification [8] techniques have been applied in the field of IDSs. There 
are several IDSs that can generate different alarms when an anomalous situation 
occurs, but they can not provide a general overview of what is happening inside a 
network. Various visualization techniques have been applied in the field of IDSs [4], 
[5], [9], [10], [11], [12] to tackle this issue. Some of them (The Multi Router Traffic 
Grapher [12] for example) offer visual measurements of network traffic. MOVICAB-
IDS goes further and offers a complete and more intuitive visualization of network 
traffic by depicting each simple packet and providing the network administrator with 
a snapshot of network traffic, protocol interactions, and traffic volume, generally in 
order to identify anomalous situations. 

Knowledge discovery, pattern recognition, data mining and other such techniques, 
deal with the problem of extracting interesting classifications, clusters, associations 
and other patterns from data. Furthermore, the existence of laptops, palmtops, 
handhelds, embedded systems, and wearable computers is making ubiquitous access 
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to a large quantity of distributed data a reality. Advanced analysis of distributed data 
for extracting useful knowledge is the next natural step in the increasingly 
interconnected world of ubiquitous and distributed computing.  

We have therefore extended our agent-based IDS model [4], [5] to make it 
accessible from any wireless device, such as a palmtop, laptop or mobile phone to 
give more accessibility to network administrators, enabling permanent mobile 
visualization, monitoring and supervision of their networks. 

The remaining five sections of this paper are structured as follows: section 2 
contains an overview of MOVICAB-IDS; data management is then explained in depth 
in section 3; some experimental results are described in section 4; the model is 
evaluated in section 5; finally, section 6 puts forward a number of conclusions and 
pointers for future work. 

2   MOVICAB-IDS 

Our model is designed to split massive traffic data sets into segments and analyse 
them, thereby providing administrators with a visual tool to analyse the kinds of 
events taking place on the computer network. This tool also provides an analysis of 
several subsequent segments as unique ones (simple segments) and also as an 
accumulated data set. 

Thus, MOVICAB-IDS (MObile VIsualization Connectionist Agent-Based 
Intrusion Detection System) may be defined as an IDS formed of different software 
agents [13] that work in unison in order to detect anomalous situations by taking full 
advantage of an unsupervised connectionist model [4], [5], [14], [15], [16]. 

To detect anomalous situations, MOVICAB-IDS performs the following functions: 

− 1st step.- Network Traffic Capture: captures packets travelling over the different 
network segments. 

− 2nd step.- Data Pre-processing: the captured data is selected and pre-processed. A 
set of packets and features contained in the headers of the captured data is selected 
from the raw network traffic. (See Sect. 3) 

−  3rd step.- Segmentation: the data stream is divided into simple segments and 
accumulated ones (consisting of the addition of several consecutive simple 
segments). (See Sect. 3.1) 

− 4th step.- Data Analysis: a connectionist model  is applied to analyse the data. (See 
Sect. 2.1) 

− 5th step.- Visualization: the projections of both, simple and accumulated segments, 
are presented to the network administrator for the analysis and monitoring. 

The visualization step may be displayed on a different device than the one used for 
the first four steps.  To improve the accessibility of the system, the administrator may 
visualize the results on a mobile device, enabling informed decisions to be taken 
anywhere and at any time. 

2.1   The Unsupervised Connectionist Model 

The data analysis task is based on the use of a neural Exploratory Projection Pursuit 
(EPP) [17], [18] model called Cooperative Maximum Likelihood Hebbian Learning 
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(CMLHL) [14], [15], [16]. It was initially applied in the field of Artificial Vision [14], 
[15] to identify local filters in space and time. In MOVICAB-IDS it is applied in the 
field of Computer Network Security. CMLHL is based on Maximum Likelihood 
Hebbian Learning (MLHL) [19], [20] adding lateral connections [14], [15] which 
have been derived from the Rectified Gaussian Distribution [21]. The resultant net 
can find the independent factors of a data set but does so in a way that captures some 
type of global ordering in the data set. 

Considering an N-dimensional input vector ( x ), an M-dimensional output vector 

( y ) and with ijW being the weight (linking input j  to output i ), CMLHL can be 

expressed [14], [15], [16] as:  
 

1. Feed-forward step: 
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4. Weight change: 
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Where: η  is the learning rate, τ is the "strength" of the lateral connections, b  the 

bias parameter, p a parameter related to the energy function [15], [19], [20] and A  a 

symmetric matrix used to modify the response to the data. The effect of this matrix is 

based on the relation between the distances among the output neurons. 

3   Data Stream and Data Sets 

As previously mentioned, NIDSs have to deal with the practical problem of high 
volumes of quite diverse data [22]. To deal with the problem of high diversity, 
MOVICAB-IDS splits the traffic into different groups, taking into account the 
protocol (either UDP, TCP, ICMP…) over IP. For the sake of simplicity, only UDP 
traffic is considered in this work due to its potential dangers. 

Once the data set is classified by the protocol over IP, our model is based on the 
analysis of five main numerical variables (timestamp, source and destination port, 
packet size and protocol) existing on the packets headers. The capability of these 
variables to identify different anomalous situations has already been demonstrated  
[4], [5]. 
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Then, MOVICAB-IDS divides the pre-processed data sets as follows: 

− Equal simple segments. Each simple segment contains all the packets whose 
timestamps are between its initial and final limits. As can be seen in Fig. 1, there is 
a time overlap between each consecutive simple segments. This is done because 
anomalous situations could conceivably take place between simple segment Sx and 
Sx+1 (the next segment following Sx). In this case, it would be necessary to consider 
some packets twice in order to visualize the end of the anomalous situation and the 
evolution between simple segments. Both the length (time duration) of the simple 
segments and the overlap time can be set up by the administrator. 

− Accumulated segments. Each one of these segments contains several consecutive 
simple ones (Fig. 1). The main considerations are, firstly, to present a long-term 
picture of the evolution of network traffic to the network administrator and, 
secondly, to allow the visualization of attacks lasting longer than the length of a 
simple segment. The number of simple segments making up the accumulated 
segments is configurable. 

3.1  Fragmentation 

Fig. 1 shows the fragmentation system used by MOVICAB-IDS. In this study we 
have fixed a length of 10 minutes for each simple segment, and 2 minutes of overlap 
between consecutive segments. All these values can be fixed to make the system more 
suitable for the administrator by taking into account issues such as the traffic volume 
(packets), the available calculus power, and so on. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Data stream fragmentation. Each data set is divided into several simple segments (e.g. 
S1, S2 and so on) and accumulated ones (e.g. A2, A3 …) 
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Table 1. Data sets description 

Data set # packets Initial timestamp (ms) Final timestamp (ms) 
S1 3122 1 600000 
S2 3026 480000 1080000 
S3 3052 960000 1560000 
S4 9673 1440000 2040000 
S5 10249 1920000 2520000 
S6 3584 2400000 3000000 
S7 3051 2880000 3480000 
S8 2818 3360000 3960000 
…   
A2 5553 1 1080000 
A3 8036 1 1560000 
A4 17079 1 2040000 
A5 20227 1 2520000 
A6 23169 1 3000000 
A7 25450 1 3480000 
A8 27787 1 3960000 
…   
A13 49464 1 6360000 

Table 1 describes the data sets used in this work. 
Datasets from A2 to A13 have been developed to show the evolution of accumulated 

segments from the starting point of the capture. 
Two main anomalous situations are distributed throughout different segments in 

these data sets. These situations can be very dangerous and are related to Simple 
Network Management Protocol (SNMP) [4], [5]: a network scan (a sweep to two 
different destination port to check whether SNMP service is active) and MIB 
(Management Information Base) information transfers. The MIB stores potentially 
sensitive information on elements controlled by the SNMP. 

4   Experiments and Results 

To perform the following experiments, we have used a very powerful server. It is 
equipped with 64 Hyper-Threading Xeon processors and 12 GB of memory. 

Depending on the protocol, MOVICAB-IDS uses different colours and shapes to 
depict the packets, leading to a more intuitive visualization for the administrator. 

The data sets were generated ‘made-to-measure’ and are known. They have been 
analysed using unsupervised learning because in a real-life situation, there is no target 
reference with which to compare the response of the network. The use of this kind of 
learning is very appropriate for identifying unknown (0-day) attacks. 

In the following figures (Fig. 2 and Fig. 3), we show some examples of how our 
system performs when applied to simple segments of 10 minutes. Fig. 2 (for data set 
S1) is an example of normal traffic with no anomalous situations as all the packets 
evolve in "normal" parallel directions over time [4], [5]. On the other hand, Fig. 3 (for 
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data set S4) shows how the system identifies an anomalous situation related to a MIB 
information transfer [4], [5]. This situation (Groups 1 and 2 in Fig. 2) is identified as 
anomalous due to its high temporal concentration of packets in comparison to a 
"normal" one [4], [5], that is visualized as smooth, straight lines running in parallel to 
each other as can be seen in Fig. 2. 

 

Fig. 2. Visualization of S1. Fig. 3. Visualization of S4. 

 

Fig. 4. Visualization of A2. Fig. 5. Visualization of A8. 

The following two figures show the evolution of a 20 minute-long accumulated 
segment (A2 - Fig. 4) and then an 80 minute-long one (A8 - Fig. 5). As can be seen, 
the same network scan can be identified in both data sets in which it is contained 
(Groups 1 and 2 in Fig. 4, and Group 1 in Fig. 5). Additionally, A8 includes a MIB 
information transfer (Groups 2 and 3 in Fig. 5). 

"Normal" 
direction 

Group 1 

Group 2 

Group 1 

Group 2 
Group 3 

Group 1 

Group 2 
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Fig. 6. MOVICAB-IDS visualization of data set A13. 

Finally, an example of the visualization step for A13 is shown in Fig. 6. This data 
set includes both a network scan (Group 1) and two MIB information transfers 
(Groups 2-3 and 4-5). An emulator was used to test the visualization on a mobile 
platform. 

In these examples, the administrator can easily identify a network scan represented 
by its evolution along a non-parallel direction to the normal one while an MIB 
transfer is characterized by its high packet density. 

5   Evaluation 

Up until the present, there has been no specific evaluation technique for numerical 
IDSs. We have therefore used a novel mutation-based method to evaluate the 

Group 1 

Group 2 

Group 3 

Group 4

Group 5
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performance of MOVICAB-IDS. In general, a mutation can be defined as a random 
change. In keeping with this idea, this evaluation modifies different features of the 
numerical information. Thus, both the destination ports and the number of packets 
(included in the scan) in data set A2 have been mutated. As can be seen in Fig. 7, 
MOVICAB-IDS detects the mutated scans (Groups 1 and 2). Once again, these 
anomalous situations are identified by their evolution along a non-parallel direction 
that intersects with the normal one that represents the rest of the traffic. The goal is to 
test the system in real-life situations that differ from those used to train the model and 
which might be generated by a hacker. 

Moreover, the statistical technique known as Principal Component Analysis (PCA) 
[23] was applied to data set S4 (as can be seen in Fig. 8) for comparison purposes. 
This technique, already used in the field of IDSs [9], failed to detect the MIB 
information transfer contained in the data set. 

 

Fig. 7. Visualization of mutated A2. Fig. 8. PCA visualization of S4. 

6   Conclusions and Future Work 

We have presented an IDS which offers network administrators greater accessibility 
using any mobile devices to its visualization features. The system can deal with a 
high-volume network traffic data stream by pre-processing and splitting it into simple 
and accumulated segments. Simple segments are characterized by a time overlap with 
the preceding and the following simple segment in order to prevent any short 
anomalous situation passing by unnoticed at the very end or at the beginning of a 
simple segment. To provide a continual analysis of the network traffic, this IDS also 
studies accumulated segments for more general purposes to monitor and analyse 
traffic. To achieve this, we have performed the experiments using a supercomputer, 
which allow us the possibility of increasing the segment length. 

This system can be used in combination with other IDS to overcome their 
limitations (e.g: identification of 0-day attacks). 

Further work will focus on the study of different anomalous situations to extend 
the model to cover several protocols, and the application of different learning rules in 
the Analysis Step.  

Group 1

Group 2 
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Abstract. Statistical re-sampling techniques have been used extensively and 
successfully in the machine learning approaches for generations of classifier 
and predictor ensembles. It has been frequently shown that combining so called 
unstable predictors has a stabilizing effect on and improves the performance of 
the prediction system generated in this way. In this paper we use the re-
sampling techniques in the context of a topology preserving map which can be 
used for scale invariant classification, taking into account the fact that it models 
the residual after feedback with a family of distributions and finds filters which 
make the residuals most likely under this model. This model is applied to 
artificial data sets and compared with a similar version based on the Self 
Organising Map (SOM). 

1   Introduction 

Topographic map formation is an organizing principle in the mammalian cerebral 
cortex. It consists of an orderly topographical arrangement of motor and sensory 
neurons with similar response properties across the cortical surface. There is an 
experimental evidence of the existence of cortical maps in the brain, and some 
examples have been identified in the visual cortex, somatosensory cortex and the 
auditory cortex.  

The most typical example of an artificial topographic map formation is the Self-
Organising Map (SOM) [1], [2], [3]. SOM is composed of a discrete array of L nodes 
arranged on an N-dimensional lattice and it maps these nodes into D-dimensional data 
space while maintaining their ordering. The dimensionality, N, of the lattice is 
normally less than that of the data. With the SOM, all data in a partition is quantised 
to a single point, and the combined effect of all of the vector-quantising nodes is to 
give a globally non-linear representation of the data set. Typically, the array of nodes 
is one or two-dimensional, with all nodes connected to the N inputs by an N-
dimensional weight vector. 

Another example of a topographic mapping algorithm is the Maximum Likelihood 
Scale Invariant Map (MLSIM) [4], [5], [6]. It is similar model to a Self-Organising 
Map (SOM) [3] but in this case training is based on the use of a particular Exploratory 
Projection Pursuit (EPP) model [7], [8] called Maximum Likelihood Hebbian 
Learning (MLHL) Network [6], [9]. The competitive learning and a neighbourhood 
function are then used in a similar way as with the SOM. 
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Competitive learning based networks are inherently instable, due to the nature of 
their learning algorithm. That means that even running the same algorithm, under the 
same learning conditions several times can give quite different results. To try to 
minimize the effect of this instability several methods are being studied. One of the 
most popular is the bagging technique [10]. This technique consists of constructing 
several different classifiers of the same type and combining their outputs. To train 
each one of the classifiers, a different subset of the training data is used, so a bit of 
diversity is included in the ensemble. 

Tests on real and simulated datasets using classification and regression trees and 
subset selection in linear regression show that bagging can give substantial gains in 
accuracy. The vital element is the instability of the classifying method. It has been 
observed that if perturbing the learning set can cause significant changes in the 
classifier decisions, the bagging can improve accuracy [11], [12], [13]. 

In this paper the instability of individual MLSIMs and potential for improvement 
of the performance using ensembles of classifiers are exploited by utilising bagging 
like combination approaches and MLSIM weight initialisation procedures described 
in the following sections. 

2   Bagging  

The term "bagging" refers to the union of two other words: “bootstrapping” and 
“aggregating” [10]. The first one refers to the way the inputs are extracted from the 
dataset used for training the predictor(s). The second refers to the fact that, instead of 
a unique one, a set or aggregation of predictors should be constructed. The aggregated 
predictor is potentially much more powerful than any individual predictor trained on 
the same data. 

This technique, utilized in this study to improve the classifying capacity of certain 
topography preserving maps, is based on statistical re-sampling theory. The 
description of this "bootstrap aggregating" or "bagging" technique can be found in 
[10] and a version of bagging will be exploited in this paper in the context of topology 
preserving maps. 

When dealing with classification trees for instance, this technique has been 
employed to generate n subsets of the main dataset under analysis through re-
sampling with replacement and training individual decision trees on such re-sampled 
subsets. This permits to generate n classifiers which are most often combined by 
simple majority voting of their decisions [11], [12]. 

In our case, the idea is to employ the bagging like technique in combination with 
the MLSIM training carried out on several re-sampled subsets of the original training 
set. Once the multiple versions of MLSIM are generated the ensemble output is 
computed by simple voting procedure [14], [15]. 

3   Maximum Likelihood Scale Invariant Maps 

Maximum Likelihood Scale Invariant Map (MLSIM) [4], [5] is an extension of the 
Scale Invariant Map (SIM) [16] based on the application of the Maximum Likelihood 
Hebbian Learning (MLHL) [6], [9]. 
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As mentioned earlier an MLSIM is a regular array of nodes arranged on a lattice. 
Competitive learning and a neighbourhood function are used in a similar way as with 
the SOM. The input data (x) is fed forward to the outputs yi in the usual way. After 
selection of a winner, the winner, c, is deemed to be firing (yc=1) and all other outputs 
are suppressed (yi = 0, ci ≠∀ ). 

The winner’s activation is then fed back through its weights and this is subtracted 
from the inputs to calculate the error or residual e as shown in Eq. 1. 

)1(, =⋅−= ccc yyWxe  (1) 

Following this, the Maximum Likelihood Hebbian Learning is used to update the 
weights of all nodes in the neighbourhood of the winner which can be expressed as in 
Eq. 2. 

c
p

cccii NiWWsignhW ∈∀−−⋅⋅=Δ − ,||)( 1eeη  with different values of p (2) 

By giving different values to p [6], [9], the learning rule is optimal for different 
probability density functions of the residuals. hci is the neighbourhood function as in 
the case of the SOM and Nc is the number of output neurons. Finally, η represents the 

learning rate. 
While training of a SOM relies on iteratively selecting a winner stimulated by the 

inputs, and updating the weights, in the case of the MLSIM, the weights of the 
winning node are fed back as inhibition at the inputs, and then, MLH learning is used 
to update the weights of all nodes in the neighbourhood of the winner as explained 
above. 

4   MLSIM Ensembles 

As explained before we intend to apply bagging in combination with MLSIM with the 
main objective of improving the classification performance of the ensemble of 
MLSIMs in comparison to individual MLSIM and some other topology preserving 
maps i.e. SOM.  

4.1   Training the MLSIM Ensemble 

When constructing MLSIM ensemble, first a subset of data is randomly drawn from 
the training dataset and used to train only one of the networks. For the next trained 
network the process is repeated. Thus, the networks of the ensemble are trained using 
slightly different datasets, giving as a result the desired diversity. 

In our investigations we have conducted three distinctive procedures for 
constructing the ensemble of MLSIMs related to the initialisation of weights in the 
trained individual MLSIMs which have had a significant effect on the performance. 

In the first approach we have trained several MLSIMs separately with completely 
random initialisation of the weights. However due to the random initialisation of the 
weights it was very difficult to compare the results of individual output neurons from 
different networks. In order to remedy this problem a more controlled way of setting 
the initial weights was required. 
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Our next step was to initialize the weights of several neurons of each network 
according to the first and second Principal Components of the training dataset in order 
to initiate all the networks within the constructed ensemble in a similar manner, but 
still maintaining a certain degree of independence (in a similar way it is done in [17]). 
To obtain these two first Principal Components (PCs), we have applied a PCA 
ensemble described in one of our previous papers [18]. Specifically, the weights of 
the first (1) and the middle (n/2) neurons were initiated to the values representing the 
first principal component, while the weights of the neurons situated in positions (n/4) 
and ((3*n)/4) (with n being the number of neurons in the network) were initiated with 
the values representing the second principal component. This procedure has been 
applied to all the networks in the ensemble.  

The first and second PCs are orthogonal, so the mentioned neurons (labelled as 1, 
n/2, n/4 and (3*n)/4) are going to be initially located forming a kind of cross, along 
the two PCs as it can be seen in Fig. 1. This initialization has been performed 
deliberately in this way as it is known that MLSIM weights are commonly distributed 
forming a circular shape [4], [5], [16]. 

Additional benefit of such coordinated initialisation of the weights is the fact that 
the results of all individual networks are much easier to compare by visual inspection, 
as the networks tend to update their weights in a similar way. 

 

Fig. 1. Initialization of the MLSIM weights along the first two PCs 

Although it is not critical in the examined context, in the third approach to weights 
initialisation we have tried to force even more of a commonality to the ensemble.  
This has been carried out mainly having in mind a possible future study of 
combination at the model rather than a decision level [13], [19] and also to make the 
networks even more easily comparable by visual inspection. In order to do so, we use 
the final weights obtained after training one network to initiate the next. The first 
trained network of the ensemble was initialized with the Principal Components as 
explained before, while the following ones were initiated with the final weights of 
their corresponding predecessors. In this way, the set of networks is quite more 
“compact”, although it keeps its diversity element by using different bootstrap 
samples of the dataset used to train them. 
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The results showed below have been obtained by using this last initialisation and 
training procedure. 

4.2   Testing the Classification 

We have tested the effectiveness of the classification made by our proposed model 
using a similar semi-supervised technique as the one described in [17] and in 
combination with a classical ten-fold cross validation. 

We randomly divide the input dataset into ten subsets and perform training and 
testing process ten times. Each time we iterate over this main algorithm we select a 
different part of the input dataset as a testing dataset, while the other nine parts are 
used for training. In this way all data were used to train and test the ensemble. At the 
end, we average the testing results obtained in the ten tests to achieve a final 
classification accuracy result. 
 Each of the ten times we perform the previously explained “outer loop”, we take 
three steps. 

1. Training. In this case the ensemble of MLSIMs is trained using the novel 
technique explained in section 4.1. We use the 9/10 of data considered as training 
data in the current iteration. 

2. Labelling of output neurons. As MLSIMs use an unsupervised learning technique 
this step consists of presenting again the training dataset to the recently trained 
ensemble in order to label the output neurons with the most consistently recognised 
class label. As we know which class each of the training data belongs to through 
the given class label, by presenting the training data to the ensemble, we will 
consider that the output neuron is specialized in recognizing data from that class if 
it responded to training samples from that class as a winner in a majority of the 
cases. 

3. Testing. In this step we present to the ensemble of MLSIMs the other 1/10 of data 
that was left out of the training process. The testing dataset is also labelled with its 
corresponding class labels, so we can compare the class the ensemble classifies a 
testing sample as with its real/given class label. In this way a measure of the 
accuracy of the ensemble can be obtained. To decide to which class an input 
belongs to, the MLSIM ensemble performs a majority voting among its composing 
MLSIMs [15]. The input is presented to each network individually, each one finds 
the winner neuron for that input and gives as an answer the class that winner 
neuron is supposed to recognize better (as determined in step 2). The ensemble 
collects the answers from all its composing networks and returns the answer that 
was repeated the largest number of times (i.e. in the majority of the cases). 

5   Data Set and Results 

In order to test the performance of our model in a dataset where it is supposed to do 
best [16] we have generated a radial dataset. It is composed of six normal 
distributions of 2 dimensions disposed in a radial way. Their centres are situated in 
points (3,2), (1,4), (-2,4), (-3,1), (-2,-4) and (1,-2) respectively. The number of 
samples corresponding to each distribution is as follows: 50, 100, 70, 50, 20  and  100.  
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Fig. 2. Samples of the radial artificial data used in this study. 

 

Fig. 3. Ten SOMs trained on the bagged 
data. The weights of the first one were 
initialized to the Principal Components of 
the dataset. The following ones were 
initialized to the final weights of its 
predecessor. 

 

Fig. 4. Ten MLSIMs trained on the bagged 
data. The weights of the first one were 
initialized to the Principal Components of the 
dataset. The following ones were initialized to 
the final weights of its predecessor. 

We have also included several outlier points to compare the results of different 
classification models when they are or are not present. 

Fig. 3 and Fig. 4 show the results of training the ensembles of ten SOMs [17] and 
ten MLSIMs, respectively. As it can be seen the SOM ensemble tries to expand and 
cover the whole dataset range by forming a kind of inverted ‘S’, while the MLSIM 
ensemble does the same thing by using a circular form. In this particular case of a 
radial form dataset, the second approach should give better results, as the second form 
fits better the form of the considered dataset. 

This difference in the form the two ensembles try to approximate to the data is 
mainly due to the training algorithm used (particularly the weights update) [3], [4], 
[5], [16] but also because of the initialization of the weights of the trained networks, 
as explained in section 4.1.  

We have applied three classification models to the above described data set 
(including and without outliers). As expected the MLSIM ensemble model obtains 
better results than the single MLSIM and the SOM ensemble models, without and 
with outliers in the data set, as can be seen in Table 1 and Table 2. In the  
case of a single MLSIM, the variation between  the  best  and  worse  accuracy  results 
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Table 1. Classification accuracy of three different models applied to the data set from Fig. 2. 
The minimum, maximum and average accuracy from 10-fold cross validation testing runs are 
shown in the table. All the experiments were performed without the 20 outlier points. 

Accuracy of the Model (without outliers) 
 min max average 

Single MLSIM 81.28% 86.15 % 83.58% 
Ensemble (10 MLSIMs) 86.15% 88.2% 87.02% 
Ensemble (10 SOM) 80.76 % 86.41 % 83.11% 

Table 2. Classification accuracy of three different models applied to the data set from Fig. 2. 
The minimum, maximum and average accuracy from 10-fold cross validation testing runs are 
shown in the table. All the experiments were performed including 20 outlier points. 

Accuracy of the Model (including outliers) 
 min max average 

Single MLSIM 75.36% 83.17 % 79.6 % 
Ensemble (10 MLSIMs) 82.19% 86.34% 84.15% 
Ensemble (10 SOM) 79.20 % 85.6 % 82.86% 

(for dataset without outliers), is almost 5%, meaning that the model exhibit certain 
instability.  This issue is even easier to be seen, in the case when outliers (i.e. 
mislabelled data) are present in the studied data set. The difference in this case is 
close to 8%. In the case of the model presented in this study, the MLSIM ensemble, 
we can see that the difference in both cases is smaller than in the case of a single one. 
It is around 2% for the case without outliers present, and around 4% when outliers are 
present. 

For comparison purposes, we have applied an ensemble version of a SOM [17]. In 
the first case, when no outliers are present, the difference is less than 6%, and above 
6% with outliers in the data set.  

All these experiments have demonstrated how the MLSIM ensemble performs 
better than a single MLSIM model and an SOM ensemble version, in the case of 
radial data sets. 

6   Conclusions 

In this study we have applied a statistical re-sampling method for creating ensembles 
of classifiers based on a topology preserving model, MLSIM, trained in an 
unsupervised manner. We have studied and compared different ways to initialise the 
centres of individual MLSIMs and proposed an approach based on utilising Principal 
Components Analysis and sequential initialisation of subsequent MLSIMs within 
created ensemble.  

We have compared the novel ensemble model with a SOM ensemble version and 
showed how our model improved the results obtained by the SOM when using radial 
data sets.  
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This study shows how the use of an ensemble version of an MLSIM improves the 
single model providing it with more stability and accuracy. 

Future work will also investigate these ensemble methods on a range of artificial 
and real data sets, and the application of other viable classifier combining techniques 
such as the one known as bumping. 
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