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Abstract
Extensive research has focused on community-based moderation
involving selected or volunteer moderators. The “votekick” system
represents a democratized approach allowing all users to partici-
pate in moderation. Despite its widespread use in online gaming
and social VR platforms, votekicking remains underexplored. This
research studies how users use and perceive votekicking in VRChat,
a leading social VR platform. Through thematic analysis of discus-
sions from the Reddit community r/VRChat, our findings reveal
that votekicking serves to cope with misconduct and enforce group-
specific rules, but it also perpetuates toxicity such as materializing
community-level biases. While praised for its immediacy and clear
messaging against unacceptable behavior, votekicking’s effective-
ness is hindered by its reactive nature, consensus challenges, and
decision-making complexities. This research contributes to broader
discussions on the limitations and advantages of direct community
involvement in moderation and suggests practical design improve-
ments to address the challenges associated with votekicking.

CCS Concepts
• Human-centered computing→ Human computer interac-
tion (HCI); Collaborative and social computing; Virtual reality.
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1 Introduction
Online harassment is a widespread issue with profound conse-
quences for the wellbeing of those targeted [115, 117, 126]. To com-
bat such deleterious behavior, extensive research has investigated
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various content moderation mechanisms [17, 55, 56, 67, 107, 129].
Community-based moderation is one of the typical moderation
strategies, which involves the active participation of users in the
moderation process [42, 61, 106]. A significant body of research in
Human-Computer Interaction (HCI) has explored community mod-
eration practices across multiple platforms, such as Discord [68, 69],
Reddit [18, 114], and Twitch [134]. In these environments, commu-
nity moderators, often volunteers or selected members, enforce
both sitewide guidelines and community-specific norms [63, 108].

The “votekick” system is commonly equipped in many online
virtual communities. As the name suggests, combining “vote” and
“kick,” this system allows users to initiate and collectively vote for
the removal or temporary ban of a disruptive user. This empowers
the community to self-regulate and maintain a positive environ-
ment. The votekick mechanism democratizes moderation by allow-
ing all members to participate directly in governance decisions.
This makes a departure from typical community-based moderation
which has been the focus of previous studies. Despite its prevalence,
to the best of our knowledge, the votekick system as a moderation
strategy remains largely unstudied across various online spaces.
In particular, research investigating how votekicking is used and
perceived as a governance tool is notably lacking, highlighting a
significant gap in the literature.

We chose to study votekicking in the context of Social Virtual
Reality (VR), where the “votekick” system is one of the most wide-
spread governance mechanisms. Social VR is characterized by im-
mersive 3D environments and lifelike avatars, enabling users to
engage in real-time, embodied social interactions [87]. Social VR
platforms transcend the limitations of traditional virtual spaces,
offering enriched experiences and fostering deeper connections
among users [80, 81, 122]. However, alongside its potential benefits,
social VR also faces great challenges, particularly related to the
prevalence of online harassment and toxicity [100, 110]. In addition,
the uniqueness of social VR, including its immersive nature, strong
sense of presence, and embodiment can intensify the psychological
and emotional impact of harassment. Victims often experience ha-
rassment more acutely than in traditional social media, and new
forms of abuse, new harassment forms (e.g., unwanted touch, spa-
tial harassment) have emerged [41]. Social VR platforms adopt a
wide range of anti-harassment governance mechanisms, including
votekicking [142]. Given the prevalence and heightened harm as-
sociated with harassment in social VR, there is a growing call for
research into the safety tools and moderation practices employed
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on these platforms [24, 142]. Understanding how votekicking op-
erates in such high-stakes scenarios is critical for refining these
systems and ensuring user safety and well-being.

Researching votekicking can shed light on how empowering or-
dinary users to initiate and vote on moderation actions affects the
overall moderation landscape. By examining user experiences and
use associated with votekicking, researchers can assess its effective-
ness, potential drawbacks, and general impact, providing a holistic
understanding of this moderation strategy. In addition, understand-
ing this is essential for more appropriate improvement, thus shaping
a safer social VR environment and beyond. This research aims to
fill the gap by examining the dynamics of the votekick function
within VRChat 1, one of the leading social VR platforms. We pose
two research questions:

• RQ1)What do users utilize votekicking for?
• RQ2) How do users perceive votekicking as a moderation
strategy?

To address these questions, we collected user discussion data from
the r/VRChat subreddit and then performed a reflexive thematic
analysis of the data.

Our research contributes to the HCI community in the following
ways:

• The study highlights votekicking’s role in empowering com-
munity members to take immediate and democratic action
against disruptive behaviors, distinguishing it from tradi-
tionally studied interventions. In addition, by showing how
votekicking, as a democratic moderation strategy, serves as
both a punitive and educational tool, the research highlights
its role in informing and reinforcing community norms.

• Our research demonstrates the potential for votekicking to
be misused, and underscores the inherent biases in user-
driven moderation. This contributes to broader discussions
on the limitations and fairness of direct community involve-
ment in moderation, emphasizing the need for more in-
formed and equitable strategies.

• The study identifies significant challenges in the voting pro-
cess, such as user apathy and lack of informed deliberation,
and compares these with other moderation methods, empha-
sizing the need for deeper user engagement and understand-
ing.

• Finally, The study proposes practical design improvements,
such as adjusting voting thresholds and enhancing user edu-
cation, to mitigate votekicking’s challenges.

2 Related works
This section provides an overview of the current state of research
related to social VR and content moderation. We first examine the
unique characteristics and challenges of social VR environments,
particularly focusing on the prevalence of harassment and the mod-
eration strategies employed to address it. Following this, we explore
content moderation literature, distinguishing between platform-
based and community-based moderation, and highlighting the role
of votekicking as a democratic moderation tool.

1https://hello.vrchat.com/

2.1 Community-based Content Moderation
Online harassment significantly impacts the well-being of targeted
individuals, posing threats to their mental and emotional health
[115, 117, 126]. To combat such anti-social behavior, a large body of
research has investigated various content moderation mechanisms
to protect users from online harassment and ensure adherence to
established standards, rules, or guidelines [17, 55, 56, 67, 107, 129].
These moderation strategies are crucial in maintaining a safe and
respectful online environment. Content moderation on digital plat-
forms can be broadly divided into two categories: platform-based
moderation and community-based moderation [29]. In platform-
based moderation, the platform itself oversees the enforcement of
content standards through internal processes or automated systems
[4, 7, 50, 58]. Conversely, community-based moderation involves
users actively participating in the moderation process [42, 61, 106],
aligning with principles of democratic decision-making. According
to Saward, democratic decision-making contains representative
democracy and direct democracy [90, 102]. Applying these forms
to community-based moderation, representative democratic mod-
eration is exemplified by community moderators, who are often
volunteers or selected members tasked with decision-making re-
sponsibilities. Direct democratic moderation, on the other hand,
is characterized by participation from all community members,
achieved through voting, deliberative discussions, or other mecha-
nisms that foster collective engagement. In the following, we review
existing literature on the different forms of community-based mod-
eration, guided by these democratic frameworks.

2.1.1 Moderation by Community Moderators. Content moderators
are prevalent in online platforms such as Discord [68, 69], Reddit
[18, 19, 114], and Twitch [15, 134]. Moderators enforce site-wide
guidelines and community-specific norms [108]. These moderators
are inherently part of the communities they serve, regularly partici-
pating in discussions and informal interactions [108]. As such, they
must navigate a “dual identity” as both community members and
authority figures. How moderators manage this balance can shape
their conception of their role and influence their approach to mod-
eration. Moderators contribute to the growth and development of
the community by engaging new members, promoting community
events, and fostering a sense of belonging among members. Their
efforts in community development are critical for maintaining an
active, vibrant community [91]. Research indicates that community
moderators are often highly motivated by a desire to contribute
to their community’s growth and success. They strive to create
engaging, dynamic spaces where members can connect, share, and
learn from one another [63]. This sense of purpose is closely tied
to the satisfaction of seeing their community thrive and become a
valuable resource for its members [108].

Moreover, community moderators often acquire a deep under-
standing of the norms and values of their communities through
ongoing engagement, which enhances their ability to moderate ef-
fectively [108]. This process of learning and adapting is described as
“being and becoming” a moderator, where individuals gradually de-
velop the skills necessary to perform moderation tasks and respond
to challenges over time [29]. This development is seen as a form of
reflective practice, where moderators continually assess and refine
their strategies based on their experiences. By considering both the
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immediate and long-term impacts of their decisions, moderators
are able to adjust their approaches to better serve their commu-
nities [29]. This ongoing cycle of action, feedback, and reflection
allows moderators to grasp the significance of their responsibilities
and the profound impact they have on the health and dynamics of
their communities [29, 135]. By maintaining the unique standards
and implicit norms of their respective communities, moderators
play a crucial role in fostering tailored, localized moderation efforts
[20, 38].

The moderation practice, however, often involves considerable
emotional labor from moderators, as they must navigate difficult
content, mediate conflicts, and offer support to community mem-
bers during challenging situations. This emotional toll can be de-
manding, requiring moderators to manage their own well-being
while also assisting others [32, 116, 134]. In larger communities,
volunteer moderators often face overwhelming workloads due to
limited resources, leading to delayed moderation actions. This is
particularly prevalent on platforms like Reddit and Facebook, where
the scale of interactions frequently outpacesmoderators’ capacity to
respond promptly [83]. Furthermore, community moderators often
face criticism due to the perception that their decisions stem from
power imbalances. When moderation authority is concentrated
within a small moderator team, community members may interpret
the process as corrupt, particularly when the decision-making is
opaque or outcomes are unsatisfactory [136]. This perceived lack
of transparency can lead to conflicts within communities [108].
Content editing and governance on platforms like Wikipedia have
revealed oligarchic organizational structures [109]. As community
moderators enforce site-wide governance rules and follow plat-
form administrators’ guidelines, online platforms often exhibit a
form of “implicit feudalism,” where governance processes reflect the
values and interests of platform owners [103]. This centralization
of power can lead to conflicts and a lack of trust, as the decision-
making process typically involves little input from the broader user
base.

2.1.2 Voting-based Moderation. In contrast to content moderators,
direct democratic governance involved active participation from
community members [75, 76], and in some cases, engagement in
deliberation processes during moderation [118]. However, direct
democratic moderation forms are less common than representative
moderation by content moderators. A prominent example of di-
rect democratic moderation is Reddit’s karma-based system, which
allows community users to vote on content. Users upvote or down-
vote posts and comments, and the resulting karma score reflects
the number of upvotes minus the downvotes [98]. This system
provides an accessible and lightweight mechanism for community
members to express their preferences and influence governance
outcomes[16]. Designed as a hands-off governance approach, the
system encourages open dialogue and facilitates the sharing of con-
troversial topics. Moreover, voting practices reinforce social identity
within online communities, as users’ voting behaviors often align
with shared cultural norms and values [57]. Norm-following and
prosocial factors are significant drivers for engaging in voting [95].
By amplifying contributions aligned with dominant community
perspectives, voting mechanisms can elevate valuable and authentic
information, especially during crises [74, 75].

Despite its advantages, voting faces notable limitations. Many
users rely on others to vote, leading to widespread underprovi-
sion [46]. Additionally, concerns arise regarding the quality and
fairness of voting due to biases and randomness in voting patterns.
Positive voting exhibits a herding effect that inflates post scores,
while negative voting shows inconsistent impacts [88, 132]. Most
users do not engage deeply with the content they vote on, with
many votes cast based solely on reading post headlines [47]. Users
also reinterpret voting mechanisms based on their own norms and
ethics, diverging from the platform’s intended use [52]. More im-
portantly, voting alone has been found to amplify harmful or exclu-
sionary views and marginalize minority voices [44, 82, 137]. These
shortcomings highlight the inadequacy of mere voting without
deliberation. Research on democratic participation and delibera-
tive democracy underscores the need for models that integrate
informed dialogue and consensus-building to enhance governance
legitimacy [33, 86, 93]. Fan and Zhang’s work has demonstrated
that deliberation provided a forum for collective reasoning and
in-depth discussion; the deliberative model generally outperformed
the blind-voting model but fell short in improving the efficacy of
content moderation [34].

Beyond voting mechanisms, researchers have designed tools to
facilitate direct democratic decision-making in content moderation.
For instance, PolicyKit supports participatory governance by en-
coding community policies, enabling systematic and transparent
decision-making [140]. To address issues of majority rules, Gor-
don et al. proposed a “jury learning” approach, which introduces
controls over how majorities are formed and mitigate the risks of
unchecked majoritarianism [49]. On Twitter, users can subscribe to
curated blocklists that automatically block specific accounts [45].
Additionally, users can adopt customized feed algorithms developed
by other community members to tailor their content streams [51].
While these tools often rely on third-party infrastructure, they mark
a significant shift toward more decentralized and participatory mod-
eration processes [66].

The votekick system is a form of community member-involved
moderation commonly found in online gaming platforms and other
virtual communities. While both votekick and systems like karma
rating enable community-driven moderation, their mechanisms
and objectives differ significantly. Karma-based systems, such as
Reddit’s upvote-downvote model, primarily aim to surface or sup-
press content based on collective community preferences. These
systems often operate asynchronously and are designed for ongo-
ing, granular evaluation of content relevance, quality, or alignment
with community norms. The votekick system is action-oriented,
focusing on the immediate removal or temporary suspension of
disruptive users rather than evaluating content. This system de-
mocratizes governance by allowing all members to initiate and vote
directly on user removal, making it a reactive tool for maintain-
ing community norms and minimizing harm in real-time. Unlike
karma systems, which aggregate preferences over time, votekick
decisions often require rapid consensus and involve a higher de-
gree of interpersonal accountability. Despite these distinctions, the
votekick system remains underexplored in academic literature. To
the best of our knowledge, the votekick system as a moderation
strategy has not been systematically investigated. Existing studies
only briefly mention votekicking or introduce the concept of the
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function in online gaming or social VR context [28, 53, 78, 143]. For
instance, the articleWhen Bad People Happen to Good Games notes
votekicking as a tool for addressing offensive behavior in a group
setting [28]. However, no research has focused on understanding
the use and user perceptions of votekicking in a comprehensive
manner. By investigating the votekick system comprehensively, we
aim to uncover its unique strengths and challenges, contributing to
the broader discourse on community moderation.

2.2 Social VR and Harassment
In recent years, the domain of social VR has witnessed a signifi-
cant surge in popularity. Social VR is defined as three-dimensional
immersive digital environments that allow individuals to interact
and communicate through the use of head-mounted displays [87].
Prominent platforms in this emerging field include VRChat and
Horizon Worlds 2 [80]. In social VR, individuals are generally rep-
resented by avatars, which they control and animate using sophis-
ticated body tracking technologies [40]. This technology supports
lifelike interactions, offering verbal and non-verbal communication
in real time [21, 81, 122]. In addition, the inherent technological
features of social VR foster a strong sense of presence and body
ownership [54, 127, 133].

With the above features, social VR is considered that transcend
the capabilities of traditional virtual shared spaces [120], signif-
icantly enriching the social and experiential dynamics of online
interaction. Previous studies on social VR illustrate people engaging
in different social activities afforded by those platforms to meet a
wide array of social needs [79, 120], from forging friendships and
global networking to creative expression and digital gatherings
for events like social dancing [94], sleeping [79], drinking [22] and
mirror watching [23, 43, 123]. Such diversity in virtual socialization
underscores the transformative potential of social VR as a medium
for interpersonal connection and community building in the digital
realm.

However, this new landscape is not devoid of challenges. Ha-
rassment remains a prevalent issue within social VR environments.
Sabri et al. [100] conducted a virtual field study across three VR plat-
forms, revealing that potentially harmful behaviors were observed
in 45% of the events monitored. A survey conducted by Shriram
and Schwartz [110] found that a significant portion of the users,
including two out of seven women and 21 out of 99 men, reported
experiencing harassment, with 42% witnessing harassment of oth-
ers. Moreover, research indicates that the unique characteristics
of VR technology, coupled with the diverse modes of communi-
cation encompassing verbal and non-verbal interactions, not only
foster novel immersive experiences but also amplify the potential
impact of online harassment beyond conventional text or voice-
based forms [41, 81, 128]. The heightened sense of embodiment and
presence in VR intensifies the experience of harassment compared
to other computer-mediated social environments [41]. Additionally,
the predominance of interactions between strangers in social VR
applications contributes to increased conflicts [5].

In response to these challenges, recent research has delved into
moderation strategies within social VR [25, 36, 105]. Schulenberg
et al. [105] explored AI-based moderation, assessing its potential

2https://horizon.meta.com/

and limitations in creating safer online environments. This work
underscores the need for nuanced and sophisticated AI moderators
that can adapt to the complex dynamics of social VR. Another study
by Fiani et al. [36] focused on the efficacy of embodied moderation
agents, particularly in safeguarding younger users, highlighting
the evolving landscape of moderation needs within these platforms.
Furthermore, Zheng et al. [142] conducted an analysis to look at the
types of safety features across social VR platforms, showing vote-
kicking is one of the most adopted tools. This research advocates
for a critical reassessment and redesign of those safety measures to
better protect users and foster inclusive, respectful virtual commu-
nities. As the use of social VR grows, the need to evolve these tools
becomes more apparent 3.

In summary, social VR offers immersive and natural social in-
teractions that closely resemble those in the real world. However,
these platforms are also plagued by toxic behaviors, which can have
more intense psychological and emotional impacts compared to
traditional social media environments. Tools like votekicking are
commonly implemented to manage such issues, yet prior research
highlights the need for further research to refine these mechanisms
and improve user experiences. Despite its widespread use across
social VR platforms, there is a notable gap in understanding how
users perceive and utilize votekicking. Exploring how this tool oper-
ates in high-stakes situations is important for better ensuring user
well-being and fostering a more secure VR environment. Study-
ing votekicking in social VR not only addresses this gap but also
provides insights that can inform the refinement of moderation
practices in other real-time online contexts, such as online gaming
and virtual meetings, which may be less complex yet share similar
challenges.

2.3 VRChat as the Selected Platform
Social VR is accessible through various platforms, but our inves-
tigation specifically focuses on VRChat to study votekicking for
several compelling reasons.

Firstly, VRChat is widely regarded as a leading social VR plat-
form and serves as a flagship example of the potential of immersive
virtual environments [92, 101, 138]. Its prominence ensures that
insights from this study are highly relevant to a broad audience. Fur-
thermore, VRChat consistently ranks among the top applications on
the Steam store, highlighting its popularity and its ability to attract
a diverse user base [80]. The heterogeneity of its users provides
a broad spectrum of data, enabling a comprehensive analysis of
user behavior and tool usage in virtual spaces, which is crucial for
understanding votekicking practices. Additionally, VRChat features
over 25,000 user-generated worlds 4 , fostering activities that range
from casual hangouts and digital concerts to educational sessions
and role-playing scenarios. This variety of social contexts provides
a rich dataset for analyzing the use and perception of votekicking
in diverse virtual interactions.

Another key reason for selecting VRChat is its well-documented
challenges with harassment and toxicity. The platform has been
described as a "wild west" due to frequent incidents of inappropriate
3https://counterhate.com/blog/new-research-shows-metaverse-is-not-safe-for-
kids/
4https://hello.vrchat.com/#:~:text=Over%2025%2C000%20Community%20Created%
20Worlds%20and%20Growing
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behavior [85]. For example, a study by the non-profit Center for
Countering Digital Hate, which monitored VRChat activity for over
11 hours, reported numerous cases of behavior violating Meta’s
VR standards, including sexual harassment and abuse [1, 73]. The
prevalence of such issues has drawn scholarly attention to VRChat
as a space for studying harassment in immersive environments [92]
and evaluating the effectiveness of safety tools [24]. This context
makes VRChat an essential platform for exploring how votekicking
systems address these challenges. Finally, the significant scholarly
focus on VRChat, even outside the scope of toxicity research, rein-
forces its validity as a subject of study. Its importance within the
field of social VR research is widely recognized, as evidenced by
studies on diverse aspects of the platform [31, 43].

In VRChat, the votekick function allows players to remove dis-
ruptive or problematic users from a world through a voting process.
This feature can be accessed in two main ways: Players can click
directly on another user’s avatar to open their profile. From the
profile menu, there is an option to initiate a votekick against that
player, as illustrated by Figure 2. Alternatively, players can open
the nearby people list, which displays all the users present in the
same world. From this list, a player can select any user’s profile
and start a votekick against them. Users do not need to provide an
explanation for initiating a votekick. Once the votekick process is
initiated, the system sends a notification to all players in the world,
informing them that a vote is taking place to decide whether the
targeted player should be removed. Each player is then given two
options: "yes" (to vote for the removal of the targeted player) or "no"
(to vote against it). For the votekick to succeed, a majority of players
must vote in favor of the removal, referring to Figure 3. Once the
voting period ends, all players who participated in the vote will
receive a notification informing them of the outcome, whether the
votekick passed or failed. If the votekick is successful, the targeted
player will be removed from the world immediately. In addition to
being removed, they also face a temporary block from re-entering
that particular room for a set period of time, preventing them from
disturbing the session again. Players can initiate multiple votekicks
in a single world, targeting different users if necessary. For instance,
if there are multiple users causing issues, separate votekicks can be
started against each of them.

3 Research Method
In our approach, we collected discussions on votekicking from
the r/VRchat subreddit, the largest VRChat community forum on
Reddit. The collected data underwent a coding and analysis process
conducted by two researchers.

3.1 Data Collection
Our method is chosen given our particular research questions, in-
cluding understanding what users votekick and their perception of
this tool. The inherent diversity within online forums offers a rich
array of perspectives on votekicking, ranging from its applications
to community perceptions, enabling a comprehensive analysis of
mass discussions. In addition, online forums are often considered
“safe spaces” for users to share their experiences and opinions freely
and unsolicited [2]. Such environments allow for the collection of
genuine insights. The r/VRChat subreddit, being one of the most

significant social VR online community, serves as a prime place
for natural exchanges among VRChat members. Reddit also acts as
a valuable data source in CSCW and HCI research [22, 26, 71] for
understanding users’ behavior, perception, and experience, under-
scoring its suitability for our study.

To collect pertinent discussion data, we leveraged the official
Reddit API, a tool facilitating keyword-based searches to extract
content, titles of forum threads, and their corresponding comments.
Focused on the specific keywords “vote” and “kick” due to their di-
rect relevance to our study, we aimed to collect discussions pertinent
to the votekick concept within the VRChat community. This initial
extraction process yielded a dataset with 5,076 entries comprising
259 threads and 4,817 comments. After the initial data collection, we
embarked on a data refinement phase, aimed at excising irrelevant
and duplicated entries. While many posts mentioned keywords, not
all were relevant to the votekick function, for example, the term
“kick” can used in a body context, such as “I kicked him with my
leg,” Additionally, some threads touched upon multiple keywords,
leading to their multiple inclusions in our dataset. To address these
challenges, we first removed duplicate threads and associated com-
ments, which left us with 233 threads and 4,381 comments. Then
two researchers thoroughly reviewed the remaining threads to iden-
tify relevant discussions related to the votekick system. Irrelevant
threads and their associated comments were deleted. Evaluating
threads rather than individual comments streamlined the screening
process, as the associated comments are likely to maintain a consis-
tent theme with the threads. Cohen’s kappa value among the coders
is 𝜅 = 0.82, indicating nearly perfect agreement (0.81-1.00). Subse-
quently, then they held meetings to resolve any disagreements. The
removal allows us to concentrate on discussions solely related to
the social dynamics of votekicking in VRChat. After this refinement
process, our dataset was distilled to 2,359 entries, including 103
threads and 2,256 comments. Collected posts span the time frame
from 2018 to 2024.

Prior to initiating data collection, we thoroughly examined vari-
ous ethical considerations, including adherence to the online com-
munity’s norms, institutional research ethics, and broader ethical
guidelines for online public data analysis. Initial steps included a
careful assessment of the Reddit Data API Terms, ensuring our data
gathering was in full compliance with community norms and did
not infringe upon any subreddit guidelines. Our Institutional Re-
view Board (IRB) deemed our study exempt from human subject re-
view, recognizing our use of non-sensitive, publicly accessible data,
in line with standard IRB protocols [97]. Despite this exemption,
we remained cognizant of the ongoing ethical discourse within the
research community regarding the utilization of public data [14, 37],
with particular focus on issues related to privacy, anonymity, and
the potential identification risks associated with online behavior. In
response to these ethical concerns, we implemented several protec-
tive measures, including the removal of all personally identifiable
information and the secure storage of collected data on a password-
protected device accessible only to the research team. Furthermore,
we meticulously rephrased all quoted material in our publication to
diminish searchability and mitigate the risk of tracing content back
to its original source. These proactive steps were taken to harmo-
nize the valuable insights derived from analyzing publicly available
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online discussions with our ethical obligation to safeguard the pri-
vacy and anonymity of the individuals whose data we examined.

3.2 Data Analysis
We employed reflexive thematic analysis [11–13] to analyze the
data, which stands a further reflection of Braun and Clarke’s widely
used thematic analysis technique [10]. Reflexive thematic analy-
sis fully embraces qualitative research values and recognizes re-
searchers’ experiences and pre-existing knowledge for developing,
analyzing, and interpreting patterns critically. This analysis focused
on discussion threads as the primary unit, ensuring the contex-
tual integrity of each original submission and its responses was
maintained. To achieve this, we amalgamated the title, the body of
the initial post, and all related comments into a single document
for each thread, identifying them uniquely via their post URLs.
This methodological choice ensured that our analysis remained
grounded in the specific discourse of the community while safe-
guarding the privacy of its members by abstaining from the use of
individual-specific data.

Our analysis followed a structured series of steps [11, 27]. First,
two coders independently reviewed the collected data to gain a thor-
ough understanding of the content and context. This preliminary
stage was pivotal for acquiring an in-depth grasp of the discourse
surrounding votekicking within the VRChat community. After their
independent reviews, the coders discussed their interpretations and
resolved confusion regarding certain contexts in the dataset (e.g.,
What is “Persona 5”). Subsequently, the coders revisited the data in-
dividually for a detailed coding process. Text segments were coded
based on their explicit meanings, with particular attention to com-
ments elucidating the community’s perception and application of
votekicking. For instance, a comment stating “Votekicking is of-
ten used as a way to discriminate newcomers" was coded as “to
discriminate newcomers”. The next phase of our analysis focused
on consolidating the initial codes into higher-level categories. This
synthesis was key to distilling the data into meaningful themes that
encapsulate the essence of the discussions surrounding votekicking
in VRChat. The process was iterative, involving a continual back-
and-forth between the dataset and the emerging themes to ensure
they accurately represented the data. We then explored the internal
relationships between the themes, merging categories with similar
meanings to create a final set of overarching themes. Once this was
done, we collaboratively refined and named the themes, carefully
considering their essence to ensure they aligned with the data and
research questions.

To help present our findings clearly and systematically, we have
included two tables: Table 1 and Table 2 that display the identified
themes and subthemes in an organized manner. We opted to forego
inter-coder reliability metrics, a decision aligned with the qualita-
tive research norms within HCI studies [84] and the principle of
reflexive thematic analysis [11]. Our focus was on elucidating the
categories of interest and exploring their interrelations to uncover
broader patterns and insights into the social dynamics of votekick-
ing within the VRChat community. This approach allowed us to
delve into the complexities of community interactions, providing a

nuanced understanding of the roles and perceptions of votekicking
in virtual social spaces.

3.3 Positionality Statement
Positionality statements enable researchers to critically reflect on
their own biases, identities, and assumptions [9]. By acknowledging
these influences, researchers offer a more transparent view of their
research process [59]. Within our research team, two out of the
three authors have prior experience engaging with social VR users
in previous studies and through personal interest. For instance, the
first author has several years of experience interacting on various
social VR platforms. All of the authors have conducted research re-
lated to online moderation, with one author having worked closely
with community moderators in previous projects. The authors’ ex-
perience makes us well-positioned to conduct reflexive thematic
analysis in this study.

4 FINDINGS
4.1 What Users Votekick
The votekick function is a critical tool for enforcing conduct stan-
dards and maintaining thematic integrity, swiftly removing indi-
viduals who violate community norms or disrupt the collective
experience. However, it is also used as a means for the purposes of
harassment and discrimination.

4.1.1 Activities Violating Code of Conduct. The tool is employed
as a measure against users who engage in harassment, indicating
community-driven enforcement of conduct standards. Users who
violate these norms, such as by using racial slurs or creating a
disturbance, are subject to being voted out of the community spaces.
For example,

“I was hanging out with a bunch of people when
suddenly an stranger walked in, repeatedly shout-
ing offensive language and spamming sound effects...
Shortly after, a request to remove him from the group
pops up, and he was promptly removed.”

This account demonstrates the use of the votekick function in ad-
dressing abusive incidents. By empowering users to take collective
actions, the tool enables community governance.

The tool is also utilized to address other activities that violate
community guidelines, such as user names that are unrecognizable,
contain special or accented characters, or are otherwise against the
VRChat community standards. For instance, “So, earlier I witnessed
some guy getting voted out. When I asked why, apparently he was
not supposed to have a username like that, it wasn’t allowed as it had
bolded and darkened symbols.” The use of "bolded and darkened
symbols" in the username is deemed inappropriate by the platform
standards. 5

5The use of special characters or symbols is prohibited by many online platforms for
guarantees that usernames remain unique and easily recognizable across platforms;
for example, Instagram enforces strict guidelines on the use of special characters
such as @, #, and other in usernames. Here, the VRChat platform seems to follow a
similar pattern to ensure easily recognizable and identifiable usernames. However,
usernames with accented characters also play a role in user identification. These
elements, alongside other features like voice, avatar, and user bio [104], can hint
at attributes such as nationality or cultural identity. Unfortunately, this can lead to
misuse, as users may exploit these identifiers to discriminate against others through
mechanisms like votekicking.
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Figure 1: Data Collection and Refinement Process

Themes Definition Subthemes

1. Activities violating
code of conduct

Users votekick those who engage in activities that violate
guidelines, such as harassment, hate speech, gore avatars;
Inappropriate user names.

Harassment; Hate speech; Oversexed avatars; Gore
avatars; Inappropriate user names; Racist;

2. Actions Breaking
Group Rules

Votekicking is used to enforce group rules such as main-
taining thematic consistency.

Incoherent avatar; Inappropriate behaviors;

3. As a Means of
Harming

The tool is exploited for harassment, disrupting users’ ex-
periences by removing them.

Kicking for entertaining; Kicking for threatening;
Kick for disrupting; Kicking for no solid reasons;

4. Discrimination
Against Specific
Demographics

The votekick tool is used to discriminate against specific
demographics, such as new users or those with particular
identities or devices

For being newcomers; For being furries; Based on
devices; Based on platforms; Based on race; Based
on gender.

Table 1: Themes, definition, and subthemes for RQ1.

4.1.2 Actions Breaking Group Rules. Social VR platforms are often
composed of diverse groups, worlds, and instances, each forming
a unique microcosm within the broader virtual space. VRChat for
example, consists of a diverse array of virtual worlds with differ-
ent themes. Currently, there are over 25,000 worlds available 6 .
Many worlds establish their own unique set of rules and moder-
ation policies to ensure a cohesive experience for all participants.
These policies are tailored to the specific needs and expectations of
each community or group, covering a wide range of aspects from
behavior to thematic presentation. The votekick tool serves as a
mechanism for these communities to enforce their rules effectively,
empowering users to maintain the intended atmosphere and in-
tegrity of their spaces. For example, in environments that are built
around a specific theme—such as a map inspired by a video game,
movie, or concept—avatar consistency can be a key rule. Partici-
pants are expected to choose avatars that fit the thematic nature
of the space, contributing to a more unified experience. If not, the
community may employ the votekick tool, thereby preserving the
thematic integrity of the space. For example,

“I joined the Persona 5 puzzle map, minding my own
business. I wasn’t bothering anyone or being disre-
spectful. As part of the map, you receive an anime
character avatar. I switched back to my favorite avatar,
and then suddenly, they started a vote to kick me out.”

‘Persona 5’ is a 2016 role-playing video game developed by P-
Studio and published by Atlus 7. The Persona 5 world here had
implicit and explicit rules regarding avatar use to enhance thematic

6https://hello.vrchat.com/#:~:text=Over%2025%2C000%20Community%20Created%
20Worlds%20and%20Growing
7https://en.wikipedia.org/wiki/Persona_5

immersion and gameplay coherence. By deviating from the avatar
guidelines, even unintentionally, the user disrupted the immer-
sive environment, leading the community to enforce the rule via
a votekick. The response from another user further clarifies the
underlying rationale for such community actions,

“The essence of group instances is for each group to
establish its own rules and moderation, within the
guidelines of VRChat, of course. If you don’t agree
with the rules or atmosphere, it’s best to find another
instance or create your own.”

In this context, the votekick function emerges not merely as a
tool for conflict resolution but as a mechanism for subcommunities
within VRChat to self-regulate and ensure their spaces remain true
to their envisioned themes and rules.

4.1.3 As a Means of Harming. The votekick tool, designed to em-
power users to maintain community standards and ensure a re-
spectful environment, can be twisted into a tool for harassing. The
tool is sometimes exploited to harass users by threatening or ac-
tually kicking them out without valid reason, often as a form of
entertainment or to disrupt others’ engagement within the virtual
environment. For example,

“There was this one person blasting insanely loud mu-
sic. So, I did the sensible thing and muted them, trying
to carry on with my own business. But then they no-
ticed I muted them and came charging over, making
threatening gestures like running their finger across
their neck as if they were going to decapitate me or
something. After enduring this for a few minutes, I
suddenly got sent back home with a message saying
more than half of the users voted to kick me.”

https://hello.vrchat.com/#:~:text=Over%2025%2C000%20Community%20Created%20Worlds%20and%20Growing
https://hello.vrchat.com/#:~:text=Over%2025%2C000%20Community%20Created%20Worlds%20and%20Growing
https://en.wikipedia.org/wiki/Persona_5
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Blasting loud music is a common form of harassment in VRChat,
often done using user-generated avatars equipped with sound ele-
ments. In this instance, the intended functionality of the votekick
tool—to address genuine disruptions—is inverted. Instead of pun-
ishing the disruptive user, the tool was weaponized to penalize an
individual who attempted to avoid conflict by muting the harasser.
Another user echos the above statement from a more emotional
perspective, further highlighting the misuse of the feature,

“Yeah, it’s frustrating when people abuse the vote
kicking system just for kicks. I remember being in a
similar situation once, chatting with a group of folks,
and suddenly someone starts a vote kick for no ap-
parent reason, and we couldn’t even figure out who
it was. It really ruins the experience.”

The user shows frustration of being arbitrarily removed or threat-
ened with removal. The misuse undermines the intended purpose
of the tool and creates confusion and a sense of vulnerability among
users.

4.1.4 Discrimination Against Specific Demographics. Another ap-
plication of the votekick tool is in discriminatory actions against
certain demographics. This includes targeting individuals based on
their user status (e.g., newcomers), identity (e.g., furries 8), device
(e.g., Meta Quest users), or platform (e.g., Steam users). This moder-
ation feature is highlighted as being co-opted to target individuals
based on prejudiced grounds. Specifically, if there’s an existing bias
within the community against certain groups of people, the vote-
kick mechanism can easily become a tool to further and materialize
this discrimination. For example, new users face challenges in gain-
ing acceptance within the community, who might be votekicked
simply for being new, “The kick could be due to you being new users
(having a low rank). I’ve seen this happen a lot. It’s strange, but some
people seem to have an aversion to newcomers...” New users are often
unjustly targeted with votekicks. Previous research on social VR
has shown community bias against newcomers [24]. Votekicking
helps materialize the bias, hindering their integration and affect-
ing their overall experience. Discrimination via votekicking not
only ostracizes individuals but also contradicts the inclusive ethos
VRChat strives for.

4.2 Users’ Perception of the Tool
Votekicking is perceived as a potent moderation tool, offering imme-
diate removal and a clear community message against unacceptable
behavior. However, its effectiveness is challenged by, such as its re-
active nature, difficulties in achieving consensus, and complexities
in decision-making.

4.2.1 As a Powerful Tool. Votekicking is valued as a potent anti-
harassment tool, offering immediate effects, sending a clearmessage
to offenders, and imposing restrictions on their access to community
spaces.

Immediate Effect and Clear Message. Users consider vote-
kicking a powerful anti-harassment tool, as it sends a clear message
to the kicked user about their unacceptable behaviors while having
an immediate effect. For example, a user posts,

8https://en.wikifur.com/wiki/VRChat

“While I’m comfortable with using the blocking func-
tion, but it didn’t seem like the right way to address a
harassment situation. As it does not give the message
to the toxic users that I want to give. Conversely, em-
ploying the vote kick feature against harassers can be
an effective method...”

The user explicitly contrasts blocking, which “does not give the
message to the toxic users,” with votekicking, which they describe as
“an effective method.” This effectiveness arises from votekicking’s
ability to confront problematic behaviors both immediately and
publicly. By addressing the offender as part of a collective response,
votekicking holds the offender accountable in a way that private,
unnoticeable actions like blocking cannot.

Imposing Consequence. In addition, the votekick tool not only
removes users from the current space but also prevents them from
rejoining for a certain period, introducing a consequential aspect
of users’ behaviors. The votekick mechanism is not just a measure
for immediate action against disruptors or rule violators but also
has relatively lasting implications. For example,

“We had a case of a “Trol” votekick when someone
went AFK, for an unusually long time. Upon their
return, they were quite upset about being kicked... A
votekick would prevent the person from rejoining for
at least an hour.”

AFK stands for Away From Keyboard in a social VR context,
indicating that someone is not actively participating. By preventing
re-entry for a set period, the mechanism demonstrates disruptive
actions—whether intentional or perceived—have repercussions be-
yond the immediate moment.

4.2.2 With Limitations. Users perceived many limitations of the
votekick mechanism within the virtual environments. These limi-
tations span from the reactive nature of the system, difficulties in
meeting votekicking conditions, to its susceptibility to exploitation,
each contributing to the broader discussion on the effectiveness and
potential for improvement in community self-moderation tools.

As a Reactive Tool. The reactive nature of votekicking means
that it does not prevent harassment from occurring in the first place
but rather addresses it after the fact. While it can remove a harasser
from a game, it does not prevent the initial act of disruption. As
a user shares, “Tools like votekicking only work after the damage is
done...”

Conditions Hard to Meet. The conditions under which a vote-
kick can be successfully executed are often not met. This issue is
compounded in situations where a significant portion of the user
base is unresponsive, making it challenging to gather the necessary
support for a votekick. For example, a user posts, “Why are vote
to kick conditions never met. every time i try it, it does not work”
Another user echos the sentiment,

“Some guy in our server is just screaming out slurs
and overall being annoying but over half of the lobby
is either afk or sitting in the corner of the world
uunordered, it is difficult to kick them through the
vote kick system.”

These users complain about the difficulties posed by user apathy
or inaction, which can render the votekick system ineffective even

https://en.wikifur.com/wiki/VRChat
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Themes Subthemes Definition Subsubthemes

1. As a Power-
ful Tool

1.1 Immediate
Effect and
Clear Message

Provides immediate action and conveys
community disapproval of unaccept-
able behavior.

Immediate effect; Clear Message; Reflecting collective dis-
approval

1.2 Imposing
Consequence.

Votekick removes users and prevents
them from rejoining for a period.

Impose restriction; Having consequence; Stressing User
Accountability

2.With Limita-
tions

2.1 As a Reac-
tive Tool

Votekicking only addresses harassment
after it occurs.

Post-Incident Action; Not prevent harassment; Not prevent
harm;

2.2 Conditions
Hard to Meet.

It is challenging to gather enough sup-
port to remove disruptive individuals.

Low success rate; Not enough people vote;

2.3 Prone to Ex-
ploitation.

It is vulnerable to exploitation, leading
to unfair removals and fostering a toxic
atmosphere.

Easy to be used to harass; Easy to be used to discriminate;
Easy to be misused; Lose faith in the tool

3 Problems
with User
Decision-
Making

3.1 Impulsive
Voting

Users tend to make impulsive decisions. Convenience Over Conscientiousness; Lack of Engage-
ment; Disregard for Consequences;

3.2 Lack of Con-
text

Users often lack the full context, leading
to inappropriate voting.

Limited Grasp of Severity; Incomplete understanding of
situation;

3.3 Assump-
tions of
Legitimacy.

Users often assume legitimacy of the
initiatives of votekicking to default to
vote

Default to Affirmative Voting; Default to vote no;

4. Backlash on
Initiator

4.1 Initiator
Criticism;

Initiators often face criticism, even hav-
ing valid reasons.

N/A

Table 2: Themes, Subthemes, Definitions, and Subsubthemes for RQ2. User perceptions of the votekick tool demonstrate
complexity, therefore we detail subsubthemes. Note that for Theme 4: Backlash on Initiator, no subsubthemes are identified
and provided due to its straightforwardness.

in situations of clear misconduct. The tool’s effectiveness is contin-
gent on the collective engagement of users, which cannot always
be guaranteed.

Prone to Exploitation. In addition, the votekick system’s sus-
ceptibility to exploitation represents a significant flaw. Malicious
users can manipulate the system to target individuals unfairly, lead-
ing to unjust removals from games or environments. This misuse
not only undermines the intended purpose of votekicking as a
tool for community self-regulation but also contributes to a toxic
atmosphere within gaming communities. Such exploitation can dis-
courage participation, foster mistrust among users, and ultimately
degrade the overall user experience. Given we stated the point in
section 5.1, we will not detail it again to avoid overlapping.

4.2.3 Problems with User’s Decision-Making. This section can be
considered a part of the limitations. However, we have observed
that this part exhibits complexity and issues that we believe are
very important to present separately, highlighting the nuanced
challenges within the community moderation tool.

Impulsive Voting.Many users tend to prioritize convenience
over conscientious participation. Upon receiving a voting notifica-
tion, they do not take the time to understand the reason behind the
vote and simply choose "yes" or "no", often to quickly dismiss the
notification. For example,

“When someone starts a kick, a notification pops up
for everyone in the room. People see a button with
"yes" or "no" and just click to get rid of the notification,
without really thinking about what the vote is for. So,
it looks like people are voting, but in reality, everyone
is just trying to clear the notification.”

The account shows when a votekick notification appears, the
immediate goal for many becomes the swift removal of it, rather
than an evaluation of the votekick’s merits. A dialogue between
two users further exemplifies this issue,

“I don’t care. I kick yes because it is easier [to make
the popup disappear]” (A)
“Do you not care about who’s actually right though?
What if a vote kick was against someone being bullied.
You’d just say yes.” (B)
“Yes. Because I’m there to have a good time. If too
much drama happens in an instance I have no prob-
lems bouncing to another instance. I view vrchat as a
fun interaction. Nothing more.” (A)

User A’s stance represents a segment of the community that
prioritizes personal convenience and immediate experience over the
collective well-being and fairness of the community. The admission
of voting “yes” indiscriminately, merely to expedite the removal of
a popup, reflects a broader issue of responsibility in virtual spaces.
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User B’s questions attempt to probe the ethical considerations and
potential consequences of such indifferent actions, highlighting the
scenario where an unjust votekick could compound the distress
of someone already being bullied. Despite this, User A’s response
underscores a preference for personal enjoyment and readiness
to disengage from problematic situations by moving to another
instance rather than confronting or resolving them.

The tendency to engage in superficial decision-making dimin-
ishes the effectiveness of votekicking and risks unjustly penalizing
users based on the whims of those who vote without considera-
tion. It highlights a disconnect between the intended purpose of
the votekick system and the actual practice by some users within
online communities.

Lack of Context. Users may not have the full context of the
situation, leading to inappropriate decisions. This situation can be
particularly problematic in virtual environments where interactions
and conflicts may not be visible or understandable to all participants.
Consequently, their votes might not reflect a fair judgment of the
situation, potentially leading to the unfair treatment of individuals
or, conversely, failing to address genuinely disruptive behavior
effectively. A comment exemplifies the issue,

“But honestly, most folks aren’t really familiar with it.
I’ve seen it happen a lot; they’ll see the alert, but if, for
example, you’re busy chatting with people upstairs
and the incident is downstairs, they won’t vote appro-
priately because they don’t have the full picture.”

The virtual environments often feature dispersed activities and
interactions. This user explains that users in one area may be un-
aware of conflicts occurring elsewhere. When votekick alerts pop
up, users removed from the incident’s location or not pay attention
to the conflict are making decisions without a clear grasp of the
context or the severity of the behavior in question.

Assumptions of Legitimacy. In many cases, users lack the
context needed to make an informed decision and instead default to
voting “yes” or “no” based on their trust—or distrust—in the system
and the community. This behavior reflects a broader challenge in
ensuring that the system operates as intended. For example, a user
illustrates the default “yes” perspective,

“Sometimes you can find yourself in such a hugeworld
that you haven’t even come across the group where
the person being kicked is located. In those cases, I
typically press the first option because there might
be someone causing trouble and their group doesn’t
have enough members to kick them out.”

This quote expresses the challenge of making informed decisions.
The speaker acknowledges voting affirmatively (“the first option”)
without direct knowledge, assuming that the votekick is warranted.
This reflects a belief in the collective ability of users to self-regulate
and initiate votekicks only for valid reasons. Another user echoes
this perspective, stating: “Yes they can hit decline, but most assume
kicking was initiated for legit reasons”.

As highlighted previously, votekicking can be misused for ha-
rassing others rather than its intended purpose of community mod-
eration. This has led some users to adopt a defensive stance, voting

"no" by default, assuming the mechanism is more likely being ex-
ploited by harassers than used legitimately. For example, a user
posts,

“Most vote kicks are unwarranted. I do the same thing
[decline the vote]. If I haven’t seen what’s going on,
it’s probably some troll trying to kick somebody for
no reason. It’s super annoying to get randomly kicked
when you haven’t done anything just because some
troll decided to start a vote kick.”

The user defaults to declining votekick requests, who does so
out of a belief that the system is more often exploited than used
appropriately. This defensive voting stance mirrors the frustrations
of those who have been unfairly targeted by unwarranted votekicks.

4.2.4 Backlash on Initiator. The initiators of votekicks may face
criticism or backlash, even when their reasons are valid. When
someone takes the step to initiate a votekick, they are calling for
a communal judgment on an individual’s behavior. This act can
be seen differently by community members: some view it as a
necessarymeasure tomaintain a positive environment, while others
see it as an overreach or unnecessary escalation. The difference in
perception can lead to discord and backlash against the initiator.
For example,

“There are instances where someone is either behav-
ing extremely poorly or has been AFK in a gaming
world for several hours, and yet, when I attempt to
start a vote to kick them, it doesn’t pass, even more
frustratingly, people start bitch at me... I end up being
the target for trying to initiate it.”

The user shares their frustration that when they stepped for-
ward to initiate a votekick, they are also putting themselves at the
forefront of community judgment.

5 Discussion
This section delves into the dual nature of votekicking as a moder-
ation tool. We first explore its empowering aspects, then examine
its limitations. Finally, we propose design implications to enhance
its efficacy and fairness. While this study focuses on votekicking in
VRChat, its findings extend to other social VR and online gaming
environments with similar moderation systems. Votekicking, as a
moderation mechanism, generally involves user initiation and user
voting (i.e., group decision-making). The benefits and challenges
identified in the research —such as prompt responses due to the
direct involvement of normal users, flaws in the voting process
stemming from user apathy or limited contextual awareness, and
issues with majority rule decisions—are not unique to VRChat but
inherent in systems that rely on such moderation.

5.1 Empowering Communities Through
Immediate Action and Collective
Decision-Making

Our research advances the existing body of work on community
moderation [15, 42, 68, 106, 134] by emphasizing the benefits of
involving ordinary community members in initiating and mak-
ing decisions about moderation. It highlights the superiority of
votekicking as a moderation tool compared to other community



Democratic Moderation: Exploring the Use and Perception of Votekicking in Social Virtual Reality CHI ’25, April 26–May 01, 2025, Yokohama, Japan

moderation strategies. In this section, we discuss two key aspects
of votekicking: its ability to enable an immediate response to dis-
ruptive behavior and its role in educating users while reinforcing
community norms.

5.1.1 Enhanced Immediate Response. Votekicking enables swift
action against disruptive behavior, eliminating the delay often seen
in moderation systems that rely on moderators or admins[108, 134].
Such delays can result in a backlog of unresolved cases and pro-
longed harm to the user experience [83]. Platforms like Reddit
employ upvote/downvote systems as a real-time filtering mecha-
nism based on community consensus. However, upvotes/downvotes
primarily impact content visibility [52]. In contrast, votekicking
removes the disruptive individual altogether, a more direct interven-
tion tool. This is especially important in interactive environments
like social VR, where real-time engagement defines the user ex-
perience. In addition, the immersive nature of social VR amplifies
the impact of disruptive behavior [5, 6, 41]. Quick action is cru-
cial to preserving the safety, enjoyment, and overall community
atmosphere. Votekicking’s ability to swiftly remove offenders helps
maintain a safe and welcoming space for all participants. Moreover,
votekicking’s immediacy differs from other safety tools like block-
ing or muting, which only protect the user employing them and fail
to address the harasser’s impact on the wider community. In con-
trast, votekicking effectively eliminates disruptors from the shared
space, preventing repeated harm and safeguarding the collective
user experience.

5.1.2 Informing and Educating Present Users. Votekicking as a mod-
eration tool extends beyond simple punitive measures, embodying
a method for educating and influencing the broader community. It
sends a clear message about the rules and expectations for everyone,
including those watching and those directly involved.

Votekicking embodies a collective decision-making process by
the community, rather than a top-down verdict from moderators.
The process requires a consensus or a majority vote from the com-
munity, unlike moderation, where few individuals make the call
[108, 134]. For users who are votekicked, this process potentially
functions as a feedback loop, highlighting that their behavior has
breached community standards. This form of peer-enforced mod-
eration can be more impactful than an impersonal warning from
an unseen moderator. Decisions made collectively are often per-
ceived as more legitimate and fair because they reflect broader
input [124]. Literature suggests that moderation outcomes from
platforms can often be perceived as unfair or incomprehensible by
the user [65, 70, 119]. Being removed by a visible voting process sig-
nals collective disapproval, potentially leading to a better personal
reflection.

For users participating in the votekicking process, this act serves
as an active engagement in the establishment and reinforcement of
community norms. Collective decision-making fosters a sense of
ownership and commitment to the decision outcome [64], as well as
a better understanding of different perspectives of the situation (i.e.,
the right and wrong question of certain behaviors) [48]. Compared
to decentralized systems like Reddit’s upvote/downvote mecha-
nism, votekicking amplifies the democratic nature of moderation
by empowering users to take immediate action. Unlike systems
using abstract indications like karma scores, votekicking excludes

the users who misconduct, exerting direct influences on the com-
munity interactions and the experience. The intuitive outcome of
votekicking potential serves as a powerful deterrent to potential
disruptors, as it demonstrates that negative behavior carries imme-
diate consequences. This visibility facilitates the communication
and understanding of standards of behavior by community mem-
bers. This contrasts with moderation where the outcomes might
not be as transparent or widely shared. For instance, in competitive
gaming moderation [70], punishments are often issued after the
fact, when users are no longer present, leaving them uncertain
about the consequences of misconducts.

5.2 Votekicking as a Moderation Tool that Often
Fails

Our discussion in Section 5.1 highlights votekicking’s potential
as a robust moderation tool, yet it is crucial to acknowledge its
significant limitations that challenge its efficacy and fairness. The
discussion contributes to the broader understanding of commu-
nity moderation [29, 63, 134], particularly on the pitfalls of direct,
user-driven moderation. This section identifies and discusses three
critical challenges associated with votekicking: issues in its initi-
ation, flaws in the voting process, and problems arising from its
reliance on majority rules.

5.2.1 Issues in Initiation. Votekicking is accessible to all users,
which means they all can initiate votekick. However, many of
them lack the knowledge or experience in content moderation,
unlike those community moderators who have accrued expertise in
managing community behavior and identifying misconducts [108]
through their constant engagement and actively learning over time
[29, 108].

This gap in knowledge, combined with the presence of malicious
or toxic individuals, exacerbates votekicking’s shortcomings. The
universally accessible nature of the votekick tool, while enabling
efficient and immediate responses to issues, it also makes it suscep-
tible to abuse. Users can easily exploit votekicking to unfairly target
individuals for personal vendettas, harassment, or amusement. In
contrast, community moderators embody a different ethos, often
bearing a strong sense of responsibility towards their communities
[63]. They tend to have a strong desire to contribute to the devel-
opment of their communities [63] and are motivated to see their
community thrive [108].

5.2.2 Challenges in Voting Process. In addition to the issues of
wrongly initiating the moderation tool, the votekick mechanism
faces significant challenges in the voting process that undermine
its efficacy.

Users show little interest in engaging with the democratic mod-
eration process, viewing community maintenance as outside their
scope of responsibility. This disinterest, compounded by the forced
nature of participation in the systems, leads to apathetic voting
behaviors. Instead of making thoughtful decisions, users may sim-
ply vote to get rid of the voting prompt. This contrasts sharply
with the behavior of dedicated moderators, who are motivated by
a sense of duty to actively manage and maintain their communi-
ties [29, 108, 135]. Votekicking’s reliance on casual participation
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introduces an inconsistency in decision-making, diminishing its
reliability as a moderation tool.

The unique and complex nature of social VR environments adds
further difficulty. These spaces are rich and multimodal, combin-
ing real-time verbal and non-verbal communication [81, 111, 122],
which can make it difficult for users to fully grasp the context of an
incident before voting. This starkly contrasts with platforms like fo-
rums or other social media, where evidence of harassment or toxic
behavior is typically preserved in text form, allowing for clearer
and more deliberate evaluations [68]. Moreover, the challenges in
social VR exceed those found in voice-based harassment scenarios,
such as in Discord [68], due to the presence of non-verbal harass-
ment (e.g., unwanted touch and spatial harassment) [5, 81]. Such
intricacies demand a nuanced approach to community moderation
that acknowledges social VR’s sophisticated dynamics.

The complexity also raises concerns about the legitimacy of vote-
kick decisions. Voting alone without sufficient deliberation often
falls short in establishing legitimacy. Participating in discussion
activities improves the sense of procedural justice [141]. However,
votekicking often lacks an informed deliberative process, which is
essential for knowledgeable decision-making. This absence can lead
to outcomes perceived as unfair, undermining trust in the tool’s
integrity. This highlights the importance of incorporating mecha-
nisms that facilitate meaningful dialogue and collective reasoning.

The difficulty is compounded by voters’ limited experience in
identifying and interpreting harassment, as previously mentioned.
This can lead to less knowledgeable voting, with many votes cast
blindly, even if users have good deliberation. Research in delib-
erative democracy [96, 112, 121] identifies a key challenge: many
participants lack the knowledge or skills for effective engagement.
Our study extends this to democratic online moderation, where
users’ limited ability to identify harassment may lead to unintended
harm. This lack of knowledge can lead to well-intentioned but ulti-
mately harmful decisions, highlighting the need for education and
guidance to enable fair and informed democratic moderation.

5.2.3 Limitations Due to Majority Rules. Beyond engagement is-
sues, votekicking’s reliance on majority rules based on users’ votes
also presents several problems, even though earlier discussions in
5.1 highlighted the benefits of democratic participation in deter-
mining punishments. One major problem arises when users exploit
this system for personal or group gain. For instance, groups can
conspire to protect their own members from being kicked or to un-
fairly target individuals who oppose them. This manipulation turns
votekicking from a tool intended for community moderation into
a weapon of exclusion, thereby intensifying community toxicity.
This pattern mirrors a common flaw in democratic participation,
where majority rule can marginalize minority voices, leading to
what is referred to as the "tyranny of the majority." In such cases,
the interests of smaller or dissenting groups are overshadowed by
the dominance of the majority, further exacerbating imbalances in
the community dynamics [62, 131]. Our findings on democratic on-
line moderation reveal that organized user groups gain significant
power under majority rule, often to the detriment of isolated or
unaffiliated individuals.

Moreover, the dependence on majority consensus in votekicking
can deepen existing biases within the community. A clear example

is the bias against new users, who are often viewed with suspicion
or hostility due to their unfamiliarity with established norms [72].
This predisposition makes it easier to vote newcomers out. In com-
parison, the karma system is not immune to similar issues of bias.
Like votekicking, it can disproportionately penalize newcomers
or unpopular opinions, often reflecting the preferences of domi-
nant user groups rather than objective quality or behavior [44].
Organized brigades, much like groups exploiting majority rules
in votekicking, can skew karma scores to promote their agendas
or suppress dissenting voices [82]. However, the impact of such
actions in the karma system may be less immediate and severe
compared to votekicking, where decisions directly impact a user’s
ability to participate. This difference highlights a trade-off: while the
karma system may fall short in addressing harassment effectively,
its indirect nature reduces the potential for immediate harm, a limi-
tation that ironically mitigates its overall impact. The challenges
posed by majority rule in democratic online moderation necessi-
tate a reevaluation of its application to ensure it serves its purpose
of maintaining healthy community dynamics without fostering
exclusion or reinforcing harmful biases.

5.3 Design Implications
Platforms that incorporate votekicking, whether in online games,
virtual worlds, or other multiplayer environments, can benefit from
the above findings by recognizing potential pitfalls and designing
safeguards accordingly. Votekick systems are often misused, serv-
ing as tools for biases or unethical practices, or resulting in harm
due to careless voting. Such misuse directly contradicts ethical
design principles, which emphasize challenging biases that may
manifest in designed systems and supporting the inherent worth
and dignity of every individual [89]. Similarly, in the domain of
online moderation, addressing bias and adopting strong ethical
stances to protect vulnerable users are consistently emphasized
[113]. These principles are equally relevant to votekick systems. To
mitigate these challenges and enhance the efficacy of votekicking,
the following design implications are proposed. We clarify that in
addition to these immediate safeguards, moderation systems with
ethical commitment require iterative improvement [3]. It is impor-
tant to recognize the evolving nature of both technology and user
behavior. Designers and developers need to continuously monitor
the system’s performance, collect feedback from users and stake-
holders, and update the system to address emerging challenges and
unforeseen consequences to ensure that the tool remains relevant.

5.3.1 Adjustment of Voting Thresholds. Adjusting voting thresh-
olds can be effective. This strategy aims to ensure that the com-
munity can more effectively manage repeat offenders and prevent
users with poor conduct from abusing the feature. Restricting rights
is a common practice even in the physical world. For example, as
a punishment for certain criminal activities – so-called criminal
disenfranchisement [125] in most countries [99].

Taking into account a user’s history of violations when deter-
mining the votekick threshold offers a layer of contextual sensi-
tivity. Users who have repeatedly violated community standards
might find themselves facing a lower threshold for future votekicks.
This approach serves as a deterrent for repeat offenders. It signals
that the community’s tolerance for disruptive behavior diminishes
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with each infraction. Conversely, users with a positive contribu-
tion history or no history of violations could benefit from a higher
threshold, acknowledging their positive role within the community
and offering protection against unjust votekick attempts.

The consideration of restricting voting rights to users based on
their reputation or history within the community further refines
the votekick process. Granting more weight to the votes of users
who have demonstrated a consistent commitment to community
values or giving them exclusive voting rights can help prevent abuse
of the votekick system. This ensures that the power to influence
community moderation lies with those who have a proven track
record of positive contributions, thereby reducing the likelihood
of votekicking being used as a tool for personal vendettas or ha-
rassment. Furthermore, to mitigate the negative effects of majority
rule and safeguard minority voices, a potential design implication
can involve assigning voting privileges to vulnerable populations
and elevating their voting weights [49]. For instance, individuals
belonging to marginalized groups based on their profiles or those
frequently targeted by harassment can be assigned to voting tasks
and given weighted votes.

Another refinement can involve limiting voting eligibility to
users who are physically or virtually “close” to the individual being
voted on. This approach prioritizes spatial and contextual relevance,
enabling decisions to be made by those with direct knowledge
of the situation [35]. For instance, eligibility could be confined
to users interacting within the same physical location or virtual
space. This can reduce uninformed or impulsive voting by distant
users. Moreover, proximity-based restrictions may foster greater
community trust, as members can bemore likely to accept outcomes
when they know the voters were actively present or involved during
the incident in question.

5.3.2 Fostering More Positive Participation. Our research indicates
that many users lack the motivation for votekick actions or vote
carelessly. Encouraging a sense of belonging in decision-making in-
creases engagement and responsibility. For example, schools often
organize Parent-Teacher Associations (PTAs), where teachers and
parents collaboratively discuss and establish school policies. This
approach ensures that the policies reflect the needs of students’
families and enhance parental involvement [139]. Similarly, online
platforms can boost participation by involving users in creating or
updating community guidelines through polls, suggestion forums,
or collaborative drafting. For instance, polls should be conducted
on the platform regarding what constitutes toxic behavior and what
actions should be banned. This actively involves users and stimu-
lates their public participation. Moreover, this is also an important
means of promoting guidelines to users. Additionally, it is necessary
to show users how their opinions have influenced decisions and
those who contributed should be thanked. These measures can po-
tentially increase users’ involvement and hence more participation
in votekicking.

In addition, user education plays a pivotal role in fostering re-
sponsible use. Regular reminders about the community’s standards
and the seriousness of votekicking can be integrated into the user
interface at key moments, such as when initiating a votekick or re-
porting disruptive behavior. These reminders could deliver concise
messages about the importance of upholding community values, the

consequences of misuse, and the need to employ votekicking judi-
ciously. By presenting these prompts at critical junctures, platforms
can ensure users remain aware of the weight of their actions.

5.3.3 Providing Third Option for Non-Voting. Additionally, the vote-
kick usually presents two options: yes or no. We believe it is very
important to introduce a third option, "I don’t know." to allow those
who really do not want to vote or uninformed players from casting
potentially harmful votes. This can draw parallels to real-life voting
scenarios, which, although contextually different, still offer relevant
insights. In most countries, voting during elections is not manda-
tory, with exceptions like Australia and Belgium [60]. One reason
is that compulsory voting might force voters who are unprepared
or lack knowledge about the candidates and issues to cast votes
randomly, which may not accurately reflect the public’s desires [30].
Moreover, voting is considered a right rather than a duty [77, 130].
In votekick, the default setting of only two options can be viewed as
an implicit form of compulsory voting, which is why a third option
should be available. Introducing a third "I don’t know" option allows
players to abstain without affecting the outcome. For example, if
out of 8 voters, one chooses "I don’t know," the decision whether to
kick a player should be based on the remaining 7 votes. While this
approach has advantages, such as protecting the integrity of the
vote by allowing abstention, it also presents challenges. A potential
downside is the risk of not achieving a sufficient number of decisive
votes if too many opt for "I don’t know." In these situations, we
believe prioritizing fair and reasoned moderation is more crucial
than simply obtaining a result. Accordingly, alternative strategies
should be utilized to protect users.

5.3.4 Integrating Deliberative Processes. Votekick does not require
users to provide explanations when initiating, leaving others with
insufficient context to evaluate the situation. This contributes to the
concern about the legitimacy of the voting outcomes. To address
that, votekick could require users to provide a brief explanation
when initiating a vote, assisting them in assessing the situation
more effectively. Additionally, voting without sufficient deliberation
often fails to establish procedural justice and can lead to poorly
informed or blind decisions. However, direct democracy is generally
more effective in smaller, cohesive groups [8]. As decision-making
grows more complex, it becomes impractical for every participant
to be fully informed on all aspects of the issue. Incorporating a
lightweight deliberative process could enhance fairness without
compromising efficiency. Fishkin [39] proposed a Deliberative Poll
process—structured, time-bound discussions where key arguments
are presented concisely. This deliberative approach enables users to
deliberate effectively without excessive delay. This approach would
balance the need for procedural fairness with the urgency required
for real-time moderation.

5.3.5 Establishsing Safe Guides. To prevent misuse of votekick
systems, it is also important to implement safeguard systems. For
example, leveraging machine learning algorithms helps identify
patterns of discriminatory behavior or misuse. The system could
flag actions such as consistently targeting new users, specific de-
mographic groups, or individuals based on device types.

These detection mechanisms serve as a line of defense to ensure
the votekick feature is not weaponized against vulnerable groups or
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used to perpetuate biases. Moreover, the flagged patterns can trig-
ger further review by moderators or automated interventions, such
as temporarily suspending votekick privileges for users or commu-
nities demonstrating problematic behavior. This proactive approach
reinforces the system’s integrity while upholding inclusivity for all
participants.

5.4 Limitations and Future Works
The study’s focus on discussions from the r/VRChat subreddit,
while providing insightful observations, introduces limitations. The
concentration on Reddit as a data source might not fully repre-
sent the wide array of experiences and viewpoints within the en-
tire VRChat community, especially considering those users who
tend to communicate through different platforms. Moreover, the
unique community dynamics of VRChat may influence how the
votekick tool is perceived, potentially limiting the generalization
of the study’s outcomes.

The study also opens avenues for future research to deepen our
understanding and improve the application of these findings. Tri-
angulating data through multiple sources, such as interviews with
VRChat users or observational studies, could provide a more holis-
tic and nuanced understanding of user experiences. In addition,
future work could involve developing new technological solutions
or modifications to the votekick system, drawing on research find-
ings to create more equitable and effective moderation practices.
Another interesting area is investigating how different levels of
community engagement in VRChat influence the outcomes of vote
kicking. For example, this could involve examining whether users
with higher engagement levels experience more effective use of
the vote kick tool due to better understanding and enforcement of
norms to provide more understanding of community moderation.
Additionally, future work could explore hybrid moderation models
that incorporate proactive strategies, such as AI-assisted tools, to
complement votekicking. AI could assist by detecting patterns of
misconduct, initiating voterkick, and providing contextual analy-
sis, or guiding players in making more informed voting decisions.
Such a system could balance community-driven moderation with
intelligent support, improving the tool’s effectiveness.

6 Conclusion
Our research highlights the complexities of votekicking as a demo-
cratic moderation strategy, showcasing both its strengths and limi-
tations Its immediacy is particularly beneficial in dynamic online
spaces like social VR environments, where swift intervention is
crucial to maintaining a positive user experience. Additionally, vote-
kicking serves as an educational tool, helping to communicate and
reinforce community standards. However, its universal accessibility
also opens the door to misuse. Users can be unfairly targeted, and
the voting process can suffer from user disengagement and the
inherent complexities of real-time, multimodal environments. Ma-
jority rule can exacerbate biases, leading to the exclusion of certain
individuals and reinforcing negative group dynamics. In response
to these challenges, we propose design improvements to facilitate
the better use of votekicking as a moderation tool.
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A Pictures show the interfaces of votekicking in VRChat

Figure 2: This set of images, labeled A and B, shows two screenshots. They demonstrate the process of opening a player’s user
profile by clicking on their avatar and initiating a ‘vote to kick’ action.

Figure 3: In image C, the player receives a system notification prompting them to vote ‘Yes’ or ‘No’ for a votekick. Image D
displays the notification that the player has been kicked from the instance by majority vote.
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